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FROM THE EDITOR

This fourth issue of the volume 17 of the Statistics in Transition new series
completes the annual (quarterly) editorial cycle for the year 2016. This provides
an opportunity for the Journal Editor to express deep gratefulness, also on behalf
of all the editorial bodies — Editorial Board, Associate Editors, and the Editorial
Office — to its all collaborators and contributors: authors and peer-reviewers,
technical staff and other supporters for making it — actually a product of joint
efforts of all persons involved — to be appearing on the regular basis while playing
a role in the advancement of science of data production and use across disciplines
and sectors. Special thanks go to the experts who have served as reviewers,
devoting generously their time and expertise in order to ensure high scientific and
quality standards of the papers published over the passing year - theirs names are
listed in the acknowledgements. This is also an opportunity to acknowledge the
help and advice we have been obtaining from the members of the aforementioned
panels. And to announce an intention to include some new names from among the
actively supporting us experts to the panel of Associate Editors, along with an
appreciation of cooperation with our journal over many years of few persons who
will leave the panel with the new year.

This issue has customary structure, being composed of the three major
sections. But | am pleased to announce an innovation to be introduced with the
next issue, which will rely on adding a new section 'Research Communicates'. It
is envisioned as a possibility for presenting new conceptual or empirical results
of an ongoing research work in the form of not fully completed research paper,
sometimes even in its embryo stage, however, advanced enough to pass the peer-
reviewing process.

The first section, devoted to sampling and estimation issues, contains two
papers. It begins with J. Subramani's paper New Median Based Ratio Estimator
For Estimation of the Finite Population Mean, which deals with a new median
based ratio estimator in the absence of an auxiliary variable. The bias and mean
squared error of the proposed median based ratio estimator are obtained. The
performance of the median based ratio estimator is compared with that of the
SRSWOR sample mean, ratio estimator and linear regression estimator for certain
natural population. It is shown from the numerical comparisons that the proposed
median based ratio estimator outperforms the SRSWOR sample mean, ratio
estimator and also the linear regression estimator.

In the second paper Housila P. Singh and Surya K. Pal propose A New

Family of Estimators of the Population Variance Using Information on
Population Variance of Auxiliary Variable in Sample Surveys. Starting with
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observation that there are several recently proposed classes of estimators (e.g.,
due to Sharma and Singh (2014) or Singh and Pal (2016)) the authors emphasize
the need for checking their properties. They provide asymptotic expressions of
bias and mean squared error (MSE) of the suggested family of estimators.
Asymptotic optimum estimator (AOE) in the family of estimators is also
identified. Some subclasses of estimators of the proposed family of estimators
have been identified and some theoretical comparisons among the estimators are
discussed in the paper.

The research articles section starts with Elzbieta Golata's paper Shift in
methodology and population census quality. The shift in methods embraces a
move in conducting population census from a conventional enumeration through
a sample survey and a mixed approach to administrative data. This paper
compares two censuses which were conducted in Poland in 2002 and 2011; each
of them presents by itself different case of the traditional method (2002 census)
and the combined approach (2011 census), respectively. The quality of census
data is discussed with essential aims and objectives to provide reliable
information on the population age and sex structure in detailed territorial division.
Quality assessment is provided for the whole country and at regional level. It
starts with the consideration of coverage errors using multiple sources of data and
non-matching methods - in particular: demographic analysis based on previous
censuses, vital statistics and a comparison with other existing sources. Different
cross-sections by sex, age and place of residence are considered. The questions of
adequacy and divergence are discussed in the substantive terms.

Olusanya Elisa Olubusoye, Grace Oluwatoyin Korter and Afees Adebare
Salisu present their results on Modelling Road Traffic Crashes Using Spatial
Autoregressive Model with Additional Endogenous Variable. The authors
construct a model based on a linear cross sectional Spatial Autoregressive (SAR)
framework with additional endogenous variables, exogenous variables and SAR
disturbances. The focus is on Road Traffic Crashes (RTC) in Oyo state, Nigeria.
The number of RTC in each Local Government Area (LGA) of the state is the
dependent variable. A weights matrix, travel density, land area and major road
length of each LGA were used as exogenous variables and population was the 1V.
The objective was to determine the hotspots and examine whether the number of
RTC cases in a given LGA is affected by the number of RTC cases of
neighbouring LGAs and an instrumental variable. The hotspots include Oluyole,
Ido, Akinyele, Egbeda, Atiba, Oyo East, and Ogbomosho South LGAs. The study
concludes that the number of RTC in a given LGA is affected by the number of
RTC in contiguous LGAs. The authors address some policy implication of their
results, such as that road safety and security measures must be administered
simultaneously to LGAs with high concentration of RTC and their neighbours to
achieve significant remedial effect.

Kumar Prabhash, Vijay M Patil, Vanita Noronha, Amit Joshi and Atanu
Bhattacharjee in the paper Bayesian Accelerated Failure Time and its
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Application in Chemotherapy Drug Treatment Trial propose an alternative to
the Cox proportional hazards model (CPH), which is normally applied in clinical
trial data analysis. Since this model can generate severe problems with breaking
the proportion hazard assumption, the authors present an accelerated failure time
(AFT) instead. The model can be used through consideration of different
covariates of interest and random effects in each section. The model is simple to
fit by using OpenBugs software and is revealed to be good for the Chemotherapy
data. However, other model comparison tools can be used to compare the models
in different computational platforms.

Henryk Gurgul's and Marcin Suder's paper Calendar And Seasonal
Effects of Size of Withdrawals From ATMs Managed by Euronet analyses the
calendar effects on withdrawals from Automated Teller Machines (ATMs), daily
data, managed by the Euronet network for the period from January 2008 to March
2012. They focus on the identification of specific calendar and seasonal effects in
the ATM cash withdrawal series of the company in the Polish provinces of Lesser
Poland (Matopolska) and Subcarpathian (Podkarpackie). The results of the
analysis show that withdrawals depend strongly on the day of the week. On
Fridays more cash is withdrawn than on other days, and Saturdays and Sundays
are the days of the week with the lowest level of withdrawals. In a month, it can
be seen that cash withdrawals take place more often in the second and in the last
weeks of the month. This observation suggests that withdrawals from ATMs can
be related to the profile of wage withdrawals. In Poland in the public sector wages
are paid at the beginning of the month, and in the private sector at the end of the
month. The time series of withdrawals also reflect seasonality. The largest
amounts are withdrawn in July, August and December. Reason for the increased
demand for cash are the summer holidays and the Christmas season. The results
reflect consumer habits which show substantial calendar and seasonal effects.

A set of the next three papers is a selection of the articles based on
presentations given at the 34th Multivariate Statistical Analysis Conference being
held at the University of Lodz in October 2015.

The paper by Marta Dziechciarz-Duda and Jézef Dziechciarz, The
Identification of Training Needs For Human Capital Quality Improvement
in Poland — a Statistical Approach addresses the issues of practical importance
concerning methods of assessing efficiency of the Competency Development
Programme launched recently by the Ministry of Science and Higher Education. It
embraces allocation of additional financial means for activities meant to prepare
students with the so-called soft skills necessary in scientific careers and on the
labour market. Courses developing skills such as team work ability, leadership,
creativity, independent thinking and innovative approach to problem solving will
be financed. A thorough analysis of needs starts with existing databases
describing the quality of human capital in Poland in order to identify those
competencies that graduates of universities are missing. The paper discusses
possible statistical tools applicable for that purpose, from the simple descriptive
statistics to advanced multivariate statistical analysis.


http://en.wikipedia.org/wiki/Lesser_Poland_Voivodeship
http://en.wikipedia.org/wiki/Lesser_Poland_Voivodeship
http://en.wikipedia.org/wiki/Podkarpackie_Voivodeship
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In the next paper, Interval Estimation of Higher Order Quantiles. Analysis
of Accuracy of Selected Procedures by Dorota Pekasiewicz selected
nonparametric and semiparametric estimation methods of higher orders quantiles
are considered. The construction of nonparametric confidence intervals is based
on order statistics of appropriate ranks from random samples or from generated
bootstrap samples. Semiparametric bootstrap methods are characterized by double
bootstrap simulations. The values of bootstrap sample below the prearranged
threshold are generated by the empirical distribution and the values above this
threshold are generated by the distribution based on the asymptotic properties of
the tail of the random variable distribution. The results of the study allow one to
draw conclusions about the effectiveness of the considered procedures and to
compare these methods.

Grazyna Dehnel's paper M-Estimators in business statistics discusses one of
the techniques that is meant to deal with outlying observations, namely M-
estimation, from the evaluative perspective. Until recently the implementation of
robust regression methods, such as M-estimation or MM-estimation, was limited
due to their iterative nature. With advances in computing power and the growing
availability of statistical packages, such as R and SAS, Stata, the applicability of
robust regression methods has increased considerably. The M-estimation method
is being assessed using data from a survey of small and medium-sized businesses.
The comparison involves nine M-estimators, each based on a different weighting
function. For instance, the largest gain in efficiency and robustness of
M-estimators was obtained when Talworth's and Tukey's functions were used.

The last article, Informative versus Non-Informative Prior Distributions and
their Impact on the Accuracy of Bayesian Inference by Wioletta Grzenda
discusses the benefits arising from the use of the Bayesian approach to predictive
modelling, along with exemplification using a linear regression model and a
logistic regression model. The impact of informative and non-informative prior on
model accuracy is systematically examined and compared. The data from the
Central Statistical Office of Poland on unemployment by individual districts in
Poland are used, and Markov Chain Monte Carlo methods (MCMC) was
employed in modelling. These results indicate that the accuracy of models
estimated with informative a priori distributions is higher. Therefore, when
additional out-of-sample knowledge is available, the appropriate selection of a
priori distribution can improve the accuracy of regression and classification
models.

Wilodzimierz Okrasa
Editor
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SUBMISSION INFORMATION FOR AUTHORS

Statistics in Transition new series (SiT) is an international journal published
jointly by the Polish Statistical Association (PTS) and the Central Statistical
Office of Poland, on a quarterly basis (during 1993-2006 it was issued twice and
since 2006 three times a year). Also, it has extended its scope of interest beyond
its originally primary focus on statistical issues pertinent to transition from
centrally planned to a market-oriented economy through embracing questions
related to systemic transformations of and within the national statistical systems,
world-wide.

The SiT-ns seeks contributors that address the full range of problems involved
in data production, data dissemination and utilization, providing international
community of statisticians and users — including researchers, teachers, policy
makers and the general public — with a platform for exchange of ideas and for
sharing best practices in all areas of the development of statistics.

Accordingly, articles dealing with any topics of statistics and its advancement
— as either a scientific domain (new research and data analysis methods) or as a
domain of informational infrastructure of the economy, society and the state — are
appropriate for Statistics in Transition new series.

Demonstration of the role played by statistical research and data in economic
growth and social progress (both locally and globally), including better-informed
decisions and greater participation of citizens, are of particular interest.

Each paper submitted by prospective authors are peer reviewed by
internationally recognized experts, who are guided in their decisions about the
publication by criteria of originality and overall quality, including its content and
form, and of potential interest to readers (esp. professionals).

Manuscript should be submitted electronically to the Editor:
sit@stat.gov.pl.,

GUS / Central Statistical Office

Al. Niepodlegtosci 208, R. 287, 00-925 Warsaw, Poland

It is assumed, that the submitted manuscript has not been published previously
and that it is not under review elsewhere. It should include an abstract (of not
more than 1600 characters, including spaces). Inquiries concerning the submitted
manuscript, its current status etc., should be directed to the Editor by email,
address above, or w.okrasa@stat.gov.pl.

For other aspects of editorial policies and procedures see the SiT Guidelines
on its Web site: http://stat.gov.pl/en/sit-en/guidelines-for-authors/


mailto:@stat.gov.pl
mailto:w.okrasa@stat.gov.pl




STATISTICS IN TRANSITION new series, December 2016 591

STATISTICS IN TRANSITION new series, December 2016
Vol. 17, No. 4, pp. 591-604

A NEW MEDIAN BASED RATIO ESTIMATOR FOR
ESTIMATION OF THE FINITE POPULATION MEAN

J. Subramani !

ABSTRACT

The present paper deals with a new median based ratio estimator for the
estimation of finite population means in the absence of an auxiliary variable. The
bias and mean squared error of the proposed median based ratio estimator are
obtained. The performance of the median based ratio estimator is compared with
that of the SRSWOR sample mean, ratio estimator and linear regression estimator
for certain natural population. It is shown from the numerical comparisons that
the proposed median based ratio estimator outperforms the SRSWOR sample
mean, ratio estimator and also the linear regression estimator.

Key words: bias, linear regression estimator, mean squared error, natural
population, simple random sampling.

1. Introduction

Let U = {U,,U,, ..., Uy} be a finite population with N distinct and identifiable
units. Let Y be the study variable with value Y; measured on U;,i =1,2,3,...,N
giving a vector Y = {Y;,Y,, ..., Yy}. The problem is to estimate the population

< 1 . . . . . ..
mean Y = - N .Y with some desirable properties like unbiased, minimum

variance of the estimators on the basis of a random sample of size n selected from
the population U. Suppose that there exists an auxiliary variable X and it is
positively correlated with the study variable Y, then one can propose estimators
like ratio estimator, linear regression estimator and their modifications, which will
perform better than the SRSWOR sample mean for estimating the population
mean of the study variable as stated in Cochran (1977) and Murthy (1967). In the
absence of the auxiliary variable, the above estimators are not possible. However
one may think of getting additional information on the study variable and one can
propose ratio and linear regression type estimators to improve the performance of
the estimator. The idea of this paper is to use such information, namely the

1 Department of Statistics, Pondicherry University, R. V. Nagar, Kalapet, Puducherry — 605 014,
India. E-mail: drjsubramani@yahoo.co.in.
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median of the study variable, in the proposed ratio estimator. It is reasonable to
assume that the median of the study variable is known since this parameter does
not require the complete information on the population units of the study variable
unlike the other parameters like population mean, population variance, etc. In
particular, in the surveys involving the estimation of average income, average
marks, etc. it is very reasonable to assume that the population mean is unknown
whereas the population median is known. For more details, consider the examples
given below, in which the interests are to estimate the population mean of the
respective populations.

Example 1. In an Indian university 5000 students entered for the university
examination. The results are given below. The problem is to estimate the average
marks scored by the students (population mean). Here, it is reasonable to assume
that the median of the marks is known since we have the following information.

Table 1. Results of University Examination

Passed with Percentage Number Cumulative
of marks of students total
Distinction [75-100] 850 850
First Class [60-75) 3100 3950
Second Class [50-60) 600 4550
Failed [0-50) 450 5000
Total 5000 5000

The median value will be between 60 and 75. Approximately one can assume
the population median value as 67.5.

Example 2. In an Indian university 800 faculty members are working in different
categories and the basic salary drawn by different categories of the faculty
members are given in Table 2. The problem is to estimate the average salary
drawn by the faculty members (population mean) per month. Here, it is
reasonable to assume that the median of the salary is known based on the
information given in Table 2.

Table 2. Salary of University faculty members

Basic Salary
in Number of Cumulative
Category Indian Rupees faculty
total
(IRs) members

Per month*
Senior Professor 56000+10000** 20 20
Professor - Grade | 43000+10000 40 60
Professor - Grade 11 37400+10000 60 120
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Table 2. Salary of University faculty members (cont.)
Basic Salary
in Number of Cumulative
Category Indian Rupees faculty
total
(IRs) members
Per month*
Associate Professor - Grade | 37400410000 80 200
Associate Professor - Grade 11 3740049000 100 300
Assistant Professor - Grade | 15100+8000 110 410
Assistant Professor - Grade |1 15100+7000 140 550
Assistant Professor - Grade |11 15100+6000 250 800
Total 800 800

*Actual salary depends on their experience in their designation and other

allowances.

**The Basic salary is the sum of the basic (the first value) and the academic grade
pay (the second value), which will differentiate people with same designation

but different grades.

The population median value will be assumed as IRs. 15100+8000 = IRs.

23100.

Example 3. In the estimation of body mass index (BMI) of the 350 patients of a
Hospital, it is reasonable to assume that the population median of the BMI is

known based on the information given in Table 3.

Table 3. Body mass index of 350 patients of a hospital

Category BMI ranzge - Num_ber of | Cumulative

kg/m patients total

Very severely underweight less than 15 15 15
Severely underweight from 15.0 to 16.0 35 50
Underweight from 16.0 to 18.5 67 117
Normal (healthy weight) from 18.5 to 25 92 209
Overweight from 25 to 30 47 256
Obese Class | (Moderately obese) from 30 to 35 52 308
Obese Class Il (Severely obese) from 35 to 40 27 335
OOé)eisee) Class 11 (Very severely over 40 15 350
Total 350 350

The median value will be between 18.5 and 25. Approximately one can
assume the population median of the BMI value as 21.75.
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Example 4. In the problem of estimating the blood pressure of the 202 patients of
a hospital, it is reasonable to assume that the median of the blood pressure is
known based on the information available in Table 4.

Table 4. Blood pressure of 202 patients of a hospital

Category Systolic, mmHg Num_ber of Cumulat'ive No.
patients of patients

Hypotension <90 10 10
Desired 90-119 112 122
Pre-hypertension 120-139 40 162
Stage 1 Hypertension 140-159 20 182
Stage 2 Hypertension 160-179 13 195
Hypertensive Emergency > 180 7 202

Total 202 202

The median value will be between 90 and 119. Approximately one can

assume the population median value as 104.5.

Before discussing further about the existing estimators and the proposed

median based ratio estimator the notations and the formulae to be used in this
paper are described below:

e N - Population size
e n - Sample size

®Ng, = (11\1’) - Number of possible samples of size n from the population

of size N

e Y - Study variable

e M - Median of the Study variable

e X - Auxiliary variable

¢ X,Y - Population means

® %,y - Sample means

e p - Correlation coefficient between X and Y
¢ 3 - Regression coefficient of Y on X

e M - Average of sample medians of Y

e m - Sample median of Y

¢ B(.) - Bias of the estimator

e V(.) - Variance of the estimator

e MSE(.) - Mean squared error of the estimator

e PRE(e,p) = ;‘:EES « 100 — Percentage relative efficiency of the proposed

estimator(p) with respect to the existing estimator (e)



http://en.wikipedia.org/wiki/Systole_(medicine)
http://en.wikipedia.org/wiki/MmHg
http://en.wikipedia.org/wiki/Hypotension
http://en.wikipedia.org/wiki/Prehypertension
http://en.wikipedia.org/wiki/Hypertension
http://en.wikipedia.org/wiki/Hypertensive_emergency
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The formulae for computing various measures including the variance and the

covariance of the SRSWOR sample mean and sample median are as follows:
Ncy Ncp

1 - 1—f —
V@) = ) G- D = oS V@ = Z(x —or=tls,
i=1 Ne,
MSE(m) = V(m) = Niz(mi - M)?,

Cov(y®) = =57 &~ %) G - Y)—%L N&-0G-D,

N-1

— Ncp - -
Cov(,m) = =3, (m; = M) (7 = V) where f = £ §§ = T3, (% = V)7,

1 _ , VE® o~ _Vm) o, _ Cov@m) ., _ Cov(y%)
S =EZ}\]=1(X1—X)2’ Cxx = F2» Cmm = Tz Cym wr O T TRy

If there is no auxiliary variable available, the simplest estimator of population
mean Y is the sample mean y of size n drawn by using simple random sampling
without replacement. The variance of the SRSWOR sample mean Y=Y, is given
by

1-fg
V(Yr) - (1)

The ratio estimator for estimating the population mean Y of the study variable
Y is defined as Yg = %X = RX. The bias and the mean squared error are as given
below:

B(%) = V(G — G} @

MSE(?R) = V(¥) + R2V(X) — 2RCov (¥, %), where R = 3)

X<

The other important and optimum estimator for estimating the population
mean Y of the study variable Y using the auxiliary information is the linear
regression estimator. The linear regression estimator and its variance are given
below:

r=y+BX-%) (4)
5 — Cov(y,X)
V(%) = V@) - p?) where p = N )

The ratio estimator has been extended and introduced several modified ratio
estimators in the literature if the population parameters like coefficient of
variation, skewness, kurtosis, correlation coefficient, quartiles, etc. of the
auxiliary variable are known. For further details on the modified ratio estimators
with the known population parameters of the auxiliary variable such as coefficient
of variation, skewness, kurtosis, correlation coefficient, quartiles and their linear
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combinations, the readers are referred to see the following papers: Kadilar and
Cingi (2004, 2006a,b, 2009), Koyuncu and Kadilar (2009), Singh and Kakran
(1993), Singh and Tailor (2003, 2005), Singh (2003), Sisodia and Dwivedi
(1981), Subramani (2013), Subramani and Kumarapandiyan (2012a,b,c, 2013a,b),
Tailor and Sharma (2009), Tin (1965), Yan and Tian (2010) and the references
cited therein.

In general it has been established that the ratio estimator and the linear
regression estimator performs better than the SRSWOR sample mean under
certain conditions, of which that provided the auxiliary information X is known. It
is to be noted that both the ratio and regression estimators use the population
mean of the auxiliary variable as auxiliary information. In the absence of the
auxiliary variable X, these estimators are not possible. This point is motivated to
look for an alternative method for this problem. Further, it is observed from
various discussions and studies that the median of the study variable may be
known well in advance in several situations. Hence, an attempt is made in this
paper to propose a ratio estimator making use of the population median of the
study variable as auxiliary information and as a result a new ratio estimator,
namely median based ratio estimator has been proposed. The performance of the
median based ratio estimator has been compared with that of the SRSWOR
sample mean, ratio estimator and linear regression estimator for certain natural
populations. It is shown that the proposed median based ratio estimator
outperformed not only the SRSWOR sample mean, ratio estimator but also the
linear regression estimator. The proposed median based ratio estimator together
with the bias and mean squared error are given in section 2.

2. Proposed median based ratio estimator
In this section a new median based ratio estimator for estimating population
mean Y has been proposed if the median M of the study variable Y is known. The

proposed median based ratio estimator together with the bias and mean squared
error are given below:

Yu =75 ®)
B(Yu) = ¥ {Chum — Cym — 2} W)

(8)

MSE(??M) = V(¥) + R"2V(m) — 2R’ Cov(§, m) where R’ =

2| =i

The detailed derivations of the bias and the mean squared error are given
below:

Consider

<=

m-M

=53]
de = -

Let €y = Y-

<|
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= E(eg) =0
M-M  Bias(m)
= E(e)) = =—‘a:4m
V(y) V( ) C
= E(e3) = 22 E(ed) = 222  E(egey) = “ao)

The estimator ?M can be written in terms of e, and e, as

Yu = V(1 + o) (M(1L+el)>

= - 1
Yv =Y
= M ( +eO)(1+e1)

= ?M =Y(1+ey))(1l+e)?t

It is worth to mention that the computation of bias and mean squared error is
based on the Taylor series of the function 1/(1 + x), rounded up to second order
term and neglecting the terms —2(Ye, — Ye,)(Yeqe, — Ye?) and (Yege; —
Ye?)2,

We have

?M == ?(1 + eO)(l - el + 6%)
= ?M = ? + ?eo - ?el - ?eoel + ?e%
= ?M —? = ?eo - ?el - ?eoel + ?e%
Taking expectations on both sides we have
E(Yy — Y) = YE(e,) — YE(e;) — YE(ege,) + YE(2)

= E(Yu — ¥) = V{Ee3) - E(eges) — E(er)}
V(m) Cov(ym) M—M}
M? ™M M
Bias(m)}
M

= Blas(YM) = {

= Bias(Yy) = ¥ {Chm — Cym —

The mean squared error of ?M is obtained as given below:
MSE(Yu) = E(Ym — 1)? = E(Te, — Ye,)?
Yu) = V2{E(e3) + E(e?) — 2E(eqey)}

(
s\ _o2|VG®)  V(m) _Cov(y,m)
( )=Y2{Y2+M2 ~ T M }

52 —

= Y Y
= MSE( M) V() + > V(m) — ZM Cov(y, m)

= MSE(QM) V(i) + R’ V(m) — 2R'Cov(y, m)
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Remark 2.1. When M > M, the use of the average of the sample medians M in
the median based ratio estimator in the place of population median M reduces the
variance of the proposed estimator due to the following reasons:

1. In general, the sample median m is not an unbiased estimator for the
population median M, which leads the mean squared error of m and
the value is larger than the variance of m.

2. The covariance Cov(y,m) = LZiNC;‘(mi — M) (y; — Y) based on M and
the covariance Cov(y,m) = —ZNC“(ml M) (7; —Y) based on the
population median M are the same

Remark 2.2. When n = 2 the sample mean becomes the sample median, i.e.y =

m, the mean squared error of Yy, =MSE(3A_{M)=O and hence the SRSWOR
becomes the trend free sampling (see Mukerjee and Sengupta (1990)).

3. Efficiency comparison

In this section we have derived the algebraic conditions for which the
proposed median based ratio estimator will have minimum mean squared error
compared to the SRSWOR sample mean, ratio estimator and linear regression
estimator for estimating the finite population mean.

3.1. Comparison with that of SRSWOR sample mean

From the expressmns given in (8) and (1), the conditions for which the

proposed estimator YM is more efficient than the existing estimator Y are derived
and given below:

MSE(Yu) < V(Y;),if 2Cjm = Clum (9)

The detailed derivation is given below:
Consider MSE(?M) < V(\A_{r)
= V(§) + R” V(m) — 2R’ Cov(y,m) < V(¥)
= R”V(m) — 2R’ Cov(§, m) < 0

= R’ZV(m) < 2R’ Cov(¥, m)

_ R"V(m)
= Cov(y,m) =

YMClym
2
=5 2C)m — Clum = 0

= Cov(y,m) =
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3.2. Comparison with that of Ratio Estimator

From the expressmns given in (8) and (3) the conditions for which the

proposed estimator YM is more efficient than the usual ratio estimator YR are
derived and given below:

MSE(Yy) < MSE(YR ), if Cin — Ciix < 2{Cym — Ciy} (10)
The detailed derivation is given below:
Consider MSE(Yy) < MSE(Yg)
= V() + R’ZV(m) — 2R'Cov(y, m)
< V(¥) + R?V(X) — 2RCov(¥,X)
R"*V(m) — 2R’ Cov(y, m) < R2V(X) — 2RCov(¥,X)

R"*V(m) — R2V(X) < 2R’Cov(y, m) — 2RCov(¥,X)
V2 v? v v
WV(m) — ?V(i) <2— Cov(y, m)—2= Cov(y, X)

\Y V(X C f C )
- (m) _(X) < 2{ OV(y m)  Cov(y X)}
M? X2 ™ YX
= 2Cym — Cpam = 2Chy — Ciy

U

U

U

3.3. Comparison with that of Linear Regression Estimator

From the expressions given in (8) and (5) the conditions for which the
proposed estimator Yy, is more efficient than the usual linear regression
estimator Y, are derived and given below:

MSE(V) < V(¥ie )i 2 Gy — Ch 2 [Cé,(’f (11)

The detailed derivation is given below:

Consider MSE(Yy) < V(Yir)
= V(7) + R*V(m) — 2R’ Cov(§, m) < VF) (1 — p?)
[Cov(,%)]?
V(x) * V()"))
[Cov(y,%)]?
V(%)

[Cov(y,%)]?

V(x)

= R”“V(m) — 2R'Cov(y,m) < —V(}_')<

= 2R’Cov(§,m) — R”“V(m) >

Y Y?
= ZM Cov(y,m) — V( )=

s  lewvgr
= ZYZCym - Y?%Clypy = W

2
CI
= 2 Cjm — Chom = [Cy,"]
XX
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Remark 3.1. It is well known that the ratio estimator is more efficient than the
SRSWOR sample mean if 2C;, — Cix = 0 . Similar results hold good here. That is,
the median based ratio estimator is more efficient than

(i) SRSWOR sample mean if 2C{, — Cipym =0
(i) Ratio estimator if 2Cypy — Ciym = 2C4y — Ciy

;12
TR ) i . Chy
(i) Linear regression estimator if 2Cy, — Cpypy = S5l

Cix
4. Numerical study

In section 3, the conditions are derived for which the proposed median based
ratio estimator performed better than the SRSWOR sample mean, ratio estimator
and linear regression estimator. However, it has not been proved explicitly by
algebraic expressions that the proposed estimators are better than the estimators
mentioned above. Alternatively one has to resort for numerical comparisons to
determine the efficiencies of the proposed estimators. In this view, three natural
populations available in the literature are used for comparing the efficiencies of
the proposed median based ratio estimators with that of the existing estimators.
The population 1 and 2 are taken from Daroga Singh and Chaudhary (1986, page
no. 177) and population 3 is taken from Mukhopadhyay (2005, page no. 96). The
populations 1 and 2 pertain to estimate the area of cultivation under wheat in the
year 1974, whereas the auxiliary information is the cultivated areas under wheat
in 1971 and 1973 respectively. The population 3 pertains to the number of
labourers (the auxiliary variable, in thousand) and the quantity of raw materials
(study variable, in lakhs of bales) for 20 jute mills. The parameter values and
constants computed for the above populations are presented in Table 5; the bias
for the proposed modified ratio estimators and the existing estimators computed
for the three populations discussed above are presented in Table 6, whereas the
mean squared errors are presented in Table 7. It is worth noting that since the
computation of mean squared error is involved in computing all possible
N¢, samples of size n, the computation requires strong capacity, which, for very
large samples, exceeds the possibilities of the computation facilities. Hence only
small sample sizes are considered. However, the same results will hold good for
large sample sizes too.

Table 5. Parameter values and constants computed from the 3 populations

Para- For sample sizen =3 For sample sizen =5
meters Popin-1 Popln-2 PopIn-3 Popin-1 Popin-2 | PoplIn-3
N 34 34 20 34 34 20
n 3 3 3 5 5 5
Ne, 5984 5984 1140 278256 278256 15504
Y 856.4118 856.4118 415 | 856.4118 | 856.4118 415
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Table 5. Parameter values and constants computed from the 3 populations (cont.)

Para- For sample sizen =3 For sample sizen =15
meters Popin-1 Popin-2 PopIn-3 | Popin-1 PopIn-2 | Popin-3
M 747.7223 747.7223| 40.2351| 736.9811| 736.9811| 40.0552
M 767.5 767.5 40.5 767.5 767.5 40.5
X 208.8824 199.4412 441.95| 208.8824| 199.4412 441.95
R 4.0999 4.2941 0.0939 4.0999 4.2941 0.0939
R’ 1.1158 1.1158 1.0247 1.1158 1.1158 1.0247
V(@) 163356.4086 | 163356.4086| 27.1254|91690.3713|91690.3713| 14.3605
V(X) 6884.4455| 6857.8555|2894.3089| 3864.1726| 3849.248|1532.2812
V(m) 101518.7738|101518.7738| 26.1307 | 59396.2836 | 59396.2836| 10.8348
Cov(y,m)| 90236.2939| 90236.2939| 21.0918|48074.9542|48074.9542 9.0665
Cov(¥, %) 15061.4011| 14905.0488| 182.7425| 8453.8187| 8366.0597| 96.7461
P 0.4491 0.4453 0.6522 0.4491 0.4453 0.6522

Table 6. Bias of the existing and proposed estimators

) For sample sizen = 3 For sample sizen =5
Estimators
Popln-1 Poplin-2 PoplIn-3 Poplin-1 PoplIn-2 PopIn-3
?R 63.0241 72.9186 0.2015 35.3748 40.9285 0.1067
?M 52.0924 52.0924 0.4118 57.7705 57.7705 0.5061

Table 7. Variance / Mean squared error of the existing and proposed estimators

) For sample sizen =3 For sample sizen =5
Estimators
Popin-1 PopIn-2 | PopIn-3| Popln-1 PopIn-2 | PoplIn-3
Y. |163356.4086|163356.4086 | 27.1254 | 91690.3713 [91690.3713 | 14.3605
Existing T?R 155579.7064 | 161801.6355| 18.3265 | 87325.3836 | 90817.6922 | 9.7023
?lr 130405.9256 | 130961.3720| 15.5873 | 73195.5841 | 73508.8959 | 8.2521
Proposed QM 88379.0666 | 88379.0666| 11.3372|58356.9234|58356.9234| 7.1563

The percentage relative efficiencies of the proposed estimator with respect to

the existing estimators are also obtained and given in the following table:
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Table 8. PRE of the proposed estimator \:(M with respect to existing estimators

Existing For sample sizen = 3 For sample sizen = 5
Estimators | popIn-1 | PopIn-2 | PopIn-3 | Popln-1 | Popln-2 | Popin-3
?r 184.84 184.84 239.26 157.12 157.12 | 200.67
cR 176.04 183.08 161.65 149.64 155.62 | 135.58
?lr 147.55 148.18 137.49 125.43 12596 | 115.31

From the Table 8 it is observed that the percentage relative efficiencies of the
proposed estimator with respect to existing estimators are in general ranging from
115.31 to 239.26. Particularly, the PRE is ranging from 157.12 to 239.26 for
comparison with the SRSWOR sample mean; ranging from 135.58 to 183.08 for
comparison with ratio estimator; ranging from 115.31 to 148.18 for comparison
with linear regression estimator. This shows that the proposed estimator performs
better than the existing SRSWOR sample mean, ratio and linear regression
estimator for all the three populations considered here. Further, it is observed
from the numerical comparisons that the following inequalities hold good.

MSE(T) < V(%) < MSE(Y) < V(¥;)

5. Conclusion

This paper deals with a new median based ratio estimator for estimation of the
finite population mean. The conditions are derived for which the proposed
estimator is more efficient than the existing estimators. Further, it is shown that
the percentage relative efficiencies of the proposed estimators with respect to
existing estimators are in general ranging from 115.31 to 239.26 for certain
natural populations available in the literature. It is usually believed that the linear
regression estimator is the best linear unbiased estimator or the optimum
estimator for estimating the population mean whenever there exists an auxiliary
variable, which is positively correlated with that of the study variable. However, it
is shown that the proposed median based ratio estimator outperformed not only
the SRSWOR sample mean, ratio estimator but also the linear regression
estimator. Hence, the proposed modified ratio estimators are recommended for the
practical applications. Further, it is to be noted that the median based ratio
estimator can be easily extended to median based modified ratio estimators in line
with the modified ratio estimators available in the literature and one of the
author’s research students Prabavathy, G is working at present in this direction.
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ABSTRACT

This paper proposes a family of estimators of population variance Sj of the

study variable y in the presence of known population variance sz of the
auxiliary variable x. It is identified that in addition to many, the recently proposed
classes of estimators due to Sharma and Singh (2014) and Singh and Pal (2016)
are members of the proposed family of estimators. Asymptotic expressions of
bias and mean squared error (MSE) of the suggested family of estimators have
been obtained. Asymptotic optimum estimator (AOE) in the family of estimators
is identified. Some subclasses of estimators of the proposed family of estimators
have been identified along with their properties. We have also given the
theoretical comparisons among the estimators discussed in this paper.

ASM Classification: 62D05.
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1. Introduction

The problem of estimating the population variance assumes importance in
various fields such as industry, agriculture, medical and biological sciences etc. In
sample surveys, auxiliary information on the finite population under investigation
is quite often available from previous experience, census or administrative
databases. It is well known that the auxiliary information in the theory of
sampling is used to increase the efficiency of the estimators of the parameters
such as mean or total, variance, coefficient of variation etc. Out of many, ratio and
regression methods of estima