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FROM THE EDITOR   

With this issue, the Statistics in Transition new series enters 25th anniversary 
of serving its mission as its first edition appeared in 1993 under the title Statistics 
in Transition. Although it took more than a decade the journal has developed to a 
widely acknowledged quarterly and its current version was formed about ten 
years ago under slightly extended title ('new series' was added for strictly formal 
reason during its repeated registration). The main goals of its initially defined 
mission remain firm and unchanged: to facilitate exchange of ideas and 
information amongst statisticians while contributing to building community of 
professionals, scholars and practitioners, world-wide. Since it happens that 25th 
anniversary of the Statistics in Transition new series takes place together with the 
100th Anniversary of Statistics Poland being celebrated by the 2nd Congress of 
Polish Statistics to be held on July 10-12 in Warsaw, we are happy to announce 
that a special session will be organized during the congress to commemorate also 
this important moment in the journal development – read it below. 

* 

This issue is composed of XX articles distributed over the three sections, 
starting with Sampling Methods and Estimation, followed by Research Articles 
and Research Communicates.  

In the paper entitled A Bayesian Inference of Multiple Structural Breaks in 
Mean and Error Variance in Panel AR (1) Model, Varun Agiwal, Jitendra 
Kumar, and Dahud Kehinde Shangodoyin explore the effect of multiple 
structural breaks to estimate the parameters and test the unit root hypothesis in 
panel data time series model using Bayesian perspective. In particular, they 
obtain Bayes estimates for different loss functions using conditional posterior 
distribution, which is approximately explained by Gibbs sampling. For hypothesis 
testing, posterior odds ratio is calculated and solved via Monte Carlo Integration. 
The proposed methodology is illustrated with numerical examples. According to 
the authors, this model may be extended to panel AR (p) model with similar types 
of breaks as well as to VAR model. 

In the next paper, Improved Rotation Patterns Using Two Auxiliary 
Variables in Successive Sampling, Jaishree Prabha Karna and Dilip Chandra 
Nath discuss the role of two auxiliary variables on both the occasions to improve 
the precision of estimates at the current (second) occasion in two-occasion 
successive sampling. They use information on two auxiliary variables, which are 
positively correlated with the study variable, employing the exponential type 
structures and suggesting an efficient estimation procedure of population mean 
on the current (second) occasion. The proposed estimator has been compared 
with the sample mean estimator, when there is no matching from the previous 
occasion and natural successive sampling estimator. An optimal replacement 
strategy is also discussed along with justification of the use of the proposed 
sampling scheme. The conclusions are supported by results for real life data.   



2                                                                                            W. Okrasa: From the Editor  

 

Seppo Laaksonen's and Auli Hämäläinen's paper on Joint Response 
Propensity and Calibration Method examines the chain of weights, beginning 
with the basic sampling weights for the respondents and converted next to 
reweights to reduce the bias due to missing quantities. In the case of availability 
of micro auxiliary variables for a gross sample, the authors suggest taking 
advantage of the response propensity weights, followed by the calibrated weights 
with macro (aggregate) auxiliary variables. They examined the calibration 
methodology that starts from the basic weights as well, employing simulated data 
for comparison. Eight indicators were examined and estimated leading to the 
main conclusion that the response propensity weights are the best starting 
weights for calibration.  

The Research Articles section starts with the article by Lahsen Bouchahed 
and Halim Zeghdoudi, A New and Unified Approach in Generalizing the 
Lindley’s Distribution with Applications. The authors propose a new family of 
continuous distributions with one extra shape parameter called the generalized 
Zeghdoudi distributions (GZD). They investigate the shapes of the density and 
hazard rate function, along with derivation of  explicit expressions for some of its 
mathematical quantities. Various statistical properties like stochastic ordering, 
moment method, maximum likelihood estimation, entropies and limiting 
distribution of extreme order statistics are described. The results of the 
comparisons confirm the goodness of fit of GZ distribution. 

Mirosław Krzyśko, Wojciech Łukaszonek and Waldemar Wołyński in the 
paper Canonical Correlation Analysis in the Case of Multivariate Repeated 
Measures Data present canonical variables applicable in the case of multivariate 
repeated measures data under the assumptions of (i) multivariate normality for 
the vector of observations and (ii) Kronecker product structure of the positive 
definite covariance matrix. These variables are especially useful when the 
number of observations is not large enough to estimate the covariance matrix, 
and thus the traditional canonical variables fail. Computational procedures for 
maximum likelihood estimates of required parameters are also provided. 

Nicholas T. Longford's paper Searching for Causes of Necrotising 
Enterocolitis. An Application of Propensity Matching presents results of 
evaluation of the effect of changing the feeding regimen of infants in their first 14 
postnatal days by analysing the data from the UK National Neonatal Research 
Database. The authors emphasize that they avoid some problems with drawing 
causal inferences from observational data by reducing the analysis to the infants 
who spent the first 14 postnatal days (or longer) in neonatal care and for whom 
NEC (necrotising enterocolitis, a disease of the gastrointestinal tract afflicting 
preterm-born infants) was not suspected in this period. Such limitation makes it 
possible to use summaries of the feeding regimen in this period as background 
variables in a potential outcomes framework. They emphasize the advantage of 
using a large size cohort and the usefulness of results for informing the design of 
a randomised clinical trial for preventing NEC, and the choice of its active 
treatment(s) in particular. 

In the next article, Estimates of Trade Dependence of Ukraine: Indicators of 
International Trade Orientation of Ukraine in the Context of Assessment Of The 

Effectiveness of its Export Relations, Nataliia Reznikova, Oleksandr 
Osaulenko and Volodymyr Panchenko present the approach to analysing trade 
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relations between countries – especially trade dependence of Ukraine – by 
exploring economic vulnerability, economic sensitivity, symmetry and asymmetry 
of the established economic links. The estimated interdependence ratios for 
Ukraine and its largest trade partners – the EU, the Russian Federation, post-
Soviet countries, China, the USA, Brazil and India – are compared with the 
respective ratios of Ukraine’s dependence on these countries’ markets. The 
analysed dynamics of Ukraine’s GDP dependence on Ukraine’s trade partners 
shows a growing relative weight of the countries that have not had a substantial 
role in the foreign trade of Ukraine. The proposed approach for estimating the 
quality of the established trade relations is supposed to contribute to 
transformation of Ukraine’s foreign trade. The authors conclude that that the 
decreasing interdependence of partner countries, in parallel with establishing 
more diversified trade relations and/or reorientation to production of alternative 
goods/services with the respective growth in exports can be interpreted as a sign 
of economic development of a country. 

In the paper Power Ishita distribution and its application to model lifetime 
data by Kamlesh Kumar Shukla and Rama Shanker the two-parameter power 
Ishita distribution (PID) is described and its important statistical properties – 
including shapes of the density, moments, skewness and kurtosis measures, 
hazard rate function, and stochastic ordering -are characterized, along with 
discussion of the maximum likelihood estimation of its parameters. An application 
of the distribution has been explained with a real lifetime data from engineering, 
and its goodness of fit shows better fit over two-parameter power Akash 
distribution (PAD), two-parameter power Lindley distribution (PLD) and one-
parameter Ishita, Akash, Lindley and exponential distributions.  

In the last section, Research Communicates and Letters, there are two papers 
related to different kinds of issues. In the first, Jan Kordos discusses Some 
results from the 2013 International Year of Statistics. Focusing on educational 
and other types of benefits brought about by the different conferences and 
workshops conducted occasionally to celebrate the International Year of 
Statistics, the author shares his observations on several challenges and problems 
involved in the development of statistics – as a science and as a field of experts' 
activities – taking the Workshop on the Future of Statistics as an example.  

Shakti Prasad's article, Some product exponential methods of imputation 
in sample surveys, a product exponential method of imputation is presented 
together with discussion of a corresponding resultant point estimator proposed for 
estimating the population mean in sample surveys. The expression of bias and 
the mean square error of the suggested estimator has also been derived up to the 
first order of large sample approximations. The simulation studies show that the 
suggested estimator is the most efficient estimator. 

 
 
Włodzimierz Okrasa 

Editor  
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SUBMISSION INFORMATION FOR AUTHORS 

Statistics in Transition new series (SiT) is an international journal published 
jointly by the Polish Statistical Association (PTS) and the Central Statistical Office 
of Poland, on a quarterly basis (during 1993–2006 it was issued twice and since 
2006 three times a year). Also, it has extended its scope of interest beyond its 
originally primary focus on statistical issues pertinent to transition from centrally 
planned to a market-oriented economy through embracing questions related to 
systemic transformations of and within the national statistical systems, world-
wide.  

The SiT-ns seeks contributors that address the full range of problems involved 
in data production, data dissemination and utilization, providing international 
community of statisticians and users – including researchers, teachers, policy 
makers and the general public – with a platform for exchange of ideas and for 
sharing best practices in all areas of the development of statistics. 

Accordingly, articles dealing with any topics of statistics and its advancement 
– as either a scientific domain (new research and data analysis methods) or as a 
domain of informational infrastructure of the economy, society and the state – are 
appropriate for Statistics in Transition new series. 

Demonstration of the role played by statistical research and data in economic 
growth and social progress (both locally and globally), including better-informed 
decisions and greater participation of citizens, are of particular interest. 

Each paper submitted by prospective authors are peer reviewed by 
internationally recognized experts, who are guided in their decisions about the 
publication by criteria of originality and overall quality, including its content and 
form, and of potential interest to readers (esp. professionals). 

Manuscript should be submitted electronically to the Editor: 
sit@stat.gov.pl.,  
GUS / Central Statistical Office  
Al. Niepodległości 208, R. 287, 00-925 Warsaw, Poland 

It is assumed, that the submitted manuscript has not been published 
previously and that it is not under review elsewhere. It should include an abstract 
(of not more than 1600 characters, including spaces). Inquiries concerning the 
submitted manuscript, its current status etc., should be directed to the Editor by 
email, address above, or w.okrasa@stat.gov.pl. 

For other aspects of editorial policies and procedures see the SiT Guidelines 
on its Web site: http://stat.gov.pl/en/sit-en/guidelines-for-authors/ 
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Vol. 19, No. 1, pp. 7–23, DOI 10.21307/stattrans-2018-001 

A BAYESIAN INFERENCE OF MULTIPLE STRUCTURAL 
BREAKS IN MEAN AND ERROR VARIANCE IN PANEL 

AR (1) MODEL  

Varun Agiwal1, Jitendra Kumar2, Dahud Kehinde Shangodoyin3 

ABSTRACT 

This paper explores the effect of multiple structural breaks to estimate the 
parameters and test the unit root hypothesis in panel data time series model under 
Bayesian perspective. These breaks are present in both mean and error variance 
at the same time point. We obtain Bayes estimates for different loss function using 
conditional posterior distribution, which is not coming in a closed form, and this is 
approximately explained by Gibbs sampling. For hypothesis testing, posterior odds 
ratio is calculated and solved via Monte Carlo Integration. The proposed 
methodology is illustrated with numerical examples. 

Key words: panel data model, autoregressive model, structural break, MCMC, 
posterior odds ratio. 

1. Introduction 

Statistical inference of panel data time series model received great attention 
in the last several decades in both econometrics and statistics literature. The 
main idea behind the use of panel data time series model is to overcome the 
difficulty of unobserved variation in cross-section data sets over individual units as 
well as variation, which may change the structure also. It was assumed that this 
change was taken by some observations at a fixed and common time point in 
each series referred to as break point. Thus, structural break concept in panel 
data set-up is important to handle the permanent effects in the series and impacts 
other simultaneous variables. For this, an extensive literature concentrates on 
testing, estimation and detection of the existence of single or multiple structural 
breaks from univariate to multivariate time series. Bai and Perron (1998, 2003) 
considered the problem of estimation and testing for break point in linear model 
and determine the number of breaks using double maximum tests. They have 
also further addressed various issues such as estimation and testing number of 

                                                           
1 Department of Statistics, Central University of Rajasthan, Bandersindri, Ajmer, India. 

E-mail: varunagiwal.stats@gmail.com. 
2 Department of Statistics, Central University of Rajasthan, Bandersindri, Ajmer, India. 

E-mail: vjitendrav@gmail.com. 
3 Department of Statistics, University of Botswana, Gaborone, Botswana. 

E-mail: shangodoyink@gamil.com. 
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breaks, forming confidence interval related to multiple linear regression with 
multiple structural break. Altissimo and Corradi (2003) suggested an approach for 
detecting and estimation of the number of shifts in mean of a nonlinear process, 
which is having dependent and heterogeneous observations. They proposed a 
new estimator for long run variance, which was consistent in the presence of 
breaks and verified via a simulation exercise. Li (2004) applied quasi-Bayesian 
approach to detect the number and position of structural breaks in China’s GDP 
and labour productivity data using predictive likelihood information criterion. 

Apart from the above literature, which mainly dealt with the classical 
approach, a generalized form of estimation and testing the structural break by 
using Bayesian inference is less explored. Geweke and Jiang (2011) developed 
Bayesian approach to modelling in-sample structural breaks and forecasting out-
of-sample breaks. Eo (2012) used Bayesian approach to estimate the number of 
breaks in autoregressive regressions with structural breaks in intercept, 
persistence, and residual variance. A model selection criterion was also 
considered to select the best model from U.S. GDP deflator data. Aue and 
Horvath (2013) discussed several approaches for estimating the parameter and 
locating multiple break points. They considered CUSUM procedure as well as 
likelihood statistic to adjust the serial dependence in presence of structural break. 
Recently, Melighotsiduo et al. (2017) suggested a Bayesian approach for 
autoregressive model allowing multiple structural changes in both mean and error 
variance of economic series occurring at unknown times, and Bayesian unit root 
testing is also proposed. 

In current scenario, a growing literature on estimation and testing of multiple 
structural breaks in generalized univariate model such as panel data as well as 
multivariate time series model. A partial list of contributions in multiple structural 
breaks include Sugita (2006), Liu et al. (2011), Jin et al. (2013), Preuss et al. 
(2015) and  Eo and Morley (2015) to analysis the procedure for detection and 
estimation of change point in vector error correction model, panel data model. In 
recent time, detection and estimation of multiple change points in panel data with 
interactive fixed effect and dynamic structure is introduced. Li et al. (2016) 
through penalized principal component (PPC) estimation procedure with an 
adaptive group fused LASSO. 

An overview of the above description, this paper provides a general 
methodology to estimate and inference for panel data model under the presence 
of multiple change points in mean and error variance parameters. Our approach 
provides a flexible way to the interpretation of the result in real situation because 
in most economic and time series data are varying by trend and variance 
component. If one considers a break in mean also, then the impact of the series 
changes due to both type of break versus no break point. Thus, a Bayesian 
approach is introduced to capture the impact of break points in the panel data 
model. For Bayes estimation, we apply both symmetric and asymmetric loss 
function to posterior density in order to get better estimators and compare them 
with ordinary least square estimator. In addition, we also examine the model 
selection criterion to find the appropriate model, which may or may not contain 
multiple break points in a real data set. 
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2. Model Specification 

Let {yit , t=1,2,…,T; i=1,2…,n} be a panel data time series model having B 
multiple break points in mean and error variance where breaks occur in both 
parameters in the same location. In that case our panel data model can be 
expressed as 
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for j = 1,2,…, B and where n denotes number of cross sectional units,  is the 

autoregressive coefficient, j is a ( n × 1 ) vector of mean coefficients at jth 

division and εit are assumed to be independent and normally distributed with zero 

mean and division specific variance 2
j . This is a partial structural change model 

since the parameter  is not subject to shifts and is estimated using the entire 
sample space. The model in (1) can also be casted in the form of matrix notation 
with .*  Kronecker delta product indicating element by element array 
multiplication, Z as the nT × (B+1) matrix whose jth column is equal to one if Tj-1 < t 
≤ Tj and zero otherwise, and consider mean and residual variance parameters as 
a vector form. 
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Our study attempts to estimate the parameters in structural break model 
under Bayesian framework and test the unit root hypothesis by using posterior 
odds ratio. Under unit root case, model (1) reduces to a pure structural change 
model where all the model’s coefficients are subject to change 
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As mentioned, if we follow the usual approach defined in the literature to test 

for stationarity model reduces by (2) under the null hypothesis H0:  = 1 is 
difference stationary with multiple breaks in error variance against the alternative 

hypothesis H1:  ϵ S, series is stationary with multiple breaks in mean as well as 
error variance.  

3. Bayesian Inference 

In this section, we discuss issues related to the estimation and inference 
about the parameters and testing of unit root hypothesis. In order to perform 
Bayesian inference we need the likelihood function and specify prior distribution 
for the model parameters. Posterior probability is obtained by using sample 
information contained in the likelihood function combined with the joint prior 
distribution. The likelihood function for this model is  

 
 

  







































  


  













1

1 1

2
1,2

1

1

2

1

1 1
1

2

1
exp2)|,,(

B

j

n

i

T

Tt

ijtiit

j

B

j

TTn

j

nT j

j

jj yyyL 




 

(3) 

For panel data model generally normal prior distribution is considered for

 2,~ jijij N  , for error variance ( 2
j ) assume conjugate inverted gamma prior  

IG(cj , dj) and uniform prior is taken for autoregressive coefficient (), see 
[Schotman and Van Dijk (1991) and Phillips (1991)]. The joint prior distribution is 
given as 
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(4) 

3.1. Bayesian Estimation via Gibbs Sampling 

Given the likelihood function and prior density defined by eqn  (3) and eqn (4), 
the posterior distribution is given by 
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5) 

The posterior distribution in (5) is very complicated and hence no closed form 
inference appears to be possible. For Bayesian estimation, we proceed via Gibbs 
sampler, a MCMC method, proposed by Geman and Geman (1984). The Gibbs 
sampler procedure, which we used, is described by Wang and Zivot (2000) in a 
time series regression model with multiple structural breaks. By means of this 
procedure, it gives a chain of estimated parameters values, which is frequently 
obtained by conditional probability distribution. Here, our aim is to generate a 
sequence of random variables from the conditional probability distribution using 
the current value of the parameters. For this we have derived the form of 
conditional posterior distributions given below:  
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Using the generated samples from the above posteriors, Bayes estimates of 
the parameter are evaluated by different loss functions under Gibbs sampling 
algorithm. A loss function is a decision rule to select the best estimator and 
represent each of the possible estimates. Here, we consider squared error 
(symmetric) loss function as well as entropy (asymmetric) loss function for getting 
better understanding of the Bayesian estimation. Under squared error and 

entropy loss function, Bayes estimator are  xE |  and    11 |
 xE  . 
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3.2. Testing Unit Root Hypothesis via Posterior Odds Ratio 

In a hypothesis testing problem, one is generally interested in testing the 
stationary condition of a model. Here, null hypothesis is used as a unit root 
hypothesis against the alternative of a stationary model. In Bayesian framework, 
testing is often convenient to summarize the information in terms of posterior 
odds ratio. The posterior odds ratio is the ratio of posterior probability under null 
versus alternative hypothesis with the product of prior odds, notation given as:   
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Theorem: To test the null hypothesis that yit is a non-stationary I(1) process, i.e. 

=1 in equation (2), against the alternative hypothesis that yit is a stationary I(0) 

process, i.e.  ϵ S in equation (1). The posterior odds ratio can be constructed 
according to equation (9)  
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Proof: The proof of the theorem is given in the appendix.   

In the equation (10), closed form expression of posterior odds ratio is not 
obtained. Therefore, we use an alternative technique as Monte Carlo integration 
for approximately solving the integrals and get the value of posterior odds ratio. 

4. Simulation Study 

In this section, we conduct a set of simulated experiments to evaluate the 
performance of our model and compare different estimators based on Monte 
Carlo simulation. To estimate the model parameters, assume that the number of 
breaks and the location of break points are known so that the remaining 
objectives in equation (1) are estimated via an iterative procedure. In simulation 
experiment we have generated artificial time series from our model with varying 
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numbers of structural breaks at the same time points in mean and error variance 
parameters. We are starting with the initial observation y0i = (10, 15, 20) to 
generate panel data time series from the suggested model having three panel 
(n=3) and each panel contains T observations. For better interpretation, we took 
different size of time series T = (50, 75, 100) and also varying autoregressive 

coefficients  = (0.9, 0.95, 0.99). The number of possible structural break (B) has 
been 3. Thus, the disturbances εit are generated as i.i.d. for all i and j with four 

different variance, namely    4.0,3.0,2.0,1.0,,, 2
4

2
3

2
2

2
1  . For inverse gamma prior 

distribution with hyper parameters is to known. For numerical purpose we have 
taken as cj = dj = 0.01 for all break points. In the case of normal prior, hyper prior 
mean is equal to mean of the generated series at every break point interval (T j-1, 
Tj) with parallel variance given in disturbances term. The true value of mean term 
for each panel having four partitions is written as (μ11, μ12, μ13) = (14, 16, 18); (μ21, 
μ22, μ23) = (20, 22, 24); (μ31, μ32, μ33) = (26, 28, 30); (μ41, μ42, μ43) = (32, 34, 36). 
All results are based on 5000 replications. From the generated sample, we 
obtained Bayes estimate of parameters and compared the performance with 
ordinary least square (OLS) estimate. We report the estimated value and its mean 
square error in Table-4.1 to 4.3. 

Table-4.1. Estimators with varying time series at  = 0.9 

 

T=50 T=75 T=100 

OLS SELF ELF OLS SELF ELF OLS SELF ELF 

 
0.8607 0.9037 0.9036 0.8724 0.9049 0.9048 0.8763 0.9043 0.9043 

0.0025 0.0000 0.0000 0.0012 0.0001 0.0001 0.0009 0.0001 0.0001 

μ11 
13.7381 13.9853 13.9785 13.8519 13.9959 13.9893 13.7567 13.9815 13.9749 

0.5840 0.0104 0.0107 0.5529 0.0098 0.0100 0.5706 0.0091 0.0094 

μ12 
16.1184 15.9989 15.9929 16.0870 15.9938 15.9880 16.1338 16.0026 15.9969 

0.7121 0.0124 0.0125 0.5515 0.0106 0.0107 0.6236 0.0110 0.0111 

μ13 
18.2558 17.9770 17.9717 18.2331 17.9833 17.9782 18.2917 17.9964 17.9912 

0.7394 0.0104 0.0106 0.7099 0.0108 0.0110 0.7042 0.0100 0.0101 

μ21 
18.9938 20.0110 20.0014 19.4758 20.0186 20.0098 19.6677 20.0093 20.0015 

2.6156 0.0100 0.0099 1.2051 0.0235 0.0234 0.6942 0.0386 0.0385 

μ22 
20.8791 21.9925 21.9838 21.4667 22.0115 22.0035 21.7912 22.0295 22.0224 

2.6572 0.0151 0.0154 1.5227 0.0293 0.0292 0.6849 0.0359 0.0356 

μ23 
23.1734 24.0115 24.0035 23.5620 24.0168 24.0094 23.7996 24.0274 24.0209 

2.2536 0.0116 0.0114 1.2840 0.0278 0.0275 0.5568 0.0325 0.0322 

μ31 
24.9505 26.0408 26.0295 25.5998 26.0509 26.0410 25.7780 26.0333 26.0244 

4.4370 0.0257 0.0248 1.7431 0.0381 0.0373 0.7004 0.0381 0.0376 

μ32 
26.7468 28.0131 28.0026 27.6054 28.0537 28.0445 27.7914 28.0448 28.0364 

4.8589 0.0230 0.0228 1.7379 0.0385 0.0377 0.9369 0.0557 0.0550 

μ33 
28.6660 30.0059 29.9961 29.5123 30.0316 30.0230 29.6804 30.0104 30.0027 

5.1925 0.0218 0.0218 1.7849 0.0359 0.0355 0.8159 0.0444 0.0443 

μ41 
30.9830 32.0348 32.0234 31.1368 31.9948 31.9832 31.4541 32.0210 32.0093 

3.6570 0.0363 0.0358 3.9274 0.0448 0.0450 2.8567 0.0384 0.0382 

μ42 
32.9950 34.0339 34.0232 33.5021 34.0500 34.0391 33.6176 34.0352 34.0243 

4.4146 0.0376 0.0369 2.5846 0.0370 0.0361 2.8885 0.0380 0.0374 

μ43 
34.8637 36.0233 36.0132 35.1567 36.0032 35.9929 35.4250 36.0242 36.0139 

3.7348 0.0342 0.0340 3.4651 0.0386 0.0388 2.5830 0.0353 0.0349 

2
1  

0.1071 0.1085 0.0988 0.1042 0.1053 0.1014 0.1038 0.1046 0.1005 

0.0007 0.0007 0.0000 0.0004 0.0005 0.0000 0.0005 0.0005 0.0000 

2
2  

0.2104 0.2094 0.1961 0.2065 0.2069 0.2052 0.2031 0.2037 0.2030 

0.0040 0.0034 0.0000 0.0017 0.0015 0.0001 0.0006 0.0006 0.0000 

2
3  

0.3121 0.3189 0.3028 0.3002 0.3031 0.2920 0.3054 0.3060 0.2984 

0.0075 0.0071 0.0003 0.0034 0.0034 0.0001 0.0018 0.0018 0.0000 

2
4  

0.4058 0.4116 0.4027 0.4140 0.4193 0.3987 0.4252 0.4241 0.4221 

0.0055 0.0055 0.0004 0.0078 0.0078 0.0002 0.0100 0.0094 0.0011 
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Table-4.2. Estimators with varying time series at  = 0.95 

 

T=50 T=75 T=100 

OLS SELF ELF OLS SELF ELF OLS SELF ELF 

 
0.9277 0.9511 0.9511 0.9239 0.9511 0.9510 0.9231 0.9515 0.9515 

0.0010 0.0000 0.0000 0.0012 0.0000 0.0000 0.0011 0.0000 0.0000 

μ11 
14.2813 14.0055 13.9979 14.3639 14.0031 13.9955 14.2784 14.0008 13.9934 

2.8644 0.0026 0.0026 2.8140 0.0026 0.0027 2.4136 0.0021 0.0021 

μ12 
17.0431 16.0055 15.9989 16.8423 15.9981 15.9916 17.0321 16.0007 15.9942 

4.9016 0.0027 0.0027 4.3718 0.0029 0.0029 3.7536 0.0022 0.0022 

μ13 
19.2725 17.9970 17.9910 19.2403 17.9869 17.9811 19.5766 17.9947 17.9889 

5.8300 0.0026 0.0027 5.7341 0.0021 0.0022 6.0293 0.0021 0.0022 

μ21 
19.1892 20.0027 19.9902 19.1421 20.0079 19.9981 19.0485 20.0086 19.9988 

18.5998 0.0029 0.0030 6.4266 0.0088 0.0087 3.9955 0.0082 0.0082 

μ22 
21.1867 21.9990 21.9876 21.3103 22.0017 21.9928 21.2755 21.9997 21.9907 

10.5883 0.0025 0.0027 4.6515 0.0079 0.0080 3.2040 0.0079 0.0080 

μ23 
23.8031 24.0070 23.9966 23.6473 24.0044 23.9962 23.7322 24.0062 23.9980 

11.7370 0.0029 0.0028 3.8351 0.0074 0.0074 3.0148 0.0089 0.0088 

μ31 
23.5217 25.9969 25.9830 23.9895 25.9922 25.9803 24.5652 26.0025 25.9912 

30.2210 0.0041 0.0043 9.4940 0.0073 0.0076 6.4169 0.0145 0.0146 

μ32 
26.4880 28.0077 27.9947 26.7673 28.0165 28.0056 26.7426 28.0081 27.9977 

22.0991 0.0037 0.0037 9.3507 0.0119 0.0117 5.5741 0.0151 0.0151 

μ33 
28.4393 29.9977 29.9856 28.7290 30.0130 30.0027 28.7848 30.0002 29.9904 

25.9163 0.0038 0.0039 7.4535 0.0120 0.0119 5.2416 0.0146 0.0148 

μ41 
29.9873 31.9863 31.9745 30.8228 32.0145 32.0025 31.0121 32.0101 31.9987 

10.5213 0.0195 0.0201 8.4309 0.0336 0.0335 4.5547 0.0305 0.0305 

μ42 
32.9922 34.0512 34.0402 32.9787 34.0263 34.0151 33.0487 34.0116 34.0008 

8.6453 0.0235 0.0224 5.3532 0.0246 0.0242 4.1663 0.0297 0.0296 

μ43 
34.7339 36.0139 36.0035 35.2679 36.0439 36.0333 35.0919 36.0133 36.0032 

8.8365 0.0193 0.0192 5.1718 0.0286 0.0278 4.1124 0.0292 0.0291 

2
1  

0.1087 0.1058 0.1019 0.1077 0.1048 0.1017 0.1065 0.1047 0.0999 

0.0011 0.0010 0.0000 0.0007 0.0007 0.0000 0.0008 0.0008 0.0000 

2
2  

0.2566 0.2515 0.2244 0.1889 0.2040 0.1978 0.2057 0.2030 0.2000 

0.0126 0.0100 0.0019 0.0016 0.0017 0.0002 0.0015 0.0014 0.0000 

2
3  

0.3739 0.3679 0.3372 0.3182 0.3137 0.2980 0.3094 0.3062 0.3036 

0.0265 0.0211 0.0016 0.0049 0.0048 0.0003 0.0026 0.0026 0.0000 

2
4  

0.3961 0.4001 0.3946 0.4132 0.4091 0.4032 0.3940 0.4016 0.3984 

0.0043 0.0043 0.0002 0.0035 0.0034 0.0001 0.0024 0.0024 0.0000 

Table-4.3. Estimators with varying time series at  = 0.99 

 

T=50 T=75 T=100 

OLS SELF ELF OLS SELF ELF OLS SELF ELF 

 
0.9887 0.9900 0.9900 0.9896 0.9900 0.9900 0.9896 0.9900 0.9900 

0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 

μ11 
14.0541 13.9998 13.9995 13.8541 13.9996 13.9993 13.9496 13.9991 13.9988 

2.5280 0.0000 0.0000 2.2032 0.0000 0.0000 1.4473 0.0000 0.0000 

μ12 
15.7119 15.9994 15.9992 16.1693 16.0004 16.0002 16.1484 16.0006 16.0004 

2.7599 0.0000 0.0000 1.7276 0.0000 0.0000 1.9185 0.0000 0.0000 

μ13 
18.0323 18.0016 18.0014 17.9392 18.0001 17.9998 18.0924 18.0009 18.0006 

2.8263 0.0000 0.0000 2.4351 0.0001 0.0001 2.0293 0.0000 0.0000 

μ21 
20.0894 20.0014 20.0011 20.1550 20.0008 20.0005 19.7357 19.9988 19.9985 

15.3991 0.0001 0.0001 5.6088 0.0001 0.0001 4.1294 0.0001 0.0001 
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Table-4.3. Estimators with varying time series at  = 0.99 (cont.) 

 

T=50 T=75 T=100 

OLS SELF ELF OLS SELF ELF OLS SELF ELF 

μ22 
22.1373 21.9999 21.9996 21.8658 22.0008 22.0005 22.0746 22.0001 21.9998 

17.3947 0.0001 0.0001 6.3083 0.0001 0.0001 3.4212 0.0001 0.0001 

μ23 
24.1136 24.0001 23.9998 23.8898 23.9995 23.9992 24.1808 24.0002 23.9999 

20.6617 0.0001 0.0001 3.6968 0.0001 0.0001 4.7187 0.0001 0.0001 

μ31 
25.4894 26.0006 26.0002 25.9236 26.0004 26.0001 25.8274 25.9991 25.9988 

50.4575 0.0001 0.0001 9.9667 0.0001 0.0001 9.8900 0.0001 0.0001 

μ32 
27.7662 27.9993 27.9991 27.8165 28.0000 27.9997 27.5075 28.0013 28.0010 

37.2489 0.0001 0.0001 15.0037 0.0001 0.0001 11.5979 0.0001 0.0001 

μ33 
29.7095 30.0006 30.0003 29.7752 30.0009 30.0006 30.0822 29.9988 29.9985 

36.9404 0.0001 0.0001 12.4540 0.0001 0.0001 7.6263 0.0001 0.0001 

μ41 
31.7953 32.0001 31.9998 32.1870 32.0006 32.0004 31.7316 31.9987 31.9985 

72.6862 0.0001 0.0001 7.7369 0.0001 0.0001 2.9958 0.0001 0.0001 

μ42 
33.7731 34.0002 33.9999 33.9305 34.0000 33.9998 33.8511 34.0027 34.0024 

72.3302 0.0001 0.0001 6.8616 0.0001 0.0001 2.8177 0.0001 0.0001 

μ43 
35.9221 35.9988 35.9985 35.9559 35.9998 35.9995 35.8189 36.0004 36.0002 

75.6086 0.0001 0.0001 6.9744 0.0001 0.0001 2.9922 0.0001 0.0001 

2
1  

0.1191 0.1088 0.1006 0.1221 0.1121 0.0993 0.1153 0.1122 0.1017 

0.0024 0.0020 0.0000 0.0034 0.0017 0.0003 0.0024 0.0016 0.0001 

2
2  

0.2396 0.2082 0.1962 0.2306 0.2288 0.1845 0.2405 0.2236 0.2025 

0.0088 0.0077 0.0002 0.0097 0.0093 0.0003 0.0122 0.0071 0.0001 

2
3  

0.3452 0.3208 0.2999 0.3418 0.3215 0.2642 0.3502 0.3313 0.2817 

0.0172 0.0123 0.0002 0.0227 0.0139 0.0018 0.0253 0.0207 0.0009 

2
4  

0.3953 0.4094 0.3891 0.3920 0.4080 0.4013 0.4067 0.4005 0.4011 

0.0036 0.0032 0.0004 0.0017 0.0018 0.0000 0.0012 0.0012 0.0001 

Table-4.1-4.3 shows the behaviour of ordinary least square (OLS) and Bayes 
estimators of parameter with varying values of time series at different 
autoregressive coefficient. It can be easily seen that MSEs of all estimators 
decrease as the sample size of series increases. The difference between the 
estimated value and the true value in OLS is large, which explains that average 
bias is maximum as compared to Bayes estimator. The Bayes estimator under 
both loss functions performs better because of additional information given about 
the parameter. A better estimated value for autoregressive coefficient, mean term 
and error variance is obtained by ELF as compared to SELF due to less MSE for 

low value of . For a high value of , Bayes estimator obtained under different 
loss function is equally applicable to estimate the parameters since both the 
estimators show more or less same magnitudes for their MSE. An increase in the 
number of breaks points, MSE also increases because of the length of the 
segment is small and take less observation to estimate the parameters.  

After estimation of structural break parameters, testing of the unit root is 

considered. We can calculate posterior odds ratio values with different values of  
and varying size of the series, which are reported in Table-4.4. The table shows 
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that as the value of  increases, POR reduces to zero and this rejects the null 
hypothesis, i.e. unit root hypothesis. Thus, the model which contains multiple 
breaks in mean and variance have a stationary model for this simulated series. 

Table-4.4. Posterior odds ratio with varying  and T 

T =0.90 =0.92 =0.94 =0.96 =0.98 

50 0.0750 0.0416 0.0245 0.0098 0.0037 

60 0.0645 0.0412 0.0291 0.0118 0.0044 

70 0.0723 0.0447 0.0316 0.0149 0.0060 

80 0.0647 0.0441 0.0338 0.0159 0.0067 

5. Real Data Analysis 

To provide a practical application of our model and verify the result obtained 
by simulation study, we apply our proposed work to a real data set. We use 
agricultural production and productivity of various crops of food grains data set 
consisting of 60 years’ time series of Rice (R),  Wheat (W) and Coarse Cereals 
(CC) variables for the annually book of  “Handbook of Statistics on Indian 
Economy”  from 1954-55 to 2014-15. The source of food grains data set is taken 
through Ministry of Agriculture & Farmers Welfare, Government of India by 
Reserve Bank of India and the book was published by Data Management and 
Dissemination Division (DMDD), Department of Statistics and Information 
Management (DSIM), Reserve Bank of India (RBI). This book provides statistical 
data on a wide range of economic and financial indicators related to national 
income variable, output, prices, money, banking, financial markets, etc. To 
determine the number of break points and their positions in food grains data set, 
we can use “strucchange” package developed by Zeileis et al. (2002) in R-
language. The command “breakpoints” is considered to suggest the number of 
break points and identify their location in respective individual series. The results 
are reported in Table-5.1, which is given below: 

Table-5.1: Structural break point present in different cereals 

Break Point Rice Wheat Coarse Cereals 

T1 12 12 12 

T2 22 22 33 

T3 33 30 51 

T4 42 39 
 

T5 51 51 
 

From the above table one can observe that each series could not contain 
equal number of break points and their positions also differ from one series to 
another because of finding the break points individually. After applying the 
procedure we observe that each series includes two similar break points 12 and 
51, which is near and far from the series. The remaining break points (22, 30, 33, 
39, 42) mainly occur in between these points. For analysis, we make different 
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combinations of break points containing various numbers of breaks. There are 
seven break points established; 127 combinations included single as well as 
multiple breaks. To identify a suitable model for this data set by using log-
likelihood function, Akaike information criterion (AIC) and Bayes information 
criterion (BIC) define how many break points and their location is present in the 
model. For examination, consider only starting eight combinations, which have 
minimum AIC and BIC values, as shown in the Table-5.2. 

Table-5.2. Break point detection 

Break point POR  AIC BIC Log L 

(22,42,51) 0.00878 0.9803 1433.0263 1474.3162 -703.5131 

(22,30,51) 0.01617 0.9778 1454.7726 1496.0625 -714.3863 

(22,30,42,51) 0.00362 0.9732 1460.8775 1511.6959 -714.4387 

(22,42) 0.06997 0.9808 1471.8446 1513.6061 -725.9223 

(12,30,51) 0.01872 0.9749 1477.9163 1519.2062 -725.9581 

(12,30,42,51) 0.00745 0.9693 1487.6784 1538.4968 -727.8392 

22 0.51915 0.9881 1524.1465 1546.3796 -755.0733 

(22,30,42) 0.01195 0.9738 1524.5874 1565.8773 -749.2937 

By using information criterion, Table-5.2 gives appropriate conclusion about 
the number of break points and their positions to obtain a suitable model for this 
data set. The table shows that data follow a PAR(1) model having three break 
points (22, 42, 51) because of minimum AIC and BIC. Considering higher number 
of break points, i.e. 5, 6 or 7 in the series, no combination occurs in the last eight 
observations because the increase in the break point is inconvenient to partition 
the series in small segments. The maximum number of break points is 4 in this 
table, which can be considered after 3 break points. When the break point 
position occurs at only single point, i.e. 22, then AIC and BIC have large value as 
compared to two break points (22, 42). If we think about these two break points, 
AIC and BIC values may or may not be larger than three or four break points at 
different locations. If positions occur mostly at 22 and 51, statistic values is 

minimum in our combination so that mean iC7 , I = 1 to 7. Minimum difference 

between break points may increase the statistic values, which directly reject these 
points of the model. An increase in the number of break points, posterior odds 
ratio value tends to zero, which concludes our model, which contains multiple 
breaks in mean and variance, is a better model compared to no-break model, i.e. 
PAR(1) model. The table also shows that data series is a stationary series for any 
combination of break point considered in the model. As a break point increases, 
the value of POR tends to zero, which concludes the model is stationary and no 
unit root is present in the model to make this as a difference stationary. 

Once we acquire the number of break points and their positions in the 
proposed model, use this to estimate the parameters of the model for the data set 
using Gibbs procedure. The results are summarized in the Table-5.3. The table 
gives an appropriate value of the estimate parameter for the food grains data set 
in different types of estimation technique. 
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Table-5.3. Estimates Value Using Real Data Set 

Parameter OLS SELF ELF 

 0.7786 0.7788 0.7788 

μ11 42.6226 41.6685 41.6810 

μ12 21.3355 20.8544 20.8631 

μ13 26.8882 26.2820 26.2926 

μ21 72.9170 71.2050 71.2258 

μ22 57.7628 56.4043 56.4220 

μ23 31.0778 30.3408 30.3538 

μ31 94.2339 91.1963 91.2235 

μ32 77.5137 75.0114 75.0358 

μ33 34.8718 33.7356 33.7521 

μ41 109.4301 105.7798 105.8104 

μ42 95.1015 91.9243 91.9550 

μ43 46.2301 44.6730 44.6951 

2

1

 

12.9941 12.9820 12.9262 

2

2  25.5067 25.4830 25.3736 

2

3  51.1556 51.1081 50.8886 

2

4  25.9380 25.9139 25.8027 

6. Conclusions 

This paper deals with multiple structural breaks, which are present in mean 
and error variance in panel AR (1) model. Bayesian framework is used for 
estimating and testing the unit root hypothesis. Bayesian estimator gives better 
estimated value of the parameter as compared to OLS estimator in simulation as 
well as in real data. Testing of the hypothesis gives appropriate conclusion about 
the simulated series, which is stationary, and this is also verified by the real data 
set at each combination of break points. Break point identification is also done in 
real data set by using information criterion. This model may be extended to panel 
AR (p) model with similar types of breaks as well as to VAR model.    
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APPENDIX 

In this appendix, we have derived the posterior probability with the help of 
likelihood function and prior distribution, which are given below: 

(A.1) For alternative hypothesis 2
2

2
1211 ,,:   iiSH , expression of posterior 

probability can be derived with the help of likelihood function (3) and prior 
distribution given (4), which is given as 
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(A.2) Under unit root hypothesis 2
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By using similar mathematical manipulations as above, we get the posterior 
probability 
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IMPROVED ROTATION PATTERNS USING TWO 
AUXILIARY VARIABLES IN SUCCESSIVE SAMPLING  

Jaishree Prabha Karna1, Dilip Chandra Nath2 

ABSTRACT 

The present paper emphasizes the role of two auxiliary variables on both the 
occasions to improve the precision of estimates at the current (second) occasion 
in two-occasion successive sampling.  Information on two auxiliary variables, 
which are positively correlated with the study variable, has been used with the aid 
of exponential type structures and an efficient estimation procedure of population 
mean on the current (second) occasion has been suggested. The behaviour of the 
proposed estimator has been studied and compared with the sample mean 
estimator, when there is no matching from the previous occasion and natural 
successive sampling estimator, which is a linear combination of the means of the 
matched and unmatched portions of the sample at the current (second) occasion. 
Optimal replacement strategy is also discussed. The concluding remarks are 
discussed justifying utility of the proposed sampling scheme. The results have 
been well supported analytically as well as empirically by using real life data.   

Key words: exponential type estimators, bias, mean squared error, optimum 
replacement strategy. 
Mathematics subject classification: 62D05  

1. Introduction  

Repeated surveys over years or seasons or months are commonly used on 
many occasions for estimating same characteristics at different points of time. 
The information collected on previous occasion can be used to study the change 
or the total value over occasion for the character and also in addition to study the 
average value for the most recent occasion. There are several possibilities: (i) the 
same sample may be used on each occasion (ii) a new sample may be drawn on 
each occasion or (iii) a part of the sample may be retained while the remainder of 
the sample may be drawn afresh. Intuition suggests that for estimating changes 
from one occasion to the next, it may be best to retain the same sample on each 
occasion, while for estimating the mean on each occasion it may be advised to 
draw a fresh sample on each occasion. If it is desired to estimate the population 
mean on each occasion and also the change from one occasion to the next, it is 
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 E-mail: jaishree.prabha@gmail.com 
2 Department of Statistics, Gauhati University, Guwahati – 781014, India. 



26                                               J. P. Karna, D. C. Nath: Improved rotation patterns… 

 

 

always better to retain a part of the sample and draw the remainder of the sample 
afresh.  

In successive (rotation) sampling, it is more advantageous to utilize the entire 
information collected in the previous investigations (occasions), to cite one may 
refer the papers by Jessen (1942), Patterson (1950), Rao and Graham (1964), 
Gupta (1979), Das (1982) and Chaturvedi and Tripathi (1983). Sen (1971) has 
also used this technique successfully with the utilization of information on two 
auxiliary variables, which was readily available on previous occasion, and 
proposed the estimators of population mean on the current occasion in two-
occasion successive sampling. Sen (1972, 1973) further extended his work for 
several auxiliary variables. In many situations, information on an auxiliary variable 
may be readily available on the first as well as on the second occasion. For 
instance, to study the case of public health and welfare of a state or country, 
several factors are available that can be treated as auxiliary variables, such as 
the number of beds in different hospitals may be known, number of doctors and 
supporting staffs may be available, the amount of funds available for medicine 
etc. may be known. Likewise, there is a wealth of information available, which if 
used efficiently can improve the precision of estimates. Utilizing the auxiliary 
information on both the occasions Feng and Zou (1997), Biradar and Singh 
(2001), Singh (2005) and Singh and Karna (2009 a, b) proposed ratio and 
regression type estimators for estimating the population mean on the current 
(second) occasion in two-occasion successive sampling. More recently, the 
contributions of Ralte and Das (2015), Singh and Pal (2015), Karna and Nath 
(2016) and Beevi and Chandran (2017) established beneficial results by using the 
auxiliary variables on both the occasions. 

Exponential type estimators support increasing the precision of the estimates 
of population parameters such as mean, median, total, etc. The exponential ratio 
and product type estimators in the estimation of finite population mean was 
introduced by Bahl and Tuteja (1991), when variable of interest and auxiliary 
variable is negatively or positively correlated. Further, the works of Upadhyaya et 
al. (2011), Yadav and Cadilar (2013), Singh and Pal (2017) examine the 
advantageous property of the exponential type estimators.   

In line with the preceding works, we propose more an effective and relevant 
estimator using exponential type estimators for population mean at the current 
occasion in two-occasion successive sampling. Properties of the proposed 
estimator and optimum replacement policy have been discussed. Empirical 
support have been given to validate the theoretical results.  

2. Formulation of the estimator Δ 

Let U = (U1, U2, …, UN) be the finite population of N units, which has been 
sampled over two occasions. The character under study is denoted by x (y) on 
the first (second) occasion respectively. Assume that the information on two 

auxiliary variables z1 and z2, whose population means 
1Z  and 

2Z  are known, is 

available on the current (second) occasion and is closely related (positively 
correlated) to y on the second occasion.  Let a simple random sample (without 
replacement) of size n be selected on the first occasion. A random sub-sample of 

http://www.tandfonline.com/doi/full/10.1080/03610926.2014.944661#cit0002
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m = n units is retained (matched) for its use on the second occasion, while a 
fresh simple random sample (without replacement) of u = (n-m) = nμ units is 
drawn on the second occasion from the entire population so that the sample size 

on the second occasion is also n.   and μ ( + μ = 1) are the fractions of matched 
and fresh samples at the second (current) occasion.  Further, we consider the 
following notations throughout this work:  

1 2X, Y, Z , Z : population means of the variables x, y, z1 and z2 respectively; 

n m u m 1u 2u 1n 2nx , x , y , y , z , z , z , z : sample means of the respective variables 

based on the sample sizes shown in suffices; 

byx: sample regression coefficient of the variable y on x;  

βyx : population regression coefficient of the variable y on x; 

yx, yz1 , yz2, xz1, xz2, z1z2  : correlation coefficients between the variables 
shown in suffices; 

N
2 -1 2

X i

i=1

S  = (N-1) (x -X) : population mean square of the variable x; 

2 2 2 2

X Y Z1 Z2S , S , S , S  : population mean squares of the variables x, y, z1 and z2 

respectively. 

Utilizing information on two auxiliary variables, two different estimators of 

the population mean Y  on the current (second) occasion may be considered. 
Motivated with the work of Bahl and Tuteja (1991), the estimator based on the 
fresh sample of size u drawn on the second occasion is defined by  

 1 1u 2 2u
u u

1 1u 2 2u

Z -z Z -z
Δ  = y  exp  exp

Z +z Z +z

   
   
   

.      (1)  

The second estimator Δm is also a modified chain ratio type estimator based 
on the sample of size m, common with both the occasions, and is defined as 

 

   1 1n 2 2n
m m yx n m

1 1n 2 2n

Z -z Z -z
Δ  = y +b m x -x  exp  exp

Z +z Z +z

   
      

   
.   

 (2)  

Now, considering the convex linear combination of Δu and Δm , we define the 

final estimator of population mean Y on the current occasion as 

Δ = φΔu + (1-φ)Δm         (3) 

where φ is an unknown constant to be determined so as to minimize mean square 
error of the estimator Δ. 
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For estimating the mean on each occasion the estimator Δu is suitable, which 
implies that more belief on Δu could be shown by choosing φ as 1 (or close to 1), 
while for estimating the change from one occasion to the next, the estimator Δm 
could be more useful so φ might be chosen as 0 (or close to 0). For asserting 
both the problems simultaneously, a suitable (optimum) choice of φ is required. 

3.  Properties of the proposed estimator Δ 

3.1 Bias and mean square error of estimator Δ 

Since, u m and    are ratio and chain-type regression in ratio estimators 

respectively, they are biased for population mean Y .Therefore, the resulting 

estimators Δ defined in (3) is also biased estimator of Y . To obtain bias B (.) and 
mean square errors M (.) of Δ up to the first order of approximations we consider 
the following transformations: 

Y)e(1y 1u  , Y)e(1y 2m  ,
m 3x (1 e )X  , 

n 4x (1 e )X  , 

1u 5 1z =(1+e )Z , 
1n 6 1z =(1+e )Z , 2u 7 2z =(1+e )Z , 2n 8 2z =(1+e )Z ,

yx 9 yxs (m) = (1+e )S , 2 2

x 10 xs (m) = (1+e )S ;  such that kE(e ) = 0  and  

ke <1  k = 1, 2, 3, ..., 10.
 

Relative variances and covariances are derived as 
 

2 2

1 y

1 1
E(e ) = - C ,

u N

 
 
     

2 2

2 y

1 1
E(e ) = - C ,

m N

 
 
    

2 2

3 x

1 1
E(e ) = - C ,

m N

 
 
     

2 2

4 x

1 1
E(e ) = - C ,

n N

 
 
    

2 2

5 z1

1 1
E(e ) = - C ,

u N

 
 
     

2 2

6 z1

1 1
E(e ) = - C ,

n N

 
 
    

2 2

7 z2

1 1
E(e ) = - C ,

u N

 
 
     

2 2

8 z2

1 1
E(e ) = - C ,

n N

 
 
    

2

3 4 x

1 1
E(e e ) = - C ,

n N

 
 
 

   
1 5 yz1 y z1

1 1
E(e e ) = - ρ C C ,

u N

 
 
   

1 7 yz2 y z2

1 1
E(e e ) = - ρ C C ,

u N

 
 
 

   
5 7 z1z2 1 z2

1 1
E(e e ) = - ρ C C ,

u N
z

 
 
   

2 6 yz1 y z1

1 1
E(e e ) = - ρ C C ,

n N

 
 
 

   
2 8 yz2 y z2

1 1
E(e e ) = - ρ C C ,

n N

 
 
   



STATISTICS IN TRANSITION new series, March 2018 

 

29 

6 8 z1z2 z1 z2

1 1
E(e e ) = - ρ C C ,

n N

 
 
 

 

  
2 3 yx y x

1 1
E(e e ) = - ρ C C ,

m N

 
 
   

2 4 yx y x

1 1
E(e e ) = - ρ C C ,

n N

 
 
 

   
3 6 xz1 x z1

1 1
E(e e ) = - ρ C C ,

n N

 
 
    

4 6 xz1 x z1

1 1
E(e e ) = - ρ C C ,

n N

 
 
      

3 8 xz2 x z2

1 1
E(e e ) = - ρ C C ,

n N

 
 
   

4 8 xz2 x z2

1 1
E(e e ) = - ρ C C ,

n N

 
 
     

2100
3 9

yx

α1 1
E(e e ) = -  ,

m N XS

 
 
   

2100
4 9

yx

α1 1
E(e e ) = -  ,

n N XS

 
 
 

   3000
3 10 2

x

α1 1
E(e e ) = -  ,

m N XS

 
 
     

3000
4 10 2

x

α1 1
E(e e ) = -  .

n N XS

 
 
   

where        
q r s t

qrst 1 1 2 2α =E x-X y-Y z -Z z -Z ; 
 

 ((q, r, s, t)  0 

are integers)  

Under the above transformations u m and    take the following forms: 

 
5 7

u 1

5 7

-e -e
Δ = (1+e )Yexp exp

2+e 2+e

   
   
   

        (4) 

   
-1 6 8

m 2 9 4 3 10 yx

6 8

-e -e
Δ = (1+e )Y+ 1+e e -e 1+e β X exp exp

2+e 2+e

   
      

   
.
 

  (5) 

Subsequently, we have the following theorems: 

Theorem 3.1: Bias of the estimator Δ to the first order of approximations is 
obtained as 

 u mB(T) = φ B( ) + (1-φ) B( )          (6) 

where  

  yz2 yz1 2z1z2
u y

ρ ρ ρ1 1 1 3
B Δ  = - - - + S

Y u N 4 2 2 4

  
  

        

(7)
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  yz2 yz1 3000 yx2100z1z2
m 2 4

x x

ρ ρ α Sαρ1 1 1 3 1 1
B  = - - - + + - +

Y n N 4 2 2 4 m n S S

     
      

      
    

xz2 yxρ S1 1 1
- -

2 n N X

 
 
 

              (8) 

Proof:  The bias of the estimator Δ is given by  

u mB( ) = E -Y  = φE( -Y) + (1-φ) E( -Y)       

  u m= φB( )+ 1-φ B( )          (9) 

where  u uB( ) = E -Y       and m mB( ) = E -Y    .     

The bias of Δu and Δm is derived as follows: 

u uB( ) = E -Y      . 

Substituting the expression of Δu from from equation (4), we get
 

5 7
u 1

5 7

-e -e
B( ) = E (1+e )Yexp exp -Y  

2+e 2+e

    
     

    

. 

Now, expanding the right hand side of the above expression, taking 
expectations and retaining the terms up to the first order of approximations, we 
have 

  yz2 yz1 z1z2
u

ρ ρ ρ1 1 1 3
B Δ  = - - - +

Y u N 4 2 2 4

  
  

  
.      (10) 

Similarly 

 m mB  = E Y      

    -1 6 8
2 9 4 3 10 yx

6 8

-e -e
= E (1+e )Y+ 1+e e -e 1+e β X exp exp Y

2+e 2+e

    
    

    

yz2 yz1 3000 yx2100z1z2

2 4

x x

ρ ρ α Sαρ1 1 1 3 1 1
= - - - + + - +

Y n N 4 2 2 4 m n S S

     
     

        

 
xz2 yxρ S1 1 1

- -
2 n N X

 
 
 

.                  (11) 
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Substituting the values of B(Δu) and B(Δm) from equations (10) and (11) in the 
equation (9) we get the bias of estimator Δ as shown in equation (6). 
 

Theorem 3.2: Mean square error of the estimator Δ to the first order of 
approximations is obtained as 

 
         

22

u m u mM( ) = φ M + 1-φ M +2φ 1-φ Cov ,         (12) 

  where  

 
2 2

u u 1 y

1 1
M( ) = E -Y  = - A S

u N

 
   

 
            (13) 

 
2 2

m m 2 3 4 y

1 1 1
M(Δ ) = E Δ -Y  = A + A - A S

m n N

      
      
      

      (14) 

and     
2

1 y

u m u m

A S
Cov ,  = E -Y -Y  =  -

N
              (15) 

 where   1 z1z2 yz2 yz1

3 1
A = + ρ -2 ρ +ρ

2 2
, 

2

2 yxA =1-ρ ,           

           2

3 z1z2 yz2 yz1 yx

1
A = ρ -2 ρ +ρ +ρ

2
and   4 z1z2 yz2 yz1

1
A = ρ -2 ρ +ρ +1.

2
 

Proof: It is obvious that mean square error of the estimator Δ is given by   

    
22

u mM( ) = E -Y  = E φ -Y + 1-φ -Y          

     
22

u m u m= φ M( )+ 1-φ M +2φ 1-φ Cov( , )            (16) 

where 
2

u uM( ) = E -Y    ,
2

m mM( ) = E -Y     and  

  u m u mCov( , ) = E -Y -Y      . 

The mean square errors of Δu and Δm are derived as follows: 

2

u uM( ) = E -Y      . 

Substituting the expression of Δu from equation (4), we get
 2

5 7
u 1

5 7

-e -e
M( ) = E (1+e )Yexp exp -Y  

2+e 2+e

    
     

    
. 
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Now, expanding the right-hand side of above expression, taking expectations 
and retaining the terms up to the first order of approximations, we have 

    
2 2

u u z1z2 yz2 yz1 y

1 1 3 1
M( ) = E -Y  = - + ρ -2 ρ +ρ  S

u N 2 2

   
     

   
.  (17)  

Similarly 

 
2

m mM  = E -Y     

    
2

-1 6 8
2 9 4 3 10 yx

6 8

-e -e
= E (1+e )Y+ 1+e e -e 1+e β X exp exp Y

2+e 2+e

    
    

    

       2 2 2

yx z1z2 yz2 yz1 yx z1z2 yz2 yz1 y

1 1 1 1 1
= 1-ρ + ρ -2 ρ +ρ +ρ - ρ -2 ρ +ρ +1 S

m n 2 N 2

        
         

        

  

(18) 
and 

       
2

y

u m u m z1z2 yz2 yz1

S3 1
Cov ,  = E -Y -Y  =  - + ρ -2 ρ +ρ

2 2 N

 
       

 
. 

 (19) 

Substituting the values of M(Δu), M(Δm)  and Cov(Δu, Δm) from equations (17), 
(18) and (19) in the equation (16) we get mean square error of estimator Δ as 
shown in equation (12). 

 
Remark 1: Since x and y are the same study variable over two occasions and z1 
and z2 are auxiliary variables positively correlated with x and y, therefore, 
considering the stable behaviour of coefficient of variations [Reddy (1978)] the 
expressions of bias mean square errors in equations (6) and (12) are derived 
under the assumption that the coefficients of variation of x, y and z1 and z2 are 
approximately equal, i.e. Cx = Cy = Cz1 = Cz2. 

3.2. Minimum mean square error of Δ 

The mean square error of the estimator Δ in equation (12) is the function of 
unknown constant φ, therefore, it is minimized with respect to φ and subsequently 
the optimum value of φ is obtained as 

 

 

 
m u m

u m u m
opt

M( )-Cov ,
φ  = 

M( )+M( )-2Cov ,

  

   
. 

     

(20)  
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Now, substituting the value of 
optφ  in equation (12), we get the optimum 

mean square error of Δ as 

 

  
 

2

u m u m

opt

u m u m

M( ).M( )- Cov ,
M( ) =

M( )+M( )-2Cov ,

   


   
.     (21) 

Further, substituting the values from equations (17) - (19) in equations (20) and 
(21), we get the simplified value of M (Δ)opt as:

 

 

22
y1 2 3

opt 2

1 4 5

SP +μP +μ P
M( )  = 

A +μP μ P n

 
  

          

(22)   

where  1 1 2 3 4P  = A A +A -fA ,     2

2 1 4 1 4 3 2 3P  = A f A -A +f A -A -A -A ,

  2

3 1 1 4 3P = A f A -A +fA ,    4 1 4 3 2 1P = f A -A + A +A -A ,  

  5 4 1 3P = f A -A -A .
 

4.  Optimum replacement policy 

To determine the optimum value of μ (fraction of sample to be drawn afresh 

on the current occasion) so that population mean Y may be estimated with 
maximum precision and at the lowest cost, we minimize the mean square error of 
Δ given in equation (22) with respect to μ , which results in a quadratic equation 

in μ. The quadratic equation in μ and respective solutions of μ say μ̂ are given 

below: 

 
2

1 2 3Q μ  + 2μQ +Q  = 0          (23)
 

 

2

2 2 1 3

1

-Q ± Q -Q Q
μ̂ = 

Q
          (24) 

where Q1 = P3P4 – P2P5, Q2 = A1P3 – P1P5, Q3 = A1P2 – P1P4. 

From equation (24), it is clear that the real values of μ̂  exist if the quantity 

under square root is greater than or equal to zero. For any combinations of  

ρyx and ρyz , which satisfy the condition of real solutions, two real values of μ̂  are 

possible. Hence, while choosing the value of μ̂  , it should be remembered that  

0  μ̂  1, all others value of μ̂  are inadmissible. If both the values are admissible 

the lowest one will be the best choice because it reduces the cost of the survey. 

Substituting the admissible value of μ̂  say μ* from equation (24) into equation 



34                                               J. P. Karna, D. C. Nath: Improved rotation patterns… 

 

 

(22), we have the optimum value of mean square error of the estimator Δ, which 
is shown below 

*

2* *2
y1 2 3

* *2opt
1 4 5

SP +μ P +μ P
M(T)  = 

A +μ P μ P n

 
 

 
.        (25) 

5.  Efficiency comparison 

For comparing the efficiencies of the proposed estimator we have considered 

two estimators: (i) sample mean estimator ny , when there is no matching and (ii) 

natural successive sampling estimator 
* * '

u mŶ=φ y +(1-φ )y , when no auxiliary 

information is used at any occasion, where  '

m m yx n my =y +β x -x .  

Clearly different estimators proposed in successive (rotation) sampling have 
their own assumptions and limitations; therefore, practically it is not feasible to 
compare the proposed estimators with the other estimators available in the survey 
literature. Hence, the efficiency comparisons have been made with the sample 
mean estimator and the natural successive sampling estimator. The percent 

relative efficiencies of the estimator Δ with respect to
n

ˆ
y  and Y , have been 

obtained for different choices of correlations. Since 
n

ˆ
y  and Y are unbiased 

estimators of  Y , therefore, following Sukhatme et al. (1984) the variance of ny

and optimum variance of 
ˆ Y are given by 

2

n y

1 1
V(y ) = - S

n N

 
 
 

          (26) 

 
*

2 2

y y2

yx
opt

S SˆV Y = 1+ 1-ρ
2n N

  
 

.     (27) 

For N = 5000, n = 500 and different choices of z1z2, yz1, yz2 and yx Tables 
1-3  give the optimum values of μ and percent relative efficiencies E1 and E2 of Δ 

with respect to n

ˆy  and Y respectively, where 

 

 
 

*

* *

optn
1 2

opt opt

ˆV Y
V(y )

E  = ×100 and E  = ×100
M M 

. 

Remark 2: To compare the performance of the estimators Δ with respect to

n

ˆy  and Y , we introduce assumptions ρxz1 = ρyz1, ρxz2 = ρyz2 , which are intuitive 
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assumption, considered, for example, by Cochran (1977) and Feng and Zou 
(1997). 

Table 1.  Optimum values of µ and percent relative efficiencies of the estimator Δ 

with respect to n

ˆy  and Y for f = 0.1. 

ρz1z2 ρyz1 ρyz2 0.5 

ρyx 0.3 0.4 0.5 0.6 0.7 0.8 0.9 

0.3 0.5 μ* 

E1 

E2 

0.8015 

148.61 

144.80 

0.8421 

150.60 

143.61 

0.9058 

152.73 

141.36 

* 

- 

- 

* 

- 

- 

* 

- 

- 

* 

- 

- 

0.7 μ* 

E1 

E2 

0.7032 

200.68 

195.54 

0.7319 

204.61 

195.12 

0.7746 

209.74 

194.13 

0.8385 

215.80 

191.82 

0.9393 

221.31 

186.16 

* 

- 

- 

* 

- 

- 

0.9 μ* 

E1 

E2 

0.6099 

319.16 

310.99 

0.6329 

327.21 

312.03 

0.6663 

338.28 

313.10 

0.7143 

352.94 

313.72 

0.7846 

371.49 

312.50 

0.8929 

392.07 

304.95 

* 

- 

- 

0.5 0.5 μ* 

E1 

E2 

0.8625 

131.45 

128.09 

0.9143 

132.63 

126.48 

* 

- 

- 

* 

- 

- 

* 

- 

- 

* 

- 

- 

* 

- 

- 

0.7 μ* 

E1 

E2 

0.7500 

170.64 

166.27 

0.7834 

173.50 

165.45 

0.8342 

177.02 

163.84 

0.9135 

180.54 

160.48 

* 

- 

- 

* 

- 

- 

* 

- 

- 

0.9 μ* 

E1 

E2 

0.6578 

245.03 

238.76 

0.6832 

250.50 

238.88 

0.7204 

257.86 

238.67 

0.7747 

267.20 

237.51 

0.8565 

277.92 

233.78 

0.9891 

285.66 

222.18 

* 

- 

- 

0.7 0.5 μ* 

E1 

E2 

0.9402 

117.38 

114.38 

* 

- 

- 

* 

- 

- 

* 

- 

- 

* 

- 

- 

* 

- 

- 

* 

- 

- 

0.7 μ* 

E1 

E2 

0.8015 

148.61 

144.80 

0.8421 

150.60 

143.61 

0.9058 

152.73 

141.36 

* 

- 

- 

* 

- 

- 

* 

- 

- 

* 

- 

- 

0.9 μ* 

E1 

E2 

0.7032 

200.68 

195.54 

0.7319 

204.61 

195.12 

0.7746 

209.74 

194.13 

0.8385 

215.80 

191.82 

0.9393 

221.31 

186.16 

* 

- 

- 

* 

- 

- 

0.9 0.5 μ* 

E1 

E2 

* 

- 

- 

* 

- 

- 

* 

- 

- 

* 

- 

- 

* 

- 

- 

* 

- 

- 

* 

- 

- 

0.7 μ* 

E1 

E2 

0.8625 

131.45 

128.09 

0.9143 

132.63 

126.48 

* 

- 

- 

* 

- 

- 

* 

- 

- 

* 

- 

- 

* 

- 

- 

0.9 μ* 

E1 

E2 

0.7500 

170.64 

166.27 

0.7834 

173.50 

165.45 

0.8342 

177.02 

163.84 

0.9135 

180.54 

160.48 

* 

- 

- 

* 

- 

- 

* 

- 

- 
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Table 2.  Optimum values of µ and percent relative efficiencies of the estimator Δ 

with respect to n

ˆy  and Y for f = 0.1. 

ρz1z2 ρyz1 ρyz2 0.7 

ρyx 0.3 0.4 0.5 0.6 0.7 0.8 0.9 

0.3 0.5 μ* 

E1 

E2 

0.7032 

200.68 

195.54 

0.7319 

204.61 

195.12 

0.7746 

209.74 

194.13 

0.8385 

215.80 

191.82 

0.9393 

221.31 

186.16 

* 

- 

- 

* 

- 

- 

0.7 μ* 

E1 

E2 

0.6099 

319.16 

310.99 

0.6329 

327.21 

312.03 

0.6663 

338.28 

313.10 

0.7143 

352.94 

313.72 

0.7846 

371.49 

312.50 

0.8929 

392.07 

304.95 

* 

- 

- 

0.9 μ* 

E1 

E2 

0.4682 

1134.4 

1105.3 

0.4879 

1175.1 

1120.6 

0.5162 

1233.1 

1141.3 

0.5566 

1314.4 

1168.4 

0.6150 

1429.2 

1202.2 

0.7028 

1594.2 

1239.9 

0.8432 

1831.7 

1257.7 

0.5 0.5 μ* 

E1 

E2 

0.7500 

170.64 

166.27 

0.7834 

173.50 

165.45 

0.8342 

177.02 

163.84 

0.9135 

180.54 

160.48 

* 

- 

- 

* 

- 

- 

* 

- 

- 

0.7 μ* 

E1 

E2 

0.6578 

245.03 

238.76 

0.6832 

250.50 

238.88 

0.7204 

257.86 

238.67 

0.7747 

267.20 

237.51 

0.8565 

277.92 

233.78 

0.9891 

285.66 

222.18 

* 

- 

- 

0.9 μ* 

E1 

E2 

0.5533 

475.73 

463.56 

0.5745 

489.52 

466.81 

0.6052 

508.81 

470.94 

0.6488 

535.09 

475.64 

0.7118 

570.38 

479.80 

0.8066 

616.27 

479.32 

0.9568 

663.09 

455.28 

0.7 0.5 μ* 

E1 

E2 

0.8015 

148.61 

144.80 

0.8421 

150.60 

143.61 

0.9058 

152.73 

141.36 

* 

- 

- 

* 

- 

- 

* 

- 

- 

* 

- 

- 

0.7 μ* 

E1 

E2 

0.7032 

200.68 

195.54 

0.7319 

204.61 

195.12 

0.7746 

209.74 

194.13 

0.8385 

215.80 

191.82 

0.9393 

221.31 

186.16 

* 

- 

- 

* 

- 

- 

0.9 μ* 

E1 

E2 

0.6099 

319.16 

310.99 

0.6329 

327.21 

312.03 

0.6663 

338.28 

313.10 

0.7143 

352.94 

313.72 

0.7846 

371.49 

312.50 

0.8929 

392.07 

304.95 

* 

- 

- 

0.9 0.5 μ* 

E1 

E2 

0.8625 

131.45 

128.09 

0.9143 

132.63 

126.48 

* 

- 

- 

* 

- 

- 

* 

- 

- 

* 

- 

- 

* 

- 

- 

0.7 μ* 

E1 

E2 

0.7500 

170.64 

166.27 

0.7834 

173.50 

165.45 

0.8342 

177.02 

163.84 

0.9135 

180.54 

160.48 

* 

- 

- 

* 

- 

- 

* 

- 

- 

0.9 μ* 

E1 

E2 

0.6578 

245.03 

238.76 

0.6832 

250.50 

238.88 

0.7204 

257.86 

238.67 

0.7747 

267.20 

237.51 

0.8565 

277.92 

233.78 

0.9891 

285.66 

222.18 

* 

- 

- 
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Table 3.  Optimum values of µ and percent relative efficiencies of the estimator Δ 

with respect to n

ˆy  and Y for f = 0.1. 

ρz1z2 ρyz1 ρyz2 0.9 

ρyx 0.3 0.4 0.5 0.6 0.7 0.8 0.9 

0.3 0.5 μ* 

E1 

E2 

0.6099 
319.16 
310.99 

0.6329 
327.21 
312.03 

0.6663 
338.28 
313.10 

0.7143 
352.94 
313.72 

0.7846 
371.49 
312.50 

0.8929 
392.07 
304.95 

* 
- 
- 

0.7 μ* 

E1 

E2 

0.4682 
1134.4 
1105.3 

0.4879 
1175.1 
1120.6 

0.5162 
1233.1 
1141.3 

0.5566 
1314.4 
1168.4 

0.6150 
1429.2 
1202.2 

0.7028 
1594.2 
1239.9 

0.8432 
1831.7 
1257.7 

0.9 μ* 

E1 

E2 

* 
- 
- 

* 
- 
- 

* 
- 
- 

* 
- 
- 

* 
- 
- 

* 
- 
- 

* 
- 
- 

0.5 0.5 μ* 

E1 

E2 

0.6578 
245.03 
238.76 

0.6832 
250.50 
238.88 

0.7204 
257.86 
238.67 

0.7747 
267.20 
237.51 

0.8565 
277.92 
233.78 

0.9891 
285.66 
222.18 

* 
- 
- 

0.7 μ* 

E1 

E2 

0.5533 
475.73 
463.56 

0.5745 
489.52 
466.81 

0.6052 
508.81 
470.94 

0.6488 
535.09 
475.64 

0.7118 
570.38 
479.80 

0.8066 
616.27 
479.32 

0.9568 
663.09 
455.28 

0.9 μ* 

E1 

E2 

* 
- 
- 

* 
- 
- 

* 
- 
- 

* 
- 
- 

* 
- 
- 

* 
- 
- 

* 
- 
- 

0.7 0.5 μ* 

E1 

E2 

0.7032 
200.68 
195.54 

0.7319 
204.61 
195.12 

0.7746 
209.74 
194.13 

0.8385 
215.80 
191.82 

0.9393 
221.31 
186.16 

* 
- 
- 

* 
- 
- 

0.7 μ* 

E1 

E2 

0.6099 
319.16 
310.99 

0.6329 
327.21 
312.03 

0.6663 
338.28 
313.10 

0.7143 
352.94 
313.72 

0.7846 
371.49 
312.50 

0.8929 
392.07 
304.95 

* 
- 
- 

0.9 μ* 

E1 

E2 

0.4682 
1134.4 
1105.3 

0.4879 
1175.1 
1120.6 

0.5162 
1233.1 
1141.3 

0.5566 
1314.4 
1168.4 

0.6150 
1429.2 
1202.2 

0.7028 
1594.2 
1239.9 

0.8432 
1831.7 
1257.7 

0.9 0.5 μ* 

E1 

E2 

0.7500 
170.64 
166.27 

0.7834 
173.50 
165.45 

0.8342 
177.02 
163.84 

0.9135 
180.54 
160.48 

* 
- 
- 

* 
- 
- 

* 
- 
- 

0.7 μ* 

E1 

E2 

0.6578 
245.03 
238.76 

0.6832 
250.50 
238.88 

0.7204 
257.86 
238.67 

0.7747 
267.20 
237.51 

0.8565 
277.92 
233.78 

0.9891 
285.66 
222.18 

* 
- 
- 

0.9 μ* 

E1 

E2 

0.5533 
475.73 
463.56 

0.5745 
489.52 
466.81 

0.6052 
508.81 
470.94 

0.6488 
535.09 
475.64 

0.7118 
570.38 
479.80 

0.8066 
616.27 
479.32 

0.9568 
663.09 
455.28 
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Figure 2. 3D Surface Plot of E1 against ρyz1 and ρyz2 for ρyx = 0.5 and ρz1z2 = 0.7 

  
 Figure 1. 3D Surface Plot of μ against ρyz1 and ρyz2 for ρyx = 0.3 and ρz1z2 = 0.7 
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Remark 3:”*” in the Tables 1-3 indicates that μ* do not exist for the corresponding 
combinations of correlations. 

The following results may be extracted from Tables 1-3: 

(a)  For the fixed value of ρyx and ρz1z2, the value of μ decreases but E1 and E2 
increases with the increasing values of ρyz1 and ρyz2. This phenomenon is 
expected as availability of highly correlated auxiliary variables results in 
reducing the cost of survey and enhancing the precision of estimates. 

(b)  For the fixed value of ρz1z2, ρyz1 and ρyz2, the value μ, E1 and E2 increases 
with the increasing values of ρyx. This behaviour indicates that when the study 
characters over the occasions are highly correlated, a larger fresh sample at 
the current occasion is required but the efficiency of estimates increases. 

(c)  For fixed values of ρyz1, ρyz2 and ρyx, the values of μ are increasing whereas 
decreasing trends are observed in the efficiencies E1 and E2. 

(d)  The lowest value of μ is observed as 0.4682, which indicates that the fraction 
of fresh sample to be drawn at the current occasion is as low as 46% of the 
total sample size. 

(e)  Percent relative gain in efficiencies E1 and E2 seems to be appreciably high 
under optimal conditions. Highest values of E1 and E2 are observed as 1831.7 
and 1257.7 respectively. 

(f)   A close perusal of Figure 1 suggests that for the fixed value of ρyx and ρz1z2, 
the value of μ decreases with the increasing values of ρyz1 and ρyz2. This 
behaviour supports the fact that if highly correlated auxiliary variables are 
available, the less fresh sample is required to be drawn at the current 
occasion, which subsequently reduces the cost of survey. 

(h)  It can be clearly seen from Figure 2 that for the fixed value of ρyx and ρz1z2, E1 
increases with the increasing values of ρyz1 and ρyz2. This phenomenon 
justifies the use of two auxiliary variables, which results in increasing the 
precision of estimates.  

6.  Illustrations using real life data 

To illustrate the comparison of relative efficiency of the proposed 

estimator with respect to n

ˆy  and Y , using real life approach, the data from the 

Census of India (2001) and (2011) were taken into account. We define the 
variables as 

x (y):  the total number of workers in villages in the district of Ranchi, India   
 in 2001 (2011)  

z1:  the total number of literate people in villages in the district of Ranchi, India. 

z2:  the total number of females in the district of Ranchi, India. 

Using successive sampling strategy defined in Section 2 for the above data 
set we have taken n (sample drawn at first occasion) = 70, m (matched portion of 
the sample over two occasions) = 35 and u (fresh sample drawn at second 

ρyz2 
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occasion) = 35. The values of the different estimators computed from the sample 
along with their corresponding mean square errors and efficiency of the proposed 

estimator ∆ with respect to n

ˆy  and Y have been shown in the Table 4. 

Table 4. Relative Efficiency (%) of estimator ∆ with respect to n

ˆy  and Y using 

real life data   

Estimators Estimates MSE % Efficiency 

∆ 481 341.86 100 

ny  465 1926.13 563.42 

ˆ Y  
422 1360.48 397.96 

The above table validates the conclusions observed from the Tables 1, 2 and 

3 that the proposed estimator ∆ is more efficient than n

ˆy  and Y with maximum 

gain in efficiency occurring while comparing it with mean per unit estimator, which 
is the expected phenomenon. 

7.  Conclusion 

In the context of the preceding interpretations, it may be concluded that the 
use of two auxiliary variables for the estimation of population mean at the current 
occasion in two-occasion successive sampling is highly appreciable, as 
demonstrated through empirical results. It is also observed and justified through 
this study that the use of exponential type estimator is highly rewarding in terms 
of precision. Hence, the proposed estimator Δ may be recommended for its 
practical use by survey practitioners. 
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APPENDIX 

Bias of estimator Δu 

u uB( ) = E -Y       

 
1 1u 2 2u

u

1 1u 2 2u

Z -z Z -z
= E y  exp  exp -Y  

Z +z Z +z

    
    

    
 

5 7
1

5 7

-e -e
 = E (1+e )Yexp exp -Y  , from eq. (4)

2+e 2+e

    
    

    

 

5 7
1

5 7

-e -e
 = YE e exp exp  

2+e 2+e

    
    

      

1 1

5 5 7 7
1

e e e e
 = YE e exp - 1 exp - 1  

2 2 2 2

           
        

             

 

Retaining the terms up to the first order of approximations, we get 

uB( )
2 2

5 5 7 7
1

e 3e e 3e
 = YE e 1- + 1- +   

2 8 2 8

   
   
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2 2

5 7 5 7 1 7 1 5 5 7
1

e e 3e 3e e e e e e e
 = YE e - - + + - - +  

2 2 8 8 2 2 4

 
 
 

 

        
2 2

5 7 5 7 1 7 1 5 5 7
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e e 3e 3e e e e e e e
 = YE e - - + + - - +  

2 2 8 8 2 2 4

 
 
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Taking expectations as discussed in Section 3.1 and using Note 1, we have 

  yz2 yz1 2z1z2
u y

ρ ρ ρ1 1 1 3
B Δ  = - - - + S

Y u N 4 2 2 4

  
  

  
 

 

1 2 1 22 2

5 5 5 5 7 7 7 7
1

e e e e e e e e1 1
 = YE e 1- 1 . 1 ... 1- 1 . 1 ...  

2 2 2 4 2 2 2 2 4 2

               
                 

             
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Bias of estimator Δm 

m mB( ) = E -Y       

   
-1 6 8

2 9 4 3 10 yx

6 8

-e -e
= E (1+e )Y+ 1+e e -e 1+e β X exp exp -Y  , from eq (5)

2+e 2+e

    
      

    

 
Expanding the exponentials as in the case of bias of estimator Δu and 

retaining the terms up to first order of approximations, we get 
 

     2 28 6 6 8
m 2 4 3 4 9 3 9 4 10 3 10 yx 8 6

e e e e3 3
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    

 

Now, taking expectations as discussed in Section 3.1 and using Note 1, we 
have 

  yz2 yz1 3000 yx2100z1z2
m 2 4

x x

ρ ρ α Sαρ1 1 1 3 1 1
B  = - - - + + - +

Y n N 4 2 2 4 m n S S

     
      

      

 

xz2 yxρ S1 1 1
- -

2 n N X

 
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   

 The mean square errors of the estimators Δu and Δm have been obtained in 

the similar manner as the bias of the estimators.  

 The variance of the estimator natural successive sampling estimator
ˆ Y  has 

been discussed in detail in Sukhatme et al. (1984), pages 256-260.  
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JOINT RESPONSE PROPENSITY AND CALIBRATION 
METHOD  

Seppo Laaksonen1, Auli Hämäläinen2 

ABSTRACT 

This paper examines the chain of weights, beginning with the basic sampling 
weights for the respondents. These were then converted to reweights to reduce 
the bias due to missing quantities. If micro auxiliary variables are available for a 
gross sample, we suggest taking advantage first of the response propensity 
weights, and then of the calibrated weights with macro (aggregate) auxiliary 
variables. We also examined the calibration methodology that starts from the basic 
weights. Simulated data based on a real survey were used for comparison. The 
sampling design used was stratified simple random sampling, but the same 
methodology works for multi-stage sampling as well. Eight indicators were 
examined and estimated. We found differences in the performance of the 
reweighting methods. However, the main conclusion was that the response 
propensity weights are the best starting weights for calibration, since the auxiliary 
variables can be more completely exploited in this case. We also tested problems 
of calibration methods, since some weights may lead to unacceptable weights, 
such as below 1 or even negative.  

Key words: reweighting, simulation study, macro vs. micro auxiliary variables, 
case of negative and other implausible weights  

1. Introduction 

Nonresponse and coverage problems are common in surveys. Both problems 
are increasing rather than declining. Unless the fieldwork is successful or special 
data collection modes are found and used, post-survey adjustments are the only 
option to try for improving the data quality. In this study, we concentrated on 
weighting adjustments. Reweighting is useless without appropriate auxiliary data. 
That is, we cannot do much without these variables. We tested two types of 
auxiliary variables: (i) aggregate, or macro, and (ii) micro.  

Both types of auxiliary variables require that their values be available both for 
the respondents and for the non-respondents, and hopefully for ineligibles as well. 
In multi-stage designs the micro variables are often more difficult to get since the 
first stage is an area or an address, but macro variables still can be created. 
In the case of element-based sampling such as stratified simple random 
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sampling, there are principle reasons favouring to try to get as good and many 
micro auxiliary variables as possible to be used. On the other hand, there are 
many alternatives for macro variables. For instance, if a primary sampling unit 
(PSU) is an area cluster, it is possible to get various types of aggregate figures at 
this level. For instance, Laaksonen et al. (2015) could not get education at the 
micro level, but they had access to real grid data that gave the opportunity to 
construct the proportion of highly educated people at each grid. This is not, of 
course, as good as an education code with several categories at the micro level, 
but improved their weighting to some extent. In general, some types of calibration 
margins can always be used as macro auxiliary variables. This feature is a good 
reason to take advantage of calibration methods. 

Brick (2013) presented an overview to weighting adjustments in the case of unit 
nonresponse. His earliest citations were from 1940’s. He identified three major 
themes for nonresponse. Statistical adjustment of the survey weights to adjust for 
survey nonresponse is his third theme, while retaining the design-based mode of 
inference. He presented, at a general level, the following weighting methodologies: 
response propensity weighting, response homogeneity group weighting or 
weighting class methodology (see also Little and Rubin, 2002), propensity 
stratification (Valliant et al., 2013) and calibration estimation following Deville and 
Särndal (1992). Brick mentions also that post-stratification as a basic calibration 
estimator has been used for decades (Holt and Smith, 1979; Smith, 1991). 

Post-stratification was augmented by Deville and Särndal (1992), leading to a 
more general approach so that several margins can be used to benchmark the 
reweights as precisely as the recent known population figures imply. This is the 
initial approach to calibration and can be used if the certain population margins 
are available. The quality of these margins should be as good as possible to 
succeed well in calibration. They are the types of benchmarking figures so that 
these ‘estimates’ will be automatically like ‘true’ values. This quality is not 
guaranteed for other estimates or for proper survey estimates, but it is expected 
that their bias will be reduced to some extent. The reason is that the benchmark 
margins correct often for frame and nonresponse errors. And more generally, it 
follows that an appropriate calibration method could possibly be an “ending 
method”, after possible other weighting methods based on micro auxiliary 
variables. We follow this strategy. 

Särndal and Deville worked later together with Sautory (1993) leading to a 
SAS macro Calmar. After that, the prosperity of the calibration methodology was 
ready to begin. Later, a second version of the SAS macro, Calmar 2, was 
published and became publicly available, providing new options for calibration (le 
Guennec and Sautory, 2005), including five distance functions. The macro gives 
opportunity to insert the margins of two levels (e.g. households and household 
members), but we do not examine this feature in this paper.  

The distance function is used to minimize the change between the starting 
weights and the new calibrated weights while the benchmark margins are 
satisfied. The often applied distance function is linear, but this might be 
problematic since some weights can be negative or below one and this is not 
acceptable since the weight of every respondent should be at least one. Calmar 2 
fortunately has four other functions, and two of them never yield to implausible 
weights; that is, raking ratio and sinus hyperbolicus, respectively. Two of these 
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other methods include the bound option that may help in getting correct weights, 
but it is not clear which bounds to use. It is also possible that the algorithm does 
not work with inappropriate bounds. In general, the use of bounds is usually 
subjective, and the target is to get acceptable weights, but it is not guaranteed 
that they are reducing the bias in estimates. Valliant et al. (2013) say that these 
can be moved to the boundary, but we do not agree with this statement since it is 
even more subjective. We thus do not recommend subjective strategies in 
weighting or other survey methodologies.  

Calibration methodology flourished extensively in the 2000’s, and various 
specifications were developed (Kott, 2006; Kott & Chang, 2008, 2010; Lumley et 
al., 2011; Särndal, 2007). However, linear calibration was the common method. 
The often used form of it was the generalized linear regression estimation method 
GREG (Estevao and Särndal, 2006; Särndal, 2007; Henry and Valliant, 2015; 
Valliant et al., 2013).  

Another approach to reweighting is to exploit micro level auxiliary variables as 
well as possible. The basic ideas of this methodology are mainly from the 1980’s 
(Little 1986). Little and Rubin (2002) use the term “propensity weighting” that we 
also use, but adding the word “response”, which was used by Brick (2013).  The 
model behind the response propensity (RP) weighting is usually logistic 
regression, but probit regression (Laaksonen and Heiskanen, 2014) and other link 
functions can be applied as well. First applications of RP weighting were done at 
the group level, often called response homogeneity groups, adjustment cells or 
weighting classes (Valliant et al., 2013; Brick, 2013; Little and Rubin, 2002; 
Ekholm and Laaksonen, 1991). The group methods are still much used (Haziza 
and Lesage, 2016). 

Laaksonen (2007) applied the RP weighting technique so that he first 
estimates a logistic regression model for predicting the response propensities to 
the individual respondents. In the second stage, he divides the basic sampling 
weights with these propensities to get the preliminary weights. Finally, he 
benchmarks these weights to correspond to the known population of the explicit 
strata. This was done since the sampling design was the stratified random 
sampling and these population figures were available in the beginning, before the 
fieldwork. The success of this methodology depends on the richness of the micro-
level auxiliary variables. Macro variables can be used, and they are usually 
predicting the missing quantities as well. The benchmarking in this study was 
ensured at the stratum level, or at the post-stratum level, if applied after post-
stratification (Laaksonen et al., 2015).    

This study combined both approaches, that is, calibration methods and 
response propensity weighting, which were not mentioned in Brick (2013) or in 
the textbook of Valliant et al. (2013). Our approach consisted of the three steps. 
First, the basic sampling weights were computed using the sampling design of the 
survey and assuming that the response mechanism was ignorable within strata, 
but not between strata. Then the response propensity weights were constructed, 
and finally, these weights were used as the starting weights in the calibration. The 
strategy gave more benchmarks than the initial RP weighting does. It took 
advantage of both micro and macro auxiliary variables that were available. We 
compared the different methods with each other using a simulated data set that 
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was based on a modification of a real data set, but is less complex than the initial 
data set (Laaksonen and Heiskanen, 2014).  

This artificial population was extracted from the data set of the about 3000 
respondents and then copied enough times to get the universe of about 180 
thousand. The missing indicators remained in the data, but some randomness 
was added in survey variables to get a more realistic file.  This new universe gave 
the opportunity to see how well each method works in nearly real-life situations. 
We also compared variations of calibration methods that were invented 
in Calmar 2.  

In Section 2, we present both the calibration methods of Calmar 2, our 
response propensity weighting method and the principles of the joint response 
propensity and the calibration method. Section 3 goes on to describe our 
simulated data. The following section summaries our empirical results, which 
clearly show that our main method was best on average, and never worst, even 
though it did not lead to essential improvement in all cases. Section 5 continues 
analysing the calibration weights of Calmar 2 with a partially new sample, which 
illustrates variation between distance functions. This analysis also exposed that 
both linear and logistic distance functions may bear unacceptable weights, and 
such weights cannot be used in practice without manipulation. The final section 
provides our conclusions.  

The bias of mean estimates only is considered in the empirical part. We follow 
Brick and Jones (2008) in this sense. They said that variability can be measured 
reasonably well, whereas bias is difficult to measure due to nonresponse.           

2. Calibration, response propensity weighting and their joint method 

Successful calibration methods were developed in the early 1990’s, when the 
Deville and Särndal article (1992) was published. The methods were further 
developed when the first Calmar SAS macro was coded by the French statistical 
office INSEE in 1993 (Deville et al., 1993; Sautory, 2003; Willenberg, 2009). The 
new version, Calmar 2, published in 2003, offered new resources for performing 
calibrations and implements the generalized calibration method of handling non-
response. 

The theory of calibration estimators takes advantage of a distance function 
between the starting weight and the new calibrated weight, G(wk/dk) = G(xk)= 
G(x). This distance should be minimized while the desired calibration margins are 
satisfied. These margins are vectors of the macro auxiliary variables given by the 
user. The calibrated weights yield these same “estimates”, thus concerning 
aggregates of auxiliary variables. It does not ensure anything about the accuracy 
of survey estimates. Some improvement is expected if the margins correct for the 
frame errors, for example. The results are expected to be less biased if the macro 
auxiliary variables and the survey variables are correlated.  

Calmar 2 is a SAS macro into which a user can choose the three types of 
options:  

(i) the initial or starting weight, dk, which will be calibrated (we have two 
alternatives for this weight),  
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(ii) the calibration margins that are expected to be as true population totals as 
possible,  

(iii) the calibration methods with alternative distance functions.  

Calmar uses Lagrange multipliers in minimizing the distance function x=dk /wk , 

in which wk is the calibrated weight. The original version of Calmar offered four 
calibration methods and later one more was offered (Le Guennec and Sautory, 
2005; Mc Cormack, 2006), corresponding to different distance functions. This 
number is more than in most other software packages that usually mention the 
two first methods (Brick and Jones, 2008; Valliant et al., 2013). On the other 
hand, many other distance functions are mentioned in theoretical papers 
(Plikusas and Pumputis, 2010). The Calmar 2 methods are characterized by the 
form of function as follows: 

•  the linear method (the formula is 𝐺(𝑥) =  
1

2
(𝑥 − 1)2): the calibrated 

estimator is the generalized regression estimator, 

•  the exponential method (the formula is  𝐺(𝑥) = 𝑥 log x − x + 1): this is 
also called the raking ratio method, 

•  the logistic method (the formula is  𝐺(𝑥) = 𝑥𝑙𝑜𝑔
𝑥

1−𝑥
 ): this method 

provides lower limits L and upper limits U on the weight ratios x 
(bounds), 

•  the truncated linear method, in which the distance function is linear, but 
the bounds are included as in logistic method, and 

•  the sinus hyperbolicus method, which (the formula 𝐺(𝑥) =
1

2𝛼
∫ sinh [𝛼 (𝑡 −

1

𝑡
)]

𝑥

1
𝑑𝑡,    𝛼 > 0   𝑖𝑚𝑝𝑙𝑒𝑚𝑒𝑛𝑡𝑒𝑑 𝑖𝑛 𝐶𝐴𝐿𝑀𝐴𝑅 2)  does not 

give negative or other implausible weights. 

 
Implausible weights are not ensured in the cases of the linear and the logistic 

methods without any bounds. However, it should be noted that a user should 
make the selection of these limits, maybe subjectively. We do not recommend 
using the bounds for this reason. 

There are other tools to calibrate weights, but Calmar 2 is, to our knowledge, 
one of the best ones and used extensively in Europe. It includes several methods 
as well. Lumley’s (2013) R package has been used much as well. For instance, 
the first nonresponse weights of the European Social Survey (2014) were 
produced using this R package. These are called post-stratified weights even 
though they are like the raking-ratio weights of Calmar 2.   

For this paper, we obtained results with all five methods, but we present the 
detailed simulation results only with the linear method. This is due to fairly similar 
results obtained with all five methods, and hence these minor differences are not 
interesting. The reason for the minor differences was our ordinary sampling 
design (Section 4). On the other hand, we continued with a specific sampling 
design in Section 5, which illustrates better problems obtained with linear and 
logistic calibration. Moreover, this design and its sample also illustrate the role of 
bounds. We used similar bounds in all empirical analysis so that they are 
symmetric, relatively. This means that the upper bound was equal to 5 and the 
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lower bound was its inverse, that is 0.2=1/5. The range of these was ordinary. 
Using limits, the algorithm failed to converge in one case (see Section 5).  

 
The strategy for creating ‘response propensity weights’ was as follows 

(Laaksonen and Heiskanen, 2014): 

(i)  We obtained the gross sample design weights that are the inverses of the 
inclusion probabilities. These inclusion probabilities varied by strata but 
were constant within each stratum.  

(ii)  We assumed that the response mechanism within each stratum is 
ignorable (assuming that the response mechanism is random within strata 
but not random between strata), and hence computed the basic weights 
analogously to the weights (i). These are available only for the respondents 

k, and symbolised by wk= 

h

h

r

N
, in which hN refers to the target population, 

r to the respondents and h to four strata. 

(iii)  Next, we took those basic weights and divided them by the estimated 
response probabilities (called also response propensities) of each 
respondent obtained from the logit (probit link gives quite similar results) 
model, and symbolised by pk. It is good to concentrate on the model 
building if several auxiliary variables are available, e.g. interactions can be 
tried. 

(iv)  Before going forward, it is good to check that the probabilities pk are 
realistic, that is they are not too small (let say below 0.05), for instance. All 
probabilities were, of course, below 1, and hence all weights were 
plausible.  

(v)  Since the sum of the weights (iii) did not match the known population 
statistics by strata h, they should be calibrated so that the sums are equal 
to the sums of the basic weights in each stratum. This was done by 

multiplying the weights (iii) by the ratio 

kh k

h k

h
pw

w
q

/


 . This is one 

option for the response propensity modelling weighting, called “Pure” 
in Table 2. 

(vi)  It is good also to check these weights against basic statistics, such as the 
mean, the maximum, the minimum and the coefficient of variation. This was 
done for the first sample and as soon as the weights gave plausible results, 
the next repetitions were performed in the same way.  

The joint response propensity and calibration (JRPC) weighting means that 
we used the response propensity weights as the starting weights in calibration, 
whereas these are the basic weights in pure calibration. This study is focused on 
the joint method, but we compared all other weights in the same framework. 
JRPC weighting is a two-stage calibration method. It is possible to perform it in 
one stage as well. Kott & Chang (2008, 2010) present such a method, but it is not 
as straightforward as our solution to work with both methods. The methodology by 
Haziza & Lesage (2016) follows the similar strategy that combined response 
propensity weighting and linear calibration. Their simulation application is 
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‘fictional’ (not from a real case) and hence it is difficult to see how well 
comparable it is with our framework. On the other hand, it is not possible to see 
details of their response propensity model that are of high importance in practice.  

We combined both methods, but each stage can be considered separately. 
We think that the two-stage strategy is rational. It is not even necessary to 
continue to calibrate if ‘a client’ is happy with the RP weighting. Much depends on 
the availability of good calibration margins. It is, however, good to remember that 
the calibration as an ending method is useful if the calibration margins are correct. 
These margins are often known well by users (e.g. distribution by gender or age 
group) and if they are not correct, survey estimates may not be trusted, either, 
even though these are not necessarily related to each other.  

3. Data and simulation principles 

The data for simulations were created from the 2010 Finnish Security Survey 
(Laaksonen and Heiskanen, 2014) so that its three independent data sets from 
the respondents (face-to-face, phone and web) were first pooled together. Then 
this data set was extended from about 3,000 respondents to the artificial target 
population data set with 180,000 people. The extension was rather 
straightforward, but minor randomness was added to income values, among 
others, to avoid same values. As far as the absence of the target population was 
concerned, we followed as well as possible the initial unit nonresponse, and 
hence the response rate of our data was about equal and about 49%.  

We expended much effort in our initial study to gather as many auxiliary 
variables as possible. So, we had the same chance to use these in our 
simulations as well. Since the simulation sample was essentially smaller than in 
the initial survey, we had to apply a bit less demanding model. However, our final 
response propensity model consisted of the following explanatory variables 
(number of categories in parenthesis): interaction of gender (2) and age group (5), 
education level (6), stratum (4), partnership (2), children or not at home (2), 
unemployed or not (2), mother tongue (3), number of rooms of house (4), if living 
in the municipality born or not (2). These were not very significant in all samples, 
but a good point in response propensity-based adjustments is that insignificancy 
does not violate the adjusted weights, but its impact on an estimate is less 
remarkable in such a case. Thus, it may not improve the estimates in all 
simulation samples.   

The absence itself was very randomized, but it had a similar feature as in the 
initial survey. There was thus an absence indicator for each target population unit 
(Brick and Jones, 2008). When drawing samples from this population, absence 
varied in each sample correspondingly. This added uncertainty to the simulations. 
The response of each sample followed the Bernoulli scheme, that is, the number 
and distribution of the respondents (and by strata) varied randomly to some 
extent. 

There are the types of variables that do not exactly correspond to those of the 
appendix of the paper by Laaksonen and Heiskanen (2014). The violence 
variables were based on 8 to 10 binary questions as to whether a respondent has 
met that violence problem at least once. Then, the prevalence indicator was 
estimated. The income variable was continuous, and it was expected to be 
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explained better than the other seven using the auxiliary variables available that 
were the same as in the published paper. 

Table 1 shows the averages of all indicators in the entire population. In 
simulations, we try to get the estimates that are as close to these values as 
possible. It is not easy for many reasons. One special reason is that there can be 
a rather small number of observations for some indicators. This is indicated in the 
right column. This absence is not due to nonresponse, it is mainly due to the topic 
itself. For example, if a person never had a partner, the answer is empty. The 
reason for some absence is not exactly known, such as violence by stranger 
recently or harassment ever. On the other hand, we do not need to know absences 
well, we only need to calculate the estimates and compare these to those true 
target population figures. When interpreting the results, it is however good to keep 
in mind that some estimates are computed from a small sample size.  

Table 1.  Major statistics for 15-79 years old population. 179,985 persons in the 
simulations. The response rate below 99% means that the question did 
not concern them 

Indicator in simulations Average in population Response rate, % 

Income (yearly)             44905€ 100 

Worry (about crime) 28% 100 

Harassment recently 43% 99 

Harassment ever 74% 24 

Violence by stranger recently 33% 24 

Violence by stranger ever 87% 41 

Violence by partner 16% 74 

Violence by ex-partner 30% 45 

 

The simulation strategy, naturally, followed the survey principles: 

(i) Four explicit strata by four large regions were formed. 
(ii) A simple random sample with a disproportional allocation was drawn from 

each stratum, and altogether equalled 2,000 individuals. The 
disproportionality was moderate (the maximum 3 times as big as the 
minimum).  This simple design meant that paying attention to side effects 
due to complex sample design was not needed.   

(iii) Basic sample weights were computed for the respondents as usual, 
dividing the target population sizes by the number of the respondents 
(assuming ignorable unit non-response). 

(iv) The calibrated weights were computed using Calmar 2 from the basic 
weights. The margin variables were four strata, two genders and five age 
groups. These variables are quite easily available in many countries. In 
principle, we could add more margins, but this was not realistic since it is 
possible in a few cases in practice only, and would require more resources. 
We had more margins in our specific study (Section 5). 

(v) Response propensity (RP) weights were respectively calculated.  
(vi) The similar calibration as in (iv) was performed taking the RP weights as 

the starting weights.  
(vii) The mean estimates were calculated using all weights. 
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(viii) The procedure from (ii) to (vii) was repeated 150 times and the output data 
set obtained.  

(ix) The results between simulated results and true values were compared.   

4. Summary of the simulation results 

We drew 150 samples from this simulation population using stratified simple 
random sampling, which is the most common design in countries with a 
population register frame. This number of simulations is not big. One reason is 
that the whole Calmar procedure was fairly demanding, and took time while the 
outputs were not easy to handle further. The second reason is that the estimates 
were found to be stable, even after 70 simulations. Two indicators, however, did 
not become very stable. These were “violence due to stranger ever” and ”violence 
due to partner”. These results should be interpreted with caution. If the difference 
is minor between the two methods compared, it should not be taken seriously. 
This point is not critical to our simulation study, but it is general in surveys with 
enough complex estimates. The estimates thus are not always ideal even using 
good weights. 

The relative bias from the true value (=(estimate-true value))/true value) is the 
most illustrative way to compare results since it is not needed to look at the 
indicator values themselves (their averages are in Table 1). It is common in other 
studies such as Brick and Jones (2008). The comparisons are presented in Table 2.  

Table 2.  Results for the relative bias from the true value (%) with basic weights 
and RP weights, and both continued with linear calibration. The term 
“Pure” means without calibration. The most biased estimates are in red, 
the best ones are bolded. The order of the indicators is by the success 
of the joint RP and linear calibration (last column). The standard error of 
simulations is small (from 0.1% to 0.5%) 

Indicator 
Basic weight Response propensity 

Pure Calibration Pure Calibration 

Violence by ex-partner 0.60 -2.72 -0.83 -1.21 

Harassment ever -1.36 -2.22 -0.53 -0.42 

Worry 0.76 -0.84 0.16 -0.02 

Violence by stranger 
recently -1.03 -0.10 0.12 0.15 

Harassment recently 6.91 0.55 0.62 0.32 

Income 2.06 1.79 0.39 0.33 

Violence by partner 7.24 4.22 4.68 4.52 

Violence by stranger ever 6.50 2.39 4.86 5.27 

Average success ranking 
by four methods (1=best, 
2 =second best, 3=third 
best, 4=worst) 3.38 2.50 2,25 1.88 
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The last row of Table 2 shows an overall ranking of the methods. If the 
ranking was interpreted straightforwardly, we see that the best method was joint 
response propensity and calibration, with pure response propensity being the 
second and pure basic weighting the worst. There are exceptions, nevertheless.  
Pure basic weighting was best for “violence by ex-partner”, for which any method 
does not work well. Pure calibration worked well for another difficult indicator, 
“violence by partner”. This indicator seemed to be most difficult to estimate well 
with any method. We cannot explain why the joint method was as bad with this 
method, but better than obtained by the basic weights.  

Another hard indicator to estimate correctly was “violence by stranger ever”. 
The auxiliary variables were not appropriate to predict absence if any method was 
not reasonably good. Fortunately, we see that this succeeds well with some 
indicators, the best being worry, then income, violence by stranger recently and 
then harassment recently. In these cases, basic weights did not lead to reliable 
estimates. These weights were created without other auxiliary variables except 
region that is used in sampling design. It was well understood that the bias in 
income can be reduced using micro auxiliary variables available in our study. It 
was interesting that the similar reduction was found in worry as well. Our joint 
method even gave slightly better results than pure RP weighting.        

In general, almost all weights with adjustments improved the estimates to 
some extent, but they were either upward or downward biased. Secondly, it 
seems that even sophisticated weights did not always improve the accuracy 
substantially. A good point is that they did not deteriorate them, either, although 
the improvement was minor. It is good to keep in mind that the calibration as the 
ending method was good if the margins were “true population totals”. Respective 
estimates, such as income aggregates, were obviously more reliable as well.    

5. Testing possibility to get inappropriate weights 

We tested five weights, although our simulation results in Table 2 concerned 
only linear calibration. The estimates by the different calibration weights are 
approximately equal. This is due to our sampling design, in which the sample 
allocation into strata was fairly proportional (Section 3) and the response 
mechanism was same as earlier. Our auxiliary variables in calibration were also 
of good quality. For these reasons, all of our weights were correct, at least in the 
sense that their values were above one.  

However, it was realized that some weights may lead to implausible weights 
that are below one or even below zero. We did not find references with empirical 
examples that examined this problem, although it is well known (the problem was 
mentioned in Deville and Särndal, 1992). Hence, we wanted to test this awkward 
opportunity with our simulation data. The linear weights are most well-known 
problematic weights. The implausible weights may be avoided using the bounds 
given for the Calmar 2 macro. These bounds are the relative limits of the 
calibrated weights compared to the starting weight, thus a lower, and the upper 
bound, respectively. The bounds naturally are given subjectively. After some 
attempts, we decided to choose the following limits:  LOW=0.2, UP=5. The range 
is rather ordinary, but we failed in all experiments to get any result. These limits 
are possible to give for the two distance functions, both for linear and logistic, but 
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we do not recommend using such bounds. Raking ratio and sinus hyperbolicus 
never give implausible weights.  

Our special experiment included the modification for our basic simulations. 
One is the sample size that was reduced with 50 percent (from 2000 to 1000) but 
the same absence indicator was used as in simulations. The sample allocation 
was made more disproportional. Interestingly, the minimum gross sample design 
weights were close to each other, and decreased from 36 to 31. It is good to 
recognize that a small weight can more easily remove below 1 unless very strict 
limits in bounds are used. On the other hand, a strict limit may mean that the 
algorithm fails to converge.    

The second difference is that we created more calibration margins. Moreover, 
we tested two types of auxiliary margins, those derived from the target population 
frame and those derived from one sample. The latter is often used in practice, 
since true margins are not always possible to get. It has been supposed that it 
does not matter much if the sample data do not fit well to the real-life population. 
For example, the European Social Survey (2014) used margins for post-stratified 
weights that were derived from the Eurostat labour force survey although its 
quality is not complete. This data source was the best available and, hence, it 
was used.  

We tested the three types of auxiliary margins presented in Table 3, all based 
on both the real population and the sample data.  

We knew in advance that it was possible to get implausible weights either with 
linear calibration or logistic calibration, and hence we did not take care of other 
calibration methods, although they were used. Table 4 gives the summary of 
linear calibration. The weights were calculated similarly as in simulations.  

Table 3.  The margins used in the specific examination, obtained from the 
simulation data (true values) or from one sample data  

(i) The same as in our simulations, thus gender, age group and region but using 13 
age groups (instead of 5 in the simulation). 

(ii) Adding first education with five categories 

(iii) Adding then marital status with four categories. 

 
As Table 3 shows, all margins required more than in the first simulations since 

the number of age groups was essentially larger. This did not damage the weights 
when starting from basic weights, or even when the margins were not ideal, that 
is, when using sample-based margins. The negative weights were not met while 
the three margins were correct and the weights were response propensity-based. 
Instead, starting from the response propensity weights and from sample margins, 
negative weights were received. This problem worsened when the number of 
calibration margin variables was increased.     

Table 4. Amount of invalid weights in linear calibration. Margins, see Table 3.  

Starting weights 
Negative weights, per cent 

Population margins Sample margins 

Basic weights, margins (i)   0.0   0.0 

RP Adjusted weights, margins (i)  0.0  7.8 
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Basic weights, margins (ii)  6.2  6.6 

RP Adjusted weights, margins (ii)  3.7  9.7 

Basic weights, margins (iii)  7.9 13.0 

RP Adjusted weights, margins (iii)  7.8 11.0 

Table 5 summaries the results of incorrect weights using logistic calibration. 
This method only can give weights below 1, but not negative weights. These 
problems were less dramatic than in the case of linear weighting, but however 
they may occur. The special case is that the Calmar 2 algorithm could not get any 
weights if the margins were sample-based and the calibration was started from 
RP weights. We found that this is more common if the bounds are stricter than we 
used.   

Table 5. Amount of invalid weights in logistic calibration with bounds. N.A. means 
that the calibration algorithm did not converge  

Starting weights 
Weights below 1, per cent 

Population margins Sample margins 

Basic weights, margins (i)   0.0   0.0 

RP Adjusted weights, margins (i)  0.0   0.0 

Basic weights, margins (ii)  0.0  0.0 

RP Adjusted weights, margins (ii)  1.4  1.6 

Basic weights, margins (iii)  0.0  0.0 

RP Adjusted weights, margins (iii)  3.7 N.A. 

What to do if the weights are below one? Our recommendation is not to 
increase these weights subjectively above one, but to change the calibration 
strategy. There are several options to do so. The best one is to use another 
distance function, but it is possible also to collapse calibration margins. Naturally, 
it is good to use as good margins as possible, since sample-based margins might 
be inconsistent. This topic should be further examined.  

6. Conclusion 

This study compared four weighting methods so that one group of these 
methods was either the basic weighting or response propensity weighting.  The 
second group was calibrated so that either the basic weights or the response 
propensity weights were used as the starting weights for calibration. The 
calibration of the first applications was following the linear distance function that 
works technically in the first group when the number of the calibration margin 
variables is three and they are true values. In this case when the number of 
calibration categories is moderate, and they are true values, the impact of the 
distance function was not big, that is, the estimates were about equal. This 
pattern does always give plausible weights, but that is not the case if more 
calibration margin categories are added.  

If the calibration margins are not true population values, there is a danger that 
implausible weights can be obtained. This was tested in this paper in the second 
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part, using distance functions other than linear. When the calibration margins 
were drawn from the sample, some implausible weights were found. Our data set 
was not simple, as is often the case in real-life. Our purpose was not to get the 
ideal estimates only, but those that are realistic. Our eight indicators were used in 
exercises and hence well illustrated the situation in survey practice. Two of these 
eight indicators were found to be difficult to estimate well due to the lack of good 
macro and micro auxiliary variables. Fortunately, we found that the reweights for 
the rest of other indicators substantially reduced the bias. It should be noted that 
the data environment was demanding and indicators concerning crimes due to 
violence even more so. Their prevalence was hard to examine in surveys, in 
general, due to their sensitivity, and it was expected that the weights would not 
help much. The drawback is the reality that the outcome depends on the 
respondents, since the weights can only use such data; if certain groups are 
represented to a small extent among the respondents, the weights cannot help.   

We examined easier variables, such as income and worry due to crime, and 
the reweights helped much more. We cannot make any straightforward 
conclusion about the weights applied, however our study shows that the 
combination of the response propensity weighting and calibration is the best of all 
four methods. This takes advantage both of micro and macro auxiliary variables. 
The first ones were especially used in response propensity weighting and the 
second ones in the calibration performed from these first weights. This two-stage 
strategy is not often used, but we recommend it. It is definitely better than the 
often used pure calibration with linear distance function. The calibration is good to 
be used as the ending method since it ensures that estimates derived from the 
known population margins are correct.  

We conducted tests with linear calibration and found that it works correctly if 
the variation of the starting weights is moderate, the number of margins is not big 
and the margins are accurate. In other cases, linear calibration may lead to 
negative weights. It is also possible that logistic calibration may give the weights 
below one; if the bounds used are strict, the algorithm of the method does not 
always converge. Further investigations with weighting adjustments are needed. 
Special attention could be paid to get good predicting auxiliary variables with a 
high quality, both at micro and macro level.  
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A NEW AND UNIFIED APPROACH IN GENERALIZING
THE LINDLEY’S DISTRIBUTION WITH APPLICATIONS

Lahsen Bouchahed1, Halim Zeghdoudi2

ABSTRACT

This paper proposes a new family of continuous distributions with one extra shape
parameter called the generalized Zeghdoudi distributions (GZD). We investigate the
shapes of the density and hazard rate function. We derive explicit expressions for
some of its mathematical quantities. Various statistical properties like stochastic
ordering, moment method, maximum likelihood estimation, entropies and limiting
distribution of extreme order statistics are established. We prove the flexibility of the
new family by means of applications to several real data sets.
Key words: Lindley distribution, exponential distribution, Gamma distribution, stochas-
tic ordering, maximum-likelihood estimation.

1. Introduction

Statistical models are very useful in describing and predicting real-world phenom-
ena. Numerous extended distributions have been extensively used over the last
decades for modelling data in several areas. Recent developments focus on defin-
ing new families that extend well-known distributions and at the same time provide
great flexibility in modelling data in practice. Thus, many lifetime distributions for
modeling lifetime data such as Lindley, exponential, Gamma, Weibull, Lognormal,
Akash, Shanker, Sujatha, Amarendra distributions have been proposed in the sta-
tistical literature.

The probability density function of Lindley distribution is given by

f1 (x,θ) =
θ 2

θ +1
(1+ x)exp(−θx) ; x > 0, θ > 0

It has been generalized many times by researchers including Zakerzadeh and Dolati
(2009), Bakouch et al. (2012), Shanker et al. (2013), Elbatal et al. (2013), Ghitany
et al. (2013), Suigh et al. (2014), Abouamoh et al. (2015).

Shanker used a procedure based on certain mixtures of the gamma and expo-
nential distributions to obtain three new distributions:
the Akash distribution, see (Shanker 2015a), whose probability density function is
given by

f2 (x,θ) =
θ 3
(
1+ x2

)
θ 2 +1

exp(−θx) ; x > 0, θ > 0

1LaPS laboratory, Badji-Mokhtar University, Box 12, Annaba, 23000,ALGERIA. E-mail: lboucha-
hed@hotmail.com

2LaPS laboratory, Badji-Mokhtar University, Box 12, Annaba, 23000,ALGERIA. E-mail:
halim.zeghdoudi@univ-annaba.dz
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the Aradhana distribution, see (Shanker 2016a), whose probability density function
is given by

f2 (x,θ) =
θ 3 (1+ x)2

θ 2 +2θ +2
exp(−θx) ; x > 0, θ > 0

the Sujatha distribution, see (Shanker 2016b), whose probability density function is
given by

f3 (x,θ) =
θ 3
(
1+ x+ x2

)
θ 2 +θ +2

exp(−θx) ; x > 0, θ > 0

the Amarendra distribution, see (Shanker 2016c), whose probability density function
is given by

f4 (x,θ) =
θ 4
(
1+ x+ x2 + x3

)
θ 3 +θ 2 +2θ +6

exp(−θx) ; x > 0, θ > 0.

the Devya distribution, see (Shanker 2016d), whose probability density function is
given by

f5 (x,θ) =
θ 5
(
1+ x+ x2 + x3 + x4

)
θ 4 +θ 3 +2θ 2 +6θ +24

exp(−θx) ; x > 0, θ > 0.

the Shambhu distribution, see (Shanker 2016e), whose probability density function
is given by

f6 (x,θ) =
θ 6
(
1+ x+ x2 + x3 + x4 + x5

)
θ 5 +θ 4 +2θ 3 +6θ 2 +24θ +120

exp(−θx) ; x > 0, θ > 0.

In this paper we introduce a new one-parameter family of continuous distributions
by considering a polynomial exponential family, which contains Akash, Sujatha,
Amarendra, Devya and Shambhu distributions as particular cases.

The rest of the paper is outlined as follows. Sections (2-10) are devoted to
present various statistical properties like stochastic ordering, moment method, max-
imum likelihood estimation, entropies, and limiting distribution of extreme order
statistics are established. In section 11 we present the new distribution called Zegh-
doudi distribution, and in section 12 we give numerical examples.

We derive explicit expressions for some of its mathematical quantities. Various
statistical properties like stochastic ordering, moment method, maximum likelihood
estimation, entropies and limiting distribution of extreme order statistics are estab-
lished. We prove the flexibility of the new family by means of applications to several
real data sets.

Basic Theory
Suppose that X is random variable taking values in ]0,∞), and that the distribu-

tion of X depends on an unspecified parameter θ taking values in ]0,∞). So, the
distribution of X might be absolutely continuous or discrete. In both cases, let fθ be
the probability distribution function with respect to the Lebesgue measure or to the
counting measure on a countable set including discontinuity jumps of fθ .
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The distribution of X is a one-parameter polynomial exponential family and the
probability density function can be written as

fGZD (x;θ) = h(θ) p(x)exp(−θx) , θ ,x > 0

where h(θ) is real-valued functions on ]0,∞) , and where p(x) = ∑
n
k=0 akxk and

an 6= 0, is polynomial functions on ]0,∞). Moreover, k is a positive integer and ak is
positive real number with an 6= 0. We can check immediately:

1) It is non-negative for x > 0;
2) P [a < x < b] =

∫ b
a fθ (x)dx;

3)
∫

∞

0 fθ (x)dx = 1 for h(θ) =
1

∑
n
k=0 ak

k!
θ k+1

.

Now, the probability density function of Generalized Zeghdoudi Distribution X is:

fGZD (x;θ) =
∑

n
k=0 akxk exp(−θx)

∑
n
k=0 ak

k!
θ k+1

, θ ,x > 0 (1)

Examples and Special Cases
Many of the special distributions studied in this work are general exponential

families, at least with respect to some of their parameters. On the other hand, most
commonly, a parametric family fails to be a general exponential family because the
support set depends on the parameter.

2. General one-parameter distribution and some properties

In this section, we give the general one-parameter distribution and study its proper-
ties.

The first and second derivatives of fGZD,θ (x)

d
dx

fGZD(x;θ) =

[
(a1−θa0)+ ...+(nan−θan−1)xn−1 +anxn

]
exp(−θx)

∑
n
k=0 ak

k!
θ k+1

= 0

gives x1,x2,...,xn solutions.

We can find easily the cumulative distribution function (c.d.f) of the general one-
parameter distribution:

FGZD(x) = 1−
∑

n
k=0

akΓ(k+1,xθ)

θ k+1

∑
n
k=0 ak

k!
θ k+1

;x,θ > 0 (2)
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2.1. Survival and hazard rate function

Let

SGZD(x) = 1−FGZD(x) =
∑

n
k=0

akΓ(k+1,xθ)

θ k+1

∑
n
k=0 ak

k!
θ k+1

;x,θ > 0

and

hGZD(x) =
fGZD(x)

1−FGZD(x)
=

∑
n
k=0 akxk exp(−θx)

∑
n
k=0

akΓ(k+1,xθ)

θ k+1

be the survival and hazard rate function, respectively.
Proposition1. Let hθ (x) be the hazard rate function of X . Then hθ (x) is increasing
for ∑

m
0 (k+1)(m−2k)am−kak+1 ≥ 0, m = 0, ...,2n−1

Proof. According to Glaser (1980) and from the density function (2) we have

ρ(x) =−
f
′
GZD(x;θ)

fGZD(x;θ)
=−∑

n
k=1 kakxk−1

∑
n
k=0 akxk +θ

After simple computations we obtain

ρ
′
(x) =

∑
2n−1
m=0 ∑

m
k=0(k+1)(m−2k)am−kak+1xm−1

(∑n
k=0 akxk)

2 .

Which implies that hθ (x) is increasing for ∑
m
k=0(k + 1)(m− 2k)am−kak+1 ≥ 0, m =

0, ...,2n−1

3. Moments and related measures

The kth moment about the origin of the GZD is :

E(X i) =
∑

n
k=0

ak
θ k+i+1 (k+ i)!

∑
n
k=0 ak

k!
θ k+1

, i = 1,2, ...

Remark 2 The kth moment about the origin of the Lindley distribution is

E(X i) =
i!(θ + i+1)

θ i (θ +1)

Corollary 1. Let X ∼ GZD(θ), the mean of X is:

E(X) =
∑

n
k=0

ak
θ k+2 (k+1)!

∑
n
k=0 ak

k!
θ k+1

.

Theorem 1. Let X ∼ GZD(θ), me =median(X) and µ = E(X). Then me < µ
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Proof. According to the increasingness of F(x) for all x and θ ,

FGZD(me) =
1
2

and

FGZD(µ) = 1−h(θ)
n

∑
k=0

akΓ

(
k+1,θh(θ)∑

n
k=0

ak
θ k+2 (k+1)!

)
θ k+1

Note that 1
2 < F(µ)< 1. It is easy to check that F(me)< F(µ). To this end, we have

me < µ.�.
The coefficients of variation γ , skewness and kurtosis of the GZD have been ob-
tained as

γ =

√
Var(X)

E(X)

skewness =
E(X3)

(Var(X))
3
2

kurtosis =
E(X4)

(Var(X))2 .

4. Estimation of parameter

Let X1, ..., Xn be a random sample of GZD. The ln-likelihood function, ln l(xi;θ) is
given by :

ln l(xi;θ) = n lnh(θ)+
n

∑
i=1

ln

(
m

∑
k=0

akxk
i

)
−θ

n

∑
i=1

xi.

The derivative of ln l(xi;θ) with respect to θ is :

d ln l(xi;θ)

dθ
=

nḣ(θ)
h(θ)

−
n

∑
i=1

xi.

From the Zeghdoudi distribution (2), the method of moments (MoM) and the
maximum likelihood (ML) estimators of the parameter θ are the same and it can be
obtained by solving the following non-linear equation

ḣ(θ)
h(θ)

− x̄ = 0, where ḣ(θ) =
dh(θ)

dθ
(4)
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The equation to be solved is

m

∑
k=0

akk!
θ k ((k+1)− x̄θ) = 0 (5)

Note that we can solve the equation (5) exactly for m ≤ 4 and for m ≥ 5 the
equation (5) is to be solved numerically.

Special cases
For m = 0, we have θ̂MV = 1

x̄

For m = 1, we have θ̂MV = 1
2xa0

(
a0− xa1 +

√
x2a2

1 +a2
0 +6xa0a1

)
For m = 2, θ̂MV is one of the two solutions :{(

−a1+
√

x2a2
2+a2

1−6a0a2+4xa1a2+xa2

)
a0−xa1

,−
(

a1+
√

x2a2
2+a2

1−6a0a2+4xa1a2−xa2

)
a0−xa1

}
For m = 3 and m = 4, we can solve exactly equation (5) using methods such as

Cardan and Ferrari method
For m≥ 5, according to Galois theorem, there is no general method to solve

exactly equation (5).

5. Stochastic orders

Definition 1. Consider two random variables X and Y . Then X is said to be smaller
than Y in the: a) Stochastic order (X ≺s Y ), if FX (t)≥ FY (t), ∀t.
b) Convex order (X ≤cx Y ), if for all convex functions φ and provided expectation
exist, E[φ(X)]≤ E[φ(Y )].
c) Hazard rate order (X ≺hr Y ), if hX (t)≥ hY (t), ∀t.
d) Likelihood ratio order (X ≺lr Y ), if fX (t)

fY (t)
is decreasing in t.

Remark 3 Likelihood ratio order⇒Hazard rate order⇒Stochastic order.
If E[X ] = E[Y ], then Convex order⇔Stochastic order.

Theorem 4. Let Xi ∼ GZD(θi), i = 1,2 be two random variables. If θ1 ≥ θ2, then
X1 ≺lr X2,X1 ≺hr X2,X1 ≺s X2 and X1 ≤cx X2.

Proof. We have

fX1(t)
fX2(t)

=

∑
n
k=0 ak

k!
θ

k+1
2

∑
n
k=0 ak

k!
θ

k+1
1

e−(θ1−θ2)t .

For simplification, we use ln
(

fX1 (t)
fX2 (t)

)
. Now, we can find

d
dt

ln
(

fX1(t)
fX2(t)

)
=−(θ1−θ2)
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To this end, if θ1 ≥ θ2 , we have d
dt ln

(
fX1 (t)
fX2 (t)

)
≤ 0. This means that X1 ≺lr X2. Also,

according to Remark 3 the theorem is proved.

6. Mean Deviations

These are two mean deviation: about the mean and about the median, defined as
MD1 =

∫
∞

0 |x−µ| f (x)dx and MD2 =
∫

∞

0 |x−me| f (x)dx respectively, where µ = E(X)

and me =Median(X). The measures MD1 and MD2 can be computed using the
following simplified formulas

MD1 = 2µF(µ)−2
∫

µ

0
x f (x)dx

MD2 = µ−2
∫ me

0
x f (x)dx

7. Extreme domain of attraction

As to the extreme value stability, the cdf FGZD is in the Gumbel extreme value do-
main of attraction, that is, there exist two sequences (an)n≥0 and (bn)n≥0 of real
numbers such that for any x ∈ R, we have

lim
n→+∞

P
(

Mn−bn

an
≤ x
)
= lim

n→+∞
FGZD (anx+bn)

n = exp(−exp(−x)).

This follows from Formula 1.2.4 in theorem 1.2.1 (De Haan and Ferreira (2006))
since we have

lim
t→∞

1−FGZD(t + x f (t))
1−FGZD(t)

= lim
t→∞

fGZD(t + x f (t))
fGZD(t)

= lim
t→∞

∑
n
k=0 ak (x f (t)+ t)k e(−θ(x f (t)+t))

∑
n
k=0 aktke(−θ t)

= exp(−x),

(such formula is called Γ-variation). Then, FGZD lies in the Gumbel extreme do-
main of attraction. In his case, f (t) = 1

θ
. So, for (as in the invoked theorem)

an = f (F−1
GZD(1−1/n)) = 1

θ
and bn = F−1

GZD(1−1/n), we have

lim
n→+∞

FGZD (anx+bn)
n = exp(−exp(−x))

8. Estimation of the Stress-Strength Parameter

The stress-strength parameter (R) plays an important role in the reliability analysis
as it measures the system performance. Moreover, R provides the probability of
a system failure, the system fails whenever the applied stress is greater than its
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strength, i.e. R = P(X > Y ). Here X ∼ GZD(θ1) denotes the strength of a system
subject to stress Y , and Y ∼ GZD(θ2), X and Y are independent of each other. In
our case, the stress-strength parameter R is given by

R = P(X > Y ) =
∫

∞

0
SX (y) fY (y)dy

=

∫
∞

0 ∑
n
k=0

akΓ(k+1,yθ1)

θ
k+1
1

∑
n
k=0 akyk exp(−θ2y)dy(

∑
n
k=0 ak

k!
θ

k+1
1

)(
∑

n
k=0 ak

k!
θ

k+1
2

)

9. Lorenz curve

The Lorenz curve is often used to characterize income and wealth distributions.
The Lorenz curve for a positive random variable X is defined as the graph of the
ratio

L(F(x)) =
E(X |X ≤ x)F(x)

E(X)

against F(x) with the properties L(p)≤ p,L(0) = 0 and L(1) = 1. If X represents
annual income, L(p) is the proportion of total income that accrues to individuals
having the 100 p% lowest incomes. If all individuals earn the same income then
L(p) = p for all p. The area between the line L(p) = p and the Lorenz curve may be
regarded as a measure of inequality of income, or more generally, of the variability
of X . For the exponential distribution, it is well known that the Lorenz curve is given
by

L(p) = p{p+(1− p)log(1− p)}.

For the GZ distribution in (3),

E(X |X ≤ x)FGZD(x) =
∑

n
k=0

ak
θ k+2 (k+1)!

∑
n
k=0 ak

k!
θ k+1

1−
∑

n
k=0

akΓ(k+1,xθ)

θ k+1

∑
n
k=0 ak

k!
θ k+1



10. Entropies

It is well known that entropy and information can be considered as measures of
uncertainty of probability distribution. However, there are many relationships estab-
lished on the basis of the properties of entropy.

An entropy of a random variable X is a measure of variation of the uncertainty.
Rényi entropy is defined by
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J (γ) =
1

1− γ
log
{∫

f γ (x)dx
}

where γ > 0 and γ 6= 1. For the GZ distribution in (1), note that, for γ integer we
have

∫
f γ

GZD (x)dx =

∫ (
∑

n
k=0 akxk

)γ exp(−θγx)dx(
∑

n
k=0 ak

k!
θ k+1

)γ

=
∑

n
k=0 bk (γ)

∫
xkγ exp(−θγx)dx(

∑
n
k=0 ak

k!
θ k+1

)γ

where,
∫

xkγ exp(−θγx)dx = − 1
θγ(θγ)kγ

Γ(kγ +1,xθγ) and bk (γ) in function the ak

and γ.

Now, the Rényi entropy as given by

J (γ) =
1

1− γ
log


(kγ)!

θγ(θγ)kγ ∑
n
k=0 bk (γ)(

∑
n
k=0 ak

k!
θ k+1

)γ


if γ → ∞, we find Shannon entropy.

11. Zeghdoudi distribution(ZD) and immediate properties

In this section we will introduce a new distribution called Zeghdoudi distribution(ZD)
(see Zeghdoudi and Messadia 2018), which is a member of the new family.

The density function of X  Zeghdoudi distribution is given by:

fZD(x;θ) =

{
θ 3x(1+x)e−θx

θ+2 x,θ > 0
0, otherwise.

We note that ZD distribution is a member of the new family where n = 2,a0 = 0,a1 =

a2 = 1 using formula (1) . Therefore, the mode of ZD is given by

mode(X) = −θ+2+
√

θ 2+4
2θ

for θ > 0

We can find easily the cumulative distribution function(c.d.f) of the ZD :

FZD(x) = 1−
(

θ 2x2 +θ(θ +2)x+θ +2
θ +2

)
e−θx;x > 0,θ > 0
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From the Zeghdoudi distribution, the method of moments (MoM) and the maximum
likelihood (ML) estimators of the parameter θ are the same and can be obtained by
solving the following non-linear equation

3
θ
− 1

θ +2
− x̄ = 0

θ̂M = θ̂ML =

{
1
x̄

(
−x̄+

√
4x̄+ x̄2 +1+1

)}
We can show that the estimator of θ is positively biased.

12. Simulation and Goodness of Fit

12.1. Simulation study

We can see that the equation F(x) = u, where u is an observation from the uni-
form distribution on (0,1), cannot be solved explicitly in x (cannot use lambert W
function in the case k≥ 2), the inversion method for generating random data from
the GZ distribution fails. However, we can use the fact that the GZ distribution is a
mixture of gamma (k,θ) and gamma (k+1,θ) distributions:

fGZD(x;θ) = p(θ) gamma(k,θ)+(1− p(θ))gamma(k+1,θ),0 < p(θ)< 1

In this subsection, we investigate the behaviour of the ML estimators for a finite
sample size (n). A simulation study consisting of the following steps is being carried
out N = 10000 times for selected values of (θ ;n), where θ = 0.01,0.1,0.5,1,3,10 and
n = 10,30,50.

- Generate Ui ∼Uni f orm(0,1), i = 1, ...n.
- Generate Yi ∼ Gamma(k,θ), i = 1, ...n.
- Generate Zi ∼ Gamma(k+1,θ), i = 1, ...n.
- If Ui ≤ p(θ), then set Xi = Yi, otherwise, set Xi = Yi, i = 1, ...n,

average bais(θ) =
1
N

N

∑
i=1

(
θ̂i−θ

)
and the average square error.

MSE (θ) =
1
N

N

∑
i=1

(
θ̂i−θ

)2
, i = 1, ...N.
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12.2. Applications

Example 1
Tables 1 and 2 represent the Data of survival times (in months) of ( 94,91) guinea

individus infected with Ebola virus.

Table 1 Chi-Square Values for Lindley and Zeghdoudi distributions
Survival time m = 3.17 Obs freq LD θ̂ = 0.522 ZD θ̂ = 0.852
[0,2[ 32 38.217 33.252
[2,4[ 35 28.16 32.366
[4,6[ 17 15.089 17.799
[6,8[ 7 7.33 7. 133
[8,10] 3 3.152 2.418
Total 94 94 94
χ2 - 2.9244 0.40020

Table 2 Chi-Square Values for Lindley and Zeghdoudi distributions
Survival time m = 3 Obs freq LD θ̂ = 0.548 ZD θ̂ = 0.896
[0,2[ 35 39.100 34.56
[2,4[ 32 27.390 31.497
[4,6[ 16 13.92 16.206
[6,8[ 6 6.247 5 6.069 7
[8,10] 2 2.618 9 1.921 8
Total 91 91 91
χ2 - 1.616 5 0.01995

Figure 1: Plots of the density function of LD and ZD
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Example 2
Now, we compare one-parameter (Aradhana, Akash, Shanker, Amarendra, De-

vya, Shambhu) distributions see Shanker (2015a, 2015b, 2016a, 2016b, 2016c,
2016d, 2016e) and two-parameter (Gamma, Weibull, Lognormal) distributions with
Zeghdoudi distribution (see tables 3 and 4).

Table 3 Comparison of ZD with one-parameter distributions
Data Distribution θ log-likelihood Kolmogrov-Smirnov

data 1 ZD 1.365 -52.4 0.292
n = 20 Aradhana 1.123 -56.4 0.302
m = 1.9 Akash 1.157 -59.5 0.320
s = 0.704 Shanker 0.804 -59.7 0.315

Amarendra 1.481 -55.64 0.286
Devya 1.842 -54.50 0.268
Shambhu 2.215 -53.9 0.254

Data Distribution θ log-likelihood Kolmogrov-Smirnov

data 2 ZD 0.095 -239.7 0.251
n = 25 Aradhana 0.094 -242.2 0.274
m = 30.811 Akash 0.097 -240.7 0.266
s = 7.253 Shanker 0.063 -252.3 0.326

Amarendra 1.481 -233.41 0.225
Devya 1.842 -227.68 0.193
Shambhu 2.215 -223.40 0.167

Table 4 Comparison of ZD with two-parameter distributions
Data Distribution β θ log-likelihood Kolmogrov-Smirnov

data 3 ZD — 0.107 -58.67 0.081
n = 15 Gamma 1.442 0.052 -64.197 0.102
m = 27.54 Weibull 1.306 0.034 -64.026 0.450
s = 20.06 Lognormal 1.061 2.931 -65.626 0.163
data 4 ZD — 0.0167 -142.32 0.108
n = 25 Gamma 1.794 0.010 -152.371 0.135
m = 178.32 Weibull 1.414 0.005 -152.440 0.697
s = 131.09 Lognormal 0.891 4.880 -154.092 0.155

According to tables 1, 2, 3, 4 and figures 1, 2, we can observe that Zeghdoudi
distribution provide smallest -LL and K-S values as compared to one-parameter
(Aradhana, Akash, Shanker, Amarendra, Devya, Shambhu) distributions, and two-
parameter (Gamma, Weibull, Lognormal), and hence best fits the data among all
the models considered.

13. Conclusions

In this work we propose a one-parameter family GZD. Several properties have
been discussed: moments, cumulants, characteristic function, failure rate function,
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stochastic ordering, the maximum likelihood method and the method of moments.
The LD does not provide enough flexibility for analyzing and modelling different
types of lifetime data and survival analysis. But GZD is flexible, simple and easy to
handle. Two real data sets are analyzed using the new distribution and are com-
pared with five immediate sub-models mentioned above in addition to other distribu-
tions (Lindley, Exponential, Gamma, Weibull, Lognormal distributions). The results
of the comparisons confirm the goodness of fit of GZ distribution. We hope our new
distribution family might attract wider sets of applications in lifetime data reliability
analysis and actuarial sciences. For future studies, we can go more generally by
using p(x;θ). Also, we can explain the derivation of posterior distributions for the
GZ distribution under Linex loss functions and squared error using non-informative
and informative priors (the extension of Jeffreys and Inverted Gamma priors) re-
spectively.

Annexe

Data set 1: represents the lifetime data relating to relief times (in minutes) of
20 patients receiving an analgesic and reported by Gross and Clark (1975, P. 105).
The data are as follows: 1.1, 1.4, 1.3, 1.7, 1.9, 1.8, 1.6, 2.2, 1.7, 2.7, 4.1, 1.8, 1.5,
1.2, 1.4, 3.0, 1.7, 2.3, 1.6, 2.0

Data set 2: is the strength data of glass of the aircraft window reported by Fuller
et al. (1994): 18.83, 20.80, 21.657, 23.03, 23.23, 24.05, 24.321, 25.50, 25.52,
25.80, 26.69, 26.77, 26.78, 27.05, 27.67, 29.90, 31.11, 33.20, 33.73, 33.76, 33.89,
34.76, 35.75, 35.91, 36.98, 37.08, 37.09, 39.58, 44.045, 45.29, 45.381
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CANONICAL CORRELATION ANALYSIS IN THE CASE
OF MULTIVARIATE REPEATED MEASURES DATA

Mirosław Krzyśko1, Wojciech Łukaszonek2,
Waldemar Wołyński3

ABSTRACT

In this paper, we present, in the real example, canonical variables applicable in the
case of multivariate repeated measures data under the following assumptions: (1)
multivariate normality for the vector of observations and (2) Kronecker product struc-
ture of the positive definite covariance matrix. These variables are especially useful
when the number of observations is not large enough to estimate the covariance
matrix, and thus the traditional canonical variables fail. Computational schemes for
maximum likelihood estimates of required parameters are also given.
Key words: canonical correlation analysis, repeated measures data (doubly mul-
tivariate data), Kronecker product covariance structure, maximum likelihood esti-
mates.

1. Introduction

Suppose that we have a sample of n objects characterized by (p + q)-variables
X1, . . . ,Xp,Xp+1, . . . ,Xp+q measured in T different time-points or physical conditions.
Such data are often referred to in the statistical literature as multivariate repeated
data or doubly multivariate data. Analysis of such data is complicated by the ex-
istence of correlation among the measurements of different variables as well as
correlation among measurements taken at different time points. If we take ob-
servations on (p+ q)-variables at T time-points, then these observations can be
represented as xxx1, . . . ,xxxp,xxxp+1, . . . ,xxxp+q, where xxxi are T -vectors. Let Cov(xxxi,xxx j) be
the covariance between the T -vectors xxxi and xxx j. When we choose Cov(xxxi,xxx j) =

(σi jVVV ), i, j = 1 . . . , p, p+ 1, . . . , p+ q, and assume normality, then the distribution of
the (p+q)-random vectors is

vec(xxx1, . . . ,xxxp,xxxp+1, . . . ,xxxp+q)∼ N(p+q)T (µµµ,ΩΩΩ),

where µµµ = vec(µµµ1, . . . ,µµµ p+q).
The covariance matrix ΩΩΩ is positive definite. Its estimate Ω̂ΩΩ is positive definite

with probability 1 if and only if n > (p+q)T (see, e.g., Giri (1996), p. 93).
1Faculty of Mathematics and Computer Science, Adam Mickiewicz University, Poland. Interfaculty In-

stitute of Mathematics and Statistics, The President Stanisław Wojciechowski State University of Applied
Sciences in Kalisz, Poland. E-mail: mkrzysko@amu.edu.pl

2Interfaculty Institute of Mathematics and Statistics, The President Stanisław Wojciechowski State
University of Applied Sciences in Kalisz, Poland. E-mail: w.lukaszonek@g.pl

3Faculty of Mathematics and Computer Science, Adam Mickiewicz University, Poland. E-mail: wolyn-
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Hence, estimation of the parameters µµµ and ΩΩΩ will require a very large sample,
which may not always be feasible. Hence, we assume ΩΩΩ to be of the form:

ΩΩΩ =ΣΣΣ⊗VVV ,

where ΣΣΣ is a (p+q)× (p+q) positive definite matrix and VVV is T ×T positive definite
matrix and ΣΣΣ⊗VVV is the Kronecker product of ΣΣΣ and VVV . In this case the estimates
of the matrices ΣΣΣ and VVV are positive definite with probability 1 if and only if n >

max(p+q,T ).
The matrix ΣΣΣ represents the covariance between all (p+q)-variables on a given

object and for a given time-point. Likewise, VVV represents the covariance between re-
peated measures on a given object and for a given variable. The above covariance
structure is subject to an implicit assumption that for all variables the correlation
structure between repeated measures remains the same, and that covariance be-
tween variables does not depend on time and remains constant for all time-points.

Classification rules in the case of multivariate repeated measures data under
the assumption of multivariate normality for classes and with compound symmetric
correlation structure on the matrix VVV were given by Roy and Khattree (2005). Next,
Roy and Khattree (2008) gave the solution of this problem for the case when the
correlation matrix VVV has the first order autoregressive [AR(1)] structure. Srivastava
and Naik (2008), and McCollum (2010) describe the structure of canonical correla-
tion and canonical variables (Hotelling 1936) based on the variables X1, . . . ,Xp and
Xp+1, . . . ,Xp+q observed at T time-points. Srivastava et al. (2008) found the form of
maximum likelihood estimates of ΣΣΣ and VVV and using these estimates gave the test
of the hypothesis that the covariance matrix ΩΩΩ has the form ΩΩΩ = ΣΣΣ⊗VVV against the
alternative that the covariance matrix is not of Kronecker product structure, when
n > (p+ q)T . Krzyśko and Skorzybut (2009) and Krzyśko et al. (2011) proposed
some new classification rules applicable in the case when no structures whatso-
ever are imposed on ΣΣΣ and VVV except that they are positive definite. Deręgowski
and Krzyśko (2009) constructed principal components for this model. Application of
principal component analysis for the different types of genotypes of blackcurrants is
described in the paper by Krzyśko et al. (2010), while the use of principal compo-
nents to analyse a data set obtained from the experiments with varieties of winter
rye is described in the paper Krzyśko et al. (2014).

The aim of this paper is to examine the relationship between the characteris-
tics of higher education and the quality of life and human capital characteristics
observed in 2002-2014 in each of the 16 Polish provinces. A particular model of
canonical analysis, described in Srivastava and Naik (2008), will be used as a re-
search tool.

In Section 2 we characterize our data set. In Section 3 canonical analysis for
doubly multivariate data, based on results of Srivastava and Naik (2008), and Mc-
Collum (2010), is presented in the case when no structures whatsoever are im-
posed on ΣΣΣ and VVV except that they are positive definite. In Section 4 we present the
computational schemes for maximum likelihood estimates of unknown parameters.
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In Section 5 the analysis results are presented.

2. Characteristics of the data set

The data used are taken from the Local Data Bank (https://bdl.stat.gov.pl). Local
Data Bank is Poland’s largest database containing data with respect to economy,
households, innovation, public finance, society, demographics and the environment.
The analysis relates to 16 Polish provinces (n = 16). On the graphs, the provinces
are denoted by numbers as given in Table 1.

Table 1. Designations of provinces

1 Dolnośląskie 9 Podkarpackie
2 Kujawsko-Pomorskie 10 Podlaskie
3 Lubelskie 11 Pomorskie
4 Lubuskie 12 Śląskie
5 Łódzkie 13 Świętokrzyskie
6 Małopolskie 14 Warmińsko-Mazurskie
7 Mazowieckie 15 Wielkopolskie
8 Opolskie 16 Zachodniopomorskie

The analysed data cover a period of 13 years, from 2002 to 2014 (T = 13). Each
province was characterized by two vectors of features:

XXX1 = (X1, . . . ,X7)
′ characteristics of higher education (p = 7)

X1 – The number of universities per 1 million inhabitants,
X2 – The number of students per 1000 inhabitants,
X3 – The number of university graduates per 1000 inhabitants,
X4 – The number of academic teachers per 1000 inhabitants,
X5 – The number of professors per 100 000 inhabitants,
X6 – The number of post-graduate students per 10 000 inhabitants,
X7 – The number of doctoral students per 10 000 inhabitants,

and

XXX2 = (X8, . . . ,X15)
′ quality of life and human capital characteristics (q = 8)

X8 – Infant mortality rate per 1000 live births,
X9 – Incidence of pulmonary tuberculosis per 100 000 inhabitants,
X10 – GDP per capita,
X11 – The Registered Unemployment Rate,
X12 – The percentage of inhabitants working in industry,
X13 – The percentage of inhabitants with university education,
X14 – The percentage of people learning and further training at the age of 25-69,
X15 – Employed in Research & Development per 1000 inhabitants.
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3. Canonical analysis for doubly multivariate data

Let XXX = (xxx1, . . . ,xxxp,xxxp+1, . . . ,xxxp+q) = (XXX1,XXX2), where XXX1 = (xxx1, . . . ,xxxp) and
XXX2 = (xxxp+1, . . . ,xxxp+q) and let

Var(vec(XXX)) = Var
(

vec(XXX1)

vec(XXX2)

)
=ΩΩΩ =ΣΣΣ⊗VVV

=

[
ΣΣΣ11 ΣΣΣ12

ΣΣΣ21 ΣΣΣ22

]
⊗VVV =

[
ΣΣΣ11⊗VVV ΣΣΣ12⊗VVV
ΣΣΣ21⊗VVV ΣΣΣ22⊗VVV

]
,

where ΣΣΣ11 is p× p matrix.
In this model, the basis of canonical analysis are the eigenvalues and the eigen-

vectors of the matrices AAA=ΣΣΣ
−1
11 ΣΣΣ12ΣΣΣ

−1
22 ΣΣΣ21⊗IIIT and BBB=ΣΣΣ

−1
22 ΣΣΣ21ΣΣΣ

−1
11 ΣΣΣ12⊗IIIT (Srivastava

and Naik, 2008).
One of the main reasons for the use of the Kronecker product is a simple

relationship between the eigenvalues and the eigenvectors AAA and IIIT and AAA⊗ IIIT

(see, e.g., Lancaster and Tismenetsky (1985), p. 412; Ortega (1987), p. 237). If
α1, . . . ,αp are the eigenvalues of AAA and β1, . . . ,βT are the eigenvalues of IIIT , then
eigenvalues of AAA⊗ IIIT are the pT numbers αrβs, r = 1, . . . , p, s = 1, . . . ,T . If uuu is an
eigenvector of AAA corresponding to the eigenvalues α, and www is an eigenvector of IIIT

corresponding to the eigenvalues β , then an eigenvector γγγ of AAA⊗IIIT associated with
αβ is γγγ = uuu⊗www = (uuu1www′,uuu2www′, . . . ,uuupwww′)′.

Eigenvalues of matrix IIIT are identical and equal to one. The corresponding
eigenvectors are of the form:

www j = (0, . . . ,0,1,0, . . . ,0)′,

where the only nonzero element is 1 in the (T + 1− j)th position, j = 1,2, . . . ,T .
Hence, the nonzero eigenvalues ρ2

i of matrix AAA⊗IIIT are equal

α1, . . . ,α1︸ ︷︷ ︸
T times

,α2, . . . ,α2︸ ︷︷ ︸
T times

, . . . ,αk, . . . ,αk︸ ︷︷ ︸
T times

,

where k = rank(ΣΣΣ12)≤min(p,q).
The corresponding eigenvectors are of the form:

γγγ i j = uuui⊗www j, i = 1, . . . ,k, j = 1, . . . ,T.

The lth element of the vector γγγ i j has the form:

γi j,l =

{
uil , if l = i(T +1− j),
0, if l 6= i(T +1− j),

i = 1, . . . ,k, j = 1, . . . ,T , l = 1, . . . , p.
Nonzero values ρ1 ≥ ρ2 ≥ ·· · ≥ ρkT , which are positive square roots of ρ2

1 ≥ ρ2
2 ≥
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· · · ≥ ρ2
kT , are called the canonical correlations. The variables

Ui j = γγγ
′
i j vec(XXX1), i = 1, . . . ,k, j = 1, . . . ,T,

are called the canonical variables in the space XXX1.
Similarly, if ρ2

1 ≥ ρ2
2 ≥ ·· · ≥ ρ2

kT are non-zero eigenvalues of the matrix BBB and ψψψ i j,
i = 1, . . . ,k, j = 1, . . . ,T are the corresponding eigenvectors, then the variables

Vi j =ψψψ
′
i j vec(XXX2), i = 1, . . . ,k, j = 1, . . . ,T,

are called the canonical variables in the space XXX2.
In practice, the matrices ΣΣΣ and VVV are replaced by their estimators.

4. Maximum likelihood estimators of µµµ, ΣΣΣ, and VVV

We will use a different estimation method from the method used in Srivastava
and Naik (2008), namely we will select the estimators obtained in Srivastava et
al. (2008). For estimating the unknown parameters µµµ, ΣΣΣ, and VVV we require n ob-
servations on the T × (p+q)-matrix (xxx1, . . . ,xxxp,xxxp+1, . . . ,xxxp+q). These n observation
matrices will be denoted by

XXX j = (xxx1 j, . . . ,xxxp j,xxxp+1, j, . . . ,xxxp+q, j), j = 1, . . . ,n.

Let

X̄XX =
1
n

n

∑
j=1

XXX j, XXX j,c =XXX j− X̄XX , j = 1, . . . ,n.

We consider a model, denoted by I, described as follows: all observations XXX j

are independent and vec(XXX j)∼N(p+q)T (µµµ,ΣΣΣ⊗VVV ), where ΣΣΣ is (p+q)×(p+q) positive
definite covariance matrix and VVV is T × T positive definite covariance matrix, j =
1, . . . ,n, n > max(p+q,T ). The maximum likelihood estimation equations are of the
form (Srivastava et al. 2008):

µ̂µµ = vec(X̄XX) (1)

Σ̂ΣΣ =
1

nT

n

∑
j=1

XXX ′j,cV̂VV
−1

XXX j,c, (2)

V̂VV =
1

n(p+q)

n

∑
j=1

XXX j,cΣ̂ΣΣ
−1

XXX ′j,c. (3)

In this case no explicit maximum likelihood estimates (MLEs) of ΣΣΣ and VVV are avail-
able. The MLEs of ΣΣΣ and VVV are obtained by solving simultaneously and iteratively
the equations (2) and (3). This is the so-called "flip-flop" algorithm.
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In this model (model I), if n > max(p+ q,T ) then the maximum likelihood esti-
mation equations given by (2) and (3) will always converge to the unique maximum
(Srivastava et al. 2008).

The following iterative steps are suggested to obtain the maximum likelihood
estimates of ΣΣΣ and VVV .
Step 1. Get the initial covariance matrix VVV in the form

V̂VV =
1

n(p+q)

n

∑
j=1

(XXX j− X̄XX)(XXX j− X̄XX)′. (4)

Step 2. On the basis of the initial covariance matrix V̂VV compute the matrix Σ̂ΣΣ given
by (2).
Step 3. Compute the matrix V̂VV from equation (3) using the matrix Σ̂ΣΣ obtained in Step
2.
Step 4. Repeat Steps 2 and 3 until convergence is attained. We have selected the
following stopping rule. Compute two matrices: (a) a matrix of difference between
two successive solutions of Σ̂ΣΣ, and (b) a matrix of difference between two successive
solutions of V̂VV . Continue the iteration procedure until the maxima of the absolute
values of the elements of the matrices in (a) and (b) are smaller than the pre-
specified quantities.

As noted in the literature (see, e.g., Galecki (1994); Naik and Rao (2001)), since

(cΣΣΣ)⊗ (c−1VVV ) =ΣΣΣ⊗VVV ,

all the parameters of ΣΣΣ and VVV are not defined uniquely. But in our case, estimation
of the parameters µµµ, ΣΣΣ and VVV is not an aim in itself.

The resulting estimates are used to construction the canonical variables. Canon-
ical variables considered in this paper are functions of Σ̂ΣΣ⊗V̂VV , instead of Σ̂ΣΣ and V̂VV
separately, and hence only Σ̂ΣΣ⊗V̂VV needs to be unique under the model (I) with ΣΣΣ > 0
and VVV > 0.

5. Analysis results

We are interested in the relationship between the vectors XXX1 and XXX2. We build
estimators of the matrices ΣΣΣ11, ΣΣΣ22 and ΣΣΣ12, and we then find the non-zero eigen-
values α̂k and corresponding eigenvectors ûuuk of the matrix ÂAA = Σ̂ΣΣ

−1
11 Σ̂ΣΣ12Σ̂ΣΣ

−1
22 Σ̂ΣΣ21, and

the non-zero eigenvalues α̂k and corresponding eigenvectors v̂vvk of the matrix B̂BB =

Σ̂ΣΣ
−1
22 Σ̂ΣΣ21Σ̂ΣΣ

−1
11 Σ̂ΣΣ12, where Σ̂ΣΣ21 = Σ̂ΣΣ

′
12, k = 1, . . . ,7 = min(p,q).

The non-zero eigenvalues α̂k are shown in Figure 1.
The characteristics of higher education and quality of life and human capital

characteristics are moderately correlated with the canonical correlation coefficient
ρ̂1 = 0.38.

Eigenvectors ûuuk of the matrix ÂAA are shown in Table 2, and eigenvectors v̂vvk of the
matrix B̂BB are shown in Table 3.
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Figure 1: The non-zero eigenvalues α̂k

Table 2. Eigenvectors ûuuk of the matrix ÂAA

ûuu1 ûuu2 ûuu3 ûuu4 ûuu5 ûuu6 ûuu7

1 -0.0703 0.0564 -0.0274 0.0037 0.1379 -0.0045 -0.0086
2 -0.0159 0.0451 0.0054 -0.0045 -0.0140 -0.0130 0.0055
3 -0.0015 -0.1640 0.0371 0.0010 0.0312 -0.0068 0.0044
4 0.1027 0.1848 0.3343 0.4695 -0.4270 -0.0586 -0.1198
5 -0.6819 -0.9531 -0.7931 -0.8710 0.8034 0.9929 0.9859
6 -0.0857 -0.1140 -0.0884 0.0079 -0.0762 -0.0032 -0.0082
7 -0.7155 0.1108 0.4992 -0.1446 -0.3825 0.1021 -0.1163

Table 3. Eigenvectors v̂vvk of the matrix B̂BB

v̂vv1 v̂vv2 v̂vv3 v̂vv4 v̂vv5 v̂vv6 v̂vv7

1 -0.5126 -0.2076 0.1924 0.1080 0.2955 0.3694 0.2669
2 -0.0164 0.0178 0.0785 -0.0231 0.1125 -0.0218 0.1561
3 0.0008 0.0002 0.0004 -0.0004 0.0001 0.0002 0.0001
4 -0.4536 0.4884 0.3444 -0.5500 -0.4824 0.3384 -0.3656
5 0.0428 -0.2987 -0.1727 -0.2816 -0.2534 0.0425 0.3910
6 -0.0445 -0.7583 0.2534 -0.2278 0.1240 -0.1116 -0.7477
7 0.5255 0.2089 -0.7506 0.2628 0.4246 0.8400 -0.1666
8 0.5013 -0.1010 0.4252 0.6964 -0.6383 0.1696 0.1762

Eigenvalues of matrix III13 are identical and equal to one. The corresponding
eigenvectors are of the form www j = (0, . . . ,1, . . . ,0)′, where the only non-zero element
is the number 1 in the (14− j)th position, j = 1, . . . ,13.
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Hence, the eigenvalues of matrix ÂAA⊗III13 are equal

ρ̂
2
1 , . . . , ρ̂

2
1︸ ︷︷ ︸

13 times

, ρ̂2
2 , . . . , ρ̂

2
2︸ ︷︷ ︸

13 times

, . . . , ρ̂2
7 , . . . , ρ̂

2
7︸ ︷︷ ︸

13 times

.

The corresponding eigenvectors are of the form:

γ̂γγ i j = ûuui⊗www j, i = 1, . . . ,7, j = 1, . . . ,13.

The lth element of the vector γ̂γγ i j has the form:

γ̂i j,l =

{
ûil , if l = i(14− j),
0, if l 6= i(14− j),

i = 1, . . . ,7, j = 1, . . . ,13, l = 1, . . . ,7.
Replacing the vectors ûuui by v̂vvi we obtain similar results for the matrix B̂BB⊗III13.
If we choose the system (U1,13,V1,13), then the location of the various provinces

in this system include data from 2002 (see Fig. 2). If, however, we choose the
system (U11,V11), then the location of the various provinces in this system includes
data from 2014 (see Fig. 3). It results from the vectors γγγ1 j and ψψψ1 j, j = 1, . . . ,T .
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Figure 2: The location of the various provinces in 2002
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For example
γγγ11 = (0, . . . ,u11,0, . . . ,u12, . . . ,0, . . . ,u17)

′,

and
γγγ1,13 = (u11, . . . ,0, . . . ,u12, . . . ,0, . . . ,u17, . . . ,0)′.

Note that all of these systems of canonical variables correspond to the same
value of the canonical correlation coefficient ρ̂1 = 0.38.

In Fig. 2, on the one hand, one can see provinces with bad (low) values of
characteristics of higher education and bad (low) values of quality of life and human
capital characteristics such as Lubuskie (4), Podkarpackie (9) and Opolskie (8),
and on the other hand, one can see provinces with high values of characteristics
of higher education and good (high) values of quality of life and human capital
characteristics such as Mazowieckie (7), Małopolskie (6), and Dolnośląskie (1).
The absolute leader is Mazowieckie (7) province. Comparing 2014 to 2002 in Fig.
3, a change in the location of some provinces can be observed. For example,
Opolskie (8) and Pomorskie (11) provinces improved their position, but the position
of Zachodniopomorskie (16) and Warmińsko-Mazurskie (14) deteriorated.

During the calculations we used R (R Core Team (2017)) software. The R
source code is available on request at the third co-author.
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Figure 3: The location of the various provinces in 2014
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SEARCHING FOR CAUSES
OF NECROTISING ENTEROCOLITIS.

AN APPLICATION OF PROPENSITY MATCHING

Nicholas T. Longford1

ABSTRACT

Necrotising enterocolitis (NEC) is a disease of the gastrointestinal tract afflicting
preterm-born infants in the first few weeks of their lives. We estimate the effect of
changing the feeding regimen of infants in their first 14 postnatal days by analysing
the data from the UK National Neonatal Research Database. We avoid some prob-
lems with drawing causal inferences from observational data by reducing the anal-
ysis to the infants who spent the first 14 postnatal days (or longer) in neonatal care
and for whom NEC was not suspected in this period. This reduction enables us to
use summaries of the feeding regimen in this period as background variables in a
potential outcomes framework. Large size of the cohort is a distinct advantage of
our study. Its results inform the design of a randomised clinical trial for preventing
NEC, and the choice of its active treatment(s) in particular.

Key words: causal analysis, National Neonatal Research Database, necrotising
enterocolitis, potential outcomes framework, preterm birth, propensity matching.

1. Introduction

Necrotising enterocolitis (NEC) is a gastrointestinal disease that afflicts mainly pre-
term-born infants with low birthweight (Neu and Walker, 2011; Patel and Shah,
2012). The aetiology of the disease is poorly understood because preterm births
are infrequent (about 10% of all births, World Health Organization, 2011) and the
disease is rare even in the highest-risk subpopulation of extreme preterm-born in-
fants (incidence up to 10%). Clinical trials on newborns are difficult to design,
organise and have them approved because they involve high ethical costs and
standards. Difficulties in recruitment are also frequently encountered. A variety
of concerns has to be addressed in the treatment of preterm-born neonates in the
first few weeks of their lives, and involving them in a clinical trial is in most cases
an unwelcome distraction to both parents and the clinical staff providing neonatal
care.

The design of a randomised clinical trial (RCT) in such a vulnerable popula-
tion has to draw on the information available in all the relevant sources, so as to
maximise the chances of an unequivocal result that would be easy to interpret
and implement in future practice, while requiring as small a sample as possible

1Imperial College London. Great Britain. E-mail: n.longford@imperial.ac.uk
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and being least invasive or disruptive in the normal course of providing (intensive)
care. Departures from the study protocol are likely as medical staff and parents
constantly reassess the appropriateness of the treatment prescribed by the study
protocol and, unhesitatingly abandon its strictures if the protocol appears to be in
conflict with the (perceived) wellbeing of the infant.

We study the effects of early feeding exposures on NEC using the data from the
UK National Neonatal Research Database (NNRD) in 2012 and 2013, originating
from 162 neonatal units organised in 23 networks. The principal difficulty in such an
analysis is the observational nature of the data, generated without applying any ex-
perimental control, and collected not for the purpose of our analysis. The treatment
variables we consider are derived from the feeding regimen in the first few postnatal
days of the infants detained in neonatal care units. The regimen, prescribed for an
infant by a neonatal consultant or dietician, is informed by frequent observations of
the infant, and can in no way be regarded as being assigned at random. In contrast,
the regimen would be randomised in a RCT.

The importance of the feeding regimen in the first few weeks of an infant’s life
is beyond any contention. Early feeding exposures are likely to alter the micro-
biome (the microbial composition) of an infant’s gut and influence the susceptibility
to NEC (Neu, 2015). The feeding regimen is a key modifiable risk factor for NEC
and it is paramount that feeding guidelines be based on relevant evidence and be
congruous with contemporary clinical practice. For other elements of care, such as
hygiene, ambient temperature and lighting, there are generally accepted standards.
International recommendations (Arslanoglu et al., 2013; American Academy of Pe-
diatry, 2012; World Health Organization, 2011) endorse the use of human donor
milk (HDM) in preterm-born infants when maternal breast milk (MBM) is not avail-
able. However, these recommendations are based on weak evidence, predom-
inantly from trials conducted prior to the routine use of multi-component bovine
milk-derived human milk fortifiers, which are now accepted as standard clinical
practice (Quigley and McGuire, 2014). Only one of the six trials included in the
meta-analysis of Schanler et al. (2005) investigated the effect of nutrient-fortified
donor milk given as a supplement to MBM. Interest has been also growing in the
exclusive human-milk diet which includes human rather than bovine-derived fortifier
(Sullivan et al., 2010).

Adequately powered RCTs would establish whether nutrient-fortified HDM is a
better supplement to MBM than preterm formula milk, and whether human milk-
derived or bovine-derived fortifier has lower risk of NEC. Their results could form
the basis for comprehensive guidelines. Observational population-based studies
are an alternative to RCT. Their advantages include readily available timely data at
a relatively low cost. Their drawback is the necessity to record background vari-
ables, control for them in the analysis, and the uncertainty as to whether this list
of variables is complete — whether they render the treatment assignment (feed-
ing regimen) ignorable in the sense of Rubin (1976). In contrast, analysis of RCT
is simple, but only when the study protocol is complied with fully and the studied
population is well represented in the study.
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Quigley and McGuire (2014) reviewed nine randomised trials for comparing the
effects on preterm and low birthweight infants of HDM and formula as supplements
to MBM. The total of their sample sizes was only 1070. For the inferences we seek,
comparing two small proportions, we would need far greater sample sizes. NNRD
in 2012 – 13 contains records of over 14 000 infants with gestational age at birth
(GA) of up to 28 (completed) weeks. This sample size is reduced by two criteria,
being detained in a neonatal unit for at least the first 14 postnatal days and not being
under suspicion of having NEC during these 14 days, to just under 12 000 infants,
from which two matched treatment groups of around 3 000 infants are formed by
propensity matching.

The variables in NNRD can be classified as holding information about

• the mother (her age, previous pregnancies, smoking habit, health status, and
the like);

• the birth (mode of delivery, birthweight, GA, fetus order, and the like); and

• the daily feeding regimen, indicating the following types of nutrition (or their
absence): parenteral nutrition, MBM, HDM, formulas, fortifiers, and no feeding
by mouth.

Further, it includes a dichotomous variable that indicates whether NEC is sus-
pected. This variable is also recorded daily, and the assessment is in general not
made by the same consultant in a sequence of a few days. The assessment is
not straightforward and differences in opinion and judgement of consultants are
likely, although they cannot be observed because only one assessment is made
and recorded every day. Similar databases are maintained in other countries, but
collection of daily data is a unique feature of NNRD.

The feeding regimen is chosen in response to several concerns, of which NEC
is not always the foremost. The amount of food intake is set, rising gradually from
40ml in the first few days of the infant’s life to 150ml per kilogram of body mass
(weight). This daily amount may be composed of several types of nutrition. For
instance, if the volume of MBM is not sufficient it may be supplemented by HDM or
formulas.

Suspicion of NEC naturally influences the feeding regimen which, together with
medication, is the principal set of options for responding to the concern. At the same
time, any meaningful analysis of treatments (possible interventions) for NEC has to
use covariates derived from the feeding regimen. The purpose of such an analysis
would be to propose a change or adaptation of the regimen that would reduce the
risk of developing NEC. Standard methods for relating the outcome y (incidence of
NEC) to the values of the explanatory variables x would fail if the values of x were
set in response to the anticipated values of y. Autonomy in how the values of x are
set is a key assumption of most models and methods for relating y, or its conditional
expectation f (x) = E(y |x), to x. Adjusting for the lack of autonomy is feasible only
when the process of setting x, described by E(y |x), is known or can be inferred
with some confidence. Such information is scant because we are not privy to the
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decision process involved — the clinical judgement and balancing of a whole array
of concerns about the survival and wellbeing of the infant.

The suspicion of NEC is not an accurate indicator of developing NEC in the
future. Many more infants are suspected to have NEC (in the first 14 days) than
the actual number of cases identified later. Instances of isolated days on which
NEC is suspected are an indication of either disagreement or inconsistency in the
assessments. At the same time, many future cases of NEC are not suspected until
its unambiguous symptoms are observed.

There is no consensus in the literature on the mechanisms by which feeding in-
fluences NEC, although some limited insights are widely shared. On the one hand,
nutrients are essential for the preterm born infant. Feeding, and breastfeeding in
particular, is the obvious way to provide them. On the other hand, processing the
feed introduces stress on the immature gastrointestinal tract. The balance of these
two considerations remains a fine art in neonatal care. Failure to maintain it, and
match it to the state of the infant, is a likely risk factor.

Just as different consultants may disagree with one another about NEC, alter-
nating consultants may introduce more changes in the daily feeding regimen than
if one person were in control. Even though the options for feeding the infants are
limited (MBM when available, HDM, formulas, and their combinations), variation in
the patterns of feeding in the 23 neonatal networks in England is so wide that the
policies followed are unlikely to be equally effective.

Even among the extreme preterm-born infants, with GA of 27 weeks or earlier,
NEC is a rare condition, but the mortality among the affected is high, and the time
between the onset of symptoms of the disease and death is often too short for an
effective surgical intervention. The diagnosis is not always clinical. An infant may
have the disease without being diagnosed or detected, and may be cured while
being treated for a different indication. Thus, the assessment of the quality of the
‘suspicion’ is itself problematic.

The database from which we extract data for the analysis is described in Section
2. In Section 3, we describe the potential outcomes framework (Holland, 1986;
Imbens and Rubin, 2015), also known as Rubin’s causal model, and discuss its
advantages over some established alternatives for the analysis of causes of NEC.
The target of an analysis in this framework is the same as in a (hypothetical) clinical
trial for comparing two treatments:

How would the outcomes of a group of patients who received one treat-
ment change on average if they had received the other treatment?

In the framework a subset of each treatment group is selected so that the sub-
sets are tightly matched (balanced) on all the background variables, as they would
be in a study with the treatments allocated at random. The details of how these
matched groups are selected are given in Section 4. The outcomes of these sub-
sets are then compared straightforwardly, by a method that would be applied in a
randomised study. This general approach can be described as post-observational
design. Of course, background variables that are not observed remain as potential
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confounders. Our only protection against this is that the list of background variables
recorded in NNRD is quite comprehensive.

Section 5 applies the potential outcomes framework to the data from NNRD.
Section 6 discusses the results and how they might inform a randomised clinical
trial, by the choice of the alternative treatments in it, and by other elements of the
design.

The feeding regimen in the first two postnatal weeks is an important source
of background variables, because the feed taken is the first suspect in any gas-
trointestinal disease. However, the regimen is disqualified as background by the
suspicion of NEC because it causes the neonatal consultant to alter the feeding
regimen. After all, that is an important means of treating the infant. We resolve
this problem by excluding from the analysis all the infants who were suspected to
have NEC or to develop it in their first 14 postnatal days. For the retained infants,
the feeding regimen is suitable for defining background variables. The choice of 14
days is a compromise. On the one hand, we prefer to have more extensive back-
ground (more days); on the other, the number of infants who fall under suspicion of
having NEC increases as more days are considered, and then we would lose more
cases.

The outcome variable is defined as a positive diagnosis of NEC, made either
at a surgery (laparotomy) or determined as the cause of death (after postnatal day
14). An established alternative, called the Vermont-Oxford Network criterion, based
on radiological and clinical observations of the infant, is derived from the Bell’s stag-
ing criteria (Bell et al., 1978; Kliegman and Walsh, 1987), but these signs are not
recorded in the database. The criterion defines a dichotomous variable that is in
general more liberal than our definition. Battersby et al. (2017a) present a pro-
posal based on essentially the same observations as the Vermont-Oxford Network
criterion but also incorporating GA.

The results of this study are presented and their implications discussed by Bat-
tersby et al. (2017b) for a clinical (medical) audience. This paper focuses on the
statistical and computational aspects. The method applied is not new, but novel is
its application in neonatology.

From the original population of 14 666 infants we excluded 353 infants whose
records were not released to us for logistic reasons and 88 infants with empty
records. From the remaining 14 225 infants, which include 441 cases of NEC, we
excluded 1402 infants (9.9%) who were released from care in a neonatal unit (or
died) prior to their 14th postnatal day. In the remainder (12 823 infants) there are
278 cases of NEC; of these, 58 fell under suspicion on at least one of the 14 days.
Of the non-cases, 826 infants were suspected on at least one day. Thus, the rate
of NEC among all the infants we consider is (278/12 823 =) 2.2%, and among those
retained for the analysis it is (220/11 939 =) 1.8%. The feeding regimen can be
regarded as background for these infants.

For orientation, Table 1 displays the numbers of cases and non-cases within the
groups defined by GA in completed weeks. It shows that the rate of NEC is higher
in extreme-preterm born infants (GA up to 26 weeks), but more cases occur among
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Table 1: Cases of NEC within gestational age groups (weeks) in NNRD; 2012 – 13.

Gestational age group (weeks)

22 23 24 25 26 27 28 29 30 31 All

All infants (available data)
No NEC 11 300 643 770 1005 1303 1677 2036 2555 3484 13 784
NEC 0 34 85 75 63 53 67 20 25 19 441
% NEC 0.0 10.2 11.7 8.9 5.9 3.9 3.8 1.0 1.0 0.5 3.1

All infants in neonatal units at the age of 14 days
No NEC 6 173 487 637 889 1171 1513 1916 2437 3316 12 545
NEC 0 22 57 49 44 31 47 13 11 4 278
% NEC 0.0 11.3 10.5 7.1 4.7 2.6 3.0 0.7 0.4 0.1 2.2

Infants in the analysis
No NEC 6 156 439 573 795 1079 1391 1778 2312 3190 11 719
NEC 0 16 44 41 37 27 32 10 9 4 220
% NEC 0.0 9.3 9.1 6.7 4.4 2.4 2.2 0.6 0.4 0.1 1.8

the medium-preterm born (at 27 – 29 weeks), who are more numerous.

2. Data

The NNRD database contains information at two levels, related to infants, their
mothers and the births (B-data), and summarising the care provided on each day
when the infant concerned was detained in a neonatal unit (D-data).

The variables in the B-dataset that we consider in the analysis are summarised
in Table 2. A few variables related to the outcome of the stay in a neonatal unit are
added. The birthweight z-score is defined by relating the birthweight to the distribu-
tion of birthweights within the GA group defined in completed weeks (integers). Let
b be the birthweight of an infant born in GA week w, mw the mean of the birthweights
within this GA group, and sw the standard deviation of these birthweights. Then the
z-score is defined as (b−mw)/sw .

A non-trivial number of values is missing for the background variables ‘Previous
pregnancies’ and ‘Smoking in pregnancy’. We define a dichotomous (0/1) variable
that indicates nonresponse for them, and regard nonresponse as a separate cat-
egory. For four mothers with unknown ages, the ages are recoded to 30 (years).
Also, the age is truncated to be between 14 and 45 years. For a small number of
mothers, the recorded age is outside this range, and we believe it is incorrect.
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Table 2: Background variables defined for infants.

Variable Values Mean Median Percent Missing
values

Mother
Mothers’ age (years) 14 – 45 30.35 31 — 4
— converted from year of birth; missing values are recoded to 30
Ethnicity 0/1 — — 32.1 0
— 0: White; 1: other
Previous pregnancies 0 – 15 1.30 0 — 2204
— number of previous pregnancies; missing/available defined as a dichotomous variable
Steroids taken 0/1 — — 10.4 0
Smoking in pregnancy 0/1/M — — 69.4; 17.6; 13.0 1555
— values 0: No; 1: Yes; M: missing
Antibiotics taken by mother 0/1 — — 25.2 0
— values 0: No; 1: Yes

The newborn
Month of the birth 1 – 24 12.40 12 — 0
— integer values from 1: January 2012 to 24: December 2013
Gestational age (weeks) 22.43 – 31.86 29.16 29.71 — 0
— values converted from number of days
Birthweight (kg) 0.14 – 3.17 1.24 1.25 — 0

Birthweight z-score −5.10 to 4.58 0.01 0.09 — 0
— the standardised birthweight within gestational age group
Mode of delivery 1, 2, 3 — — 38.9; 5.9; 55.2 0
— 1: vaginal delivery; 2: elected (planned) Caesarean section; 3: emergency
Caesarean section
Gender 1/2 — — 45.4 6
— values: 1: boy; 2: girl; missing gender recoded at random
Fetus number 1 – 5 1.30 1 — 1
— relevant for multiple births only; 1 for single births; missing value recoded to 1
Pyrexia 0/1 — — 4.9 0
— values 0: No; 1: Yes

APGAR1 1 – 10 5.68 6 — 0
— APGAR score 1 minute after birth; integers

Outcomes
Severe NEC 0/1 — — 1.8 0
— whether diagnosed with NEC: 0: no; 1: yes
Discharge outcome 1, 2, 3 — — 92.4; 3.8; 3.8 0
— 1: release (home); 2: move to another care unit; 3: death
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2.1. Feeding regimen

The variables in D-data relate to the feeding regimen and the suspicion of NEC. We
work with these variables for the first 14 postnatal days, and organise their values
in strings of length 14, with a code for each day. The code is 0 for absence of the
particular type or mode of feeding, and 1 for its presence. The mode includes also
no nutrition provided by mouth (Nbms), coded as 0 if some food is given, and 1 if
none is given. Suspicion of NEC is coded as 0 (not made) and 1 (made). Missing
values are represented by the code 9.

Recorded is for each day whether the newborn received parenteral nutrition,
formulas, fortifiers, MBM, HDM, and whether it was not fed by mouth at all. Formu-
las include any formula milk, not distinguishing among its types and varieties. The
record is (multivariate) dichotomous (Y/N), with a fair number of missing values.
The missing values arise not only as deficiencies in data collection; infants may
leave the care unit for procedures at a different hospital, return to the care unit after
a brief spell at home, and the like.

The missing data have a simple pattern. Daily records for parenteral nutrition
are missing in 144 records (out of 11939× 14 = 167146 records), 97 of them from
a single network. Six networks have no missing items and 12 others have only
one or two missing items each. The quintets of entries for MBM, HDM, Nbms, for-
mulas and fortifiers are either all recorded or all missing. There are 5647 missing
quintets (3.4%). The rates of missing values within the networks range from 1.3%
to 5.8%, except for one network with 8.0%. The frequency of missing entries de-
creases from the first postnatal day (1419 entries, 25.1%) to the 14th (164, 2.9%).
We note that the first day of life is the day of birth, and so its records are for a vari-
able period shorter than 24 hours. For parenteral nutrition the missing entries are
distributed fairly uniformly across the days (5 – 15 entries per day). The other four
D-variables, fed, antibiotics, central line and Pda (patent ductus arteriosus) medi-
cation, are recorded with no entries missing. On a typical day, 3.6% of infants have
incomplete records (one of the ten entries is not recorded), but 13.1% of the 14-digit
strings have a missing entry. Over the 14 days, 29.1% of the infants have at least
one missing entry.

We store the daily values for a variable (a mode of feeding) as a sequence
(string) of 14 digits. An example of such a sequence is

00011119911111 . (1)

For such sequences, we define the following summaries. The onset of a mode of
feeding is defined as the day from which on the mode is applied every single day
until day 14. The onset is set to 15 if the mode is not applied on day 14.

The offset of a mode is defined as the day before the first day on which the
mode is not applied. The value of the offset is set to zero if the mode is not applied
on day 1. A mode is said to be present in a sequence of days if it is applied on at
least one day of the sequence. A mode is said to be in a majority if it is applied on
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more than half of the days; that is, on at least eight of the 14 days.

2.2. Imputation for missing values

Values are imputed for missing entries when there is little or no ambiguity about
the missing value. A missing entry (variable-day record for an infant) is said to be
isolated if there is a valid entry for the variable and infant on both the previous and
the next day. For example, the second and third missing entries in the sequence
9001901 1191100, on days 5 and 10, are isolated because there are valid entries
for days 4, 6, 9 and 11. The first missing entry, on day 1, is not isolated because it
does not have a precedent. We impute for an isolated missing entry the value of its
two neighbours if they are identical. That is, we change all substrings 090 to 000
and all substrings 191 to 111; substrings 091 and 190 are left unchanged. In the
example, we impute value 1 for day 10, but do not impute for days 1 or 5, so the
(partially) completed sequence is 9001901 1111100. Table 9 in the Appendix gives
details of the imputations for isolated missing values.

Two consecutive missing entries are said to be an isolated pair if they are pre-
ceded by at least two valid entries and are also followed by two valid entries. In the
example in (1), the two missing items are an isolated pair. We impute for an iso-
lated pair the preceding and following pair of items if all four items coincide. That is,
substrings 009900 and 119911 are changed to 000000 and 111111, respectively.
Application to the string in (1) yields the (completed) sequence 0001111 1111111.
Table 10 displays information about the sequences and imputations for them in a
format similar to Table 9. There are 1008 isolated pairs, far fewer than isolated sin-
gle entries, and imputations are performed for 687 pairs in 679 14-digit sequences.
They involve 179 infants. The imputations are performed first for isolated missing
items, and then for isolated pairs. The neighbours of an isolated pair may be al-
tered by imputation for an isolated missing item, so the order of imputation is not
innocuous.

Isolated triplets and quadruplets of missing items are defined similarly to pairs.
There are 69 isolated triplets, 34 of them occurring on days 2 – 4 or 3 – 5, so no
valid entries could be imputed for them. There are only 14 isolated quadruplets,
eight of them occurring entirely within the first week. We have not imputed any
values for the isolated triplets of quadruplets. Values that remain missing after the
imputations are treated as a barrier to offset and onset. For the presence and
majority, only positive entries are counted; missing values are treated as negative.

Table 3 lists the variables defined for presence and majority. They are supple-
mented by variables that indicate the presence in the first two days (48 hours) of the
infant’s life. Bovine products comprise formulas and fortifiers. For their presence,
the presence of one kind is sufficient. Thirteen values are missing for the variables
related to the first 48 hours; negatives are imputed for all of them.

The variables defined with offset and onset are summarised by their histograms
in Figure 1. The diagram shows that 2066 infants in the analysis (17.3%) did not
receive MBM on day 14 (their onset is on day 15). Some of them may have received
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Table 3: Dichotomous variables for summarising the feeding regimen.

Percent

Variable All
(12 823)

No suspicion∗

(11 939)

Presence
Parenteral nutrition 78.31 76.93
No feeding by mouth 84.08 82.98
Formulas 40.84 42.36
Fortifiers 10.96 11.58
Antibiotics 31.20 31.21
Central line 74.78 73.20
Pda medication 2.00 1.79
Bovine products 47.45 49.33

Majority
Parenteral nutrition 51.20 48.69
No feeding by mouth 6.01 3.95
Formulas 17.18 18.22
Fortifiers 0.23 0.25
Breast feeding 77.15 79.79

First 48 hours
Fed at all 43.39 44.27
No feeding by mouth 30.41 30.89
Donor breast milk 6.60 6.77

Note: ∗ — believed to be free of NEC throughout the first 14 days.

MBM on some of the days 1 – 13, but the sequence of ones, if any, was interrupted
on (at least) day 14. Exclusions due to suspicion of NEC in the first two weeks are
concentrated in this category (361 infants, 40.8% of the exclusions) and they are
very rare among infants with an early onset of MBM. This observation cannot be
interpreted as a support for the generally adopted view that MBM is the best diet
for a newborn.

The middle panel shows that parenteral nutrition is provided to many infants on
the first day, but not on the second (offset of one day). No feeding by mouth (bottom
panel) is applied for the first or the first two days to (2893+3712=) 6605 infants in
the analysis (55.3%), but 266 infants in the analysis are not fed by mouth for the
first six days (their offset is 7 days or greater).

3. Potential outcomes framework

In the potential outcomes framework, we consider a treatment variable, usually a
dichotomy, such as the presence of a mode of feeding, and an outcome variable,
in our case a positive diagnosis of NEC at any point after the first 14 postnatal
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Figure 1: Distribution of the offset and onset variables. The counts of infants in the
categories of each variable are given at the top, printed in black for the infants who
spent the first 14 days in a neonatal unit and for whom NEC was not suspected on
any of these 14 days. Grey colour is used for infants excluded from the analysis
because NEC was suspected on at least one of the first 14 days.
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days. We are interested in the effect of the treatment variable on the outcome. The
effect is defined in a particular perspective (setting) in which the treatment can be
manipulated. That is, even though an infant received one treatment, it could have
received the other treatment instead. This is an essential property of any treatment
we consider, because the desired result of the analysis is a proposal for altering the
process of selecting a treatment for each infant. One possible result is that all the
infants should be assigned to one (specified) treatment.

No infant can be subjected to more than one treatment. If one treatment is
applied, then the outcome with the other treatment on the same infant cannot be
established because the infant has been irrevocably altered by the first treatment.
Neither can the passage of time be reversed when the treatment is related to a
particular age (in days) of the infant. As an aside we note the difficulties that arise
in the design and implementation of crossover trials (Jones and Kenward, 1989),
which assume that each unit (subject) can be restored to the state prior to applying
the first treatment.

The outcome variable has the property of increasing reward. That is, its higher
values are more desirable. Equivalently, lower values may be more desirable; by
multiplying a variable by a negative constant we do not alter its suitability for being
an outcome variable, although we have to alter the associated values of what we
regard as more desirable.

A variable is said to be background if its value for an infant (an observational
unit) would not be altered if a treatment different from the one applied were used.
Variables defined prior to considering which treatment to apply are prima facie back-
ground. Contention as to whether a variable is background or not can be resolved
by a careful elucidation of the perspective in which manipulation of the treatment is
considered.

Since NNRD is our sole data source, we are not at liberty to specify background
variables for the analysis, except by transformations and recoding of the variables
recorded in NNRD. In principle, all available variables that qualify as background
should be included in propensity matching. Matching on a wider set of background
variables makes the analysis more credible; ideally, good match should be achieved
on all background variables, including those not observed, irrespective of how im-
portant they are for predicting the outcome.

Even though the outcome can be observed for at most one treatment, we con-
sider two variables, Y (A) and Y (B), for respective treatments A and B. They are called
potential outcomes. The qualifier potential signifies that only one of them can be
observed. The outcome variable often considered is their mixture

Y † = (1− IB)Y (A)+ IBY (B) ,

where IB is the indicator of having received treatment B; IB = 1 if treatment B was
received and IB = 0 otherwise. A drawback of the observed outcome Y † is that it
can be meaningfully thought of only in connection with (or, conditionally on) the
treatment applied. It mixes, and therefore confuses, the effect of a treatment with
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the treatment assignment (selection) process. Any comparison of the values of
Y † for the group of units that received treatment A and the group that received
treatment B is problematic if the two groups are not equivalent in their backgrounds
— if the comparison is not of like with like. Otherwise the background remains a
plausible explanation (a confounder) for the difference in the rates of NEC between
the two treatment groups. The purpose of matching is to reduce this plausibility; a
perfectly conducted RCT eliminates it altogether.

The unit-level effect of treatment B over treatment A on outcome variable Y is
defined as the difference

∆Yu = YBu−YAu ;

u denotes the unit. It is a variable defined in V , the set of all units. Its size is
denoted by NV . Instead of the difference another contrast can be applied, such as
the ratio (for variables with positive values), or the contrast can be replaced by a
comparison, which has values ‘better’, ‘worse’ and ‘same’. The average effect for a
set of units U is defined as the average of the unit-level effects for the units in U ;
that is,

∆Y =
1

NU
∑

u∈U
∆Yu .

The set may comprise all units that were exposed to treatment B (or A), or a specific
population, such as all preterm-born infants born in a particular set of neonatal
units (in a country) in a given period of time. For a comparison, the treatment
effect in a population is summarised by the composition (percentages) of winners
(B better than A), losers (A better than B) and ties (A and B having the same effect).
An important strength of this framework is that no assumption is made about the
distribution of the effect (the pattern of its values). A constant effect, assumed in
some (linear) models for the observed outcomes Y †, is in general a far too restrictive
assumption.

The fundamental difficulty in estimating an average treatment effect is that the
contrast (or comparison) cannot be observed for any unit. A solution to this prob-
lem can be motivated by regarding it as involving missing values — values for the
unrealised unit-treatment pairs. This suggests imputation for the missing values,
and multiple imputation (Rubin, 2002; Carpenter and Kenward, 2013) to reflect the
uncertainty about the completion of the dataset. A dataset completed by imputa-
tion comprises a pair (Y (A)

u ,Y (B)
u ) for each unit u ∈ U . The dataset is analysed by

evaluating the contrast of the within-treatment means. If the target is the average
effect for the infants included in the study, U ∈ V , then the completed data analy-
sis (CDA) involves no sampling variation, because a hypothetical replication of the
study would involve the same set of units, with the same (pairs) of values of the
potential outcomes. The combination of imputation (completion) and CDA involves
variation (uncertainty) only owing to the imputation process, and this is captured
by the variation among the results based on replications of the imputation process.
This highlights the need for multiple imputation.

Inference for a (super-) population involves another element of uncertainty, due
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to representing a population (incompletely) by a sample. In our context, the popu-
lation we study is enumerated, admittedly with some compromises that make the
analysis feasible: excluding all infants who were suspected of having NEC in the
first two weeks of their lives and all those who were released from care on day 14
or earlier.

We pose the following question. Suppose all the infants who received treatment
A would have received treatment B instead. How much better would the outcomes
be? In our setting, the outcome is ‘contracting severe NEC’, a dichotomy, and the
desire is for this variable to be negative. Thus, we ask how many instances of the
disease would be avoided if all infants received treatment B.

An important assumption about the treatment assignment is that the units (in-
fants and their families) do not ‘interfere’ with one another. That is, the treatment
received by one infant has no impact on the outcome of another infant in the study.
In general, a set of potential outcomes is defined for each treatment assignment,
and there are 2NU such assignments. The assumption of no interference amounts
to the reduction of these 2NU sets to just two, influenced for each unit solely by
the treatment received. This assumption is known by the acronym SUTVA — sta-
ble unit-treatment value assignment (Rubin, 1978). We assume that it holds, even
though it is obviously violated for multiple births, and for mothers who meet and
exchange their experiences and act upon them.

4. Propensity analysis and matching

We adhere to the general standard of comparing two groups only when they are
matched on the set of available background variables, that is, when the comparison
is of like with like. From the two treatment groups, A and B, we select subsets of
units of equal size so that the distributions of their backgrounds are close to being
identical. This is done by forming a set of matched pairs; each pair comprises an
infant from treatment group A and one from B. In the analysis, we consider several
pairs of groups (A, B).

For given treatment groups A and B, infants are paired by matching on their
fitted propensities. Propensity of a treatment is defined as the probability of being
assigned the treatment, expressed as a function of the background variables. Its
central role for matching was identified by Rosenbaum and Rubin (1983). Using
fitted (estimated) propensities is justified by Rubin and Thomas (1996).

Thus, we fit a model for the treatment (as the binary outcome) to the background
variables. This propensity model is merely a vehicle for arranging a close agree-
ment of the distributions of the background variables in the two treatment groups.
Such a match can be motivated as selecting from the observational units a subset,
as large as possible, which has the appearance of a dataset that might have arisen
in an (hypothetical) randomised trial, and can be analysed as such. The compar-
ison of the matched pairs (the completed dataset) is straightforward — evaluating
the contrast of the within-group means or proportions, as appropriate. It involves
no background variables.
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Table 4: Composition of the propensity groups (deciles).

Decile

Treatment
group 1 2 3 4 5 6 7 8 9 10 All

A 1083 1012 930 810 691 588 467 325 136 8 6050
B 111 182 264 384 503 605 727 869 1058 1186 5889

Matched
pairs 109 179 256 373 438 435 410 308 133 8 2649

All 1194 1194 1194 1194 1194 1193 1194 1194 1194 1194 11 939

Note: A — no bovine products; B — some bovine products given in the first 14 days of life.

We consider three GA groups; extremely preterm, born at GA of 26 weeks or
earlier, medium preterm (weeks 27 – 29) and later preterm (weeks 30 and 31). We
regard the (neonatal) network and GA group as primary background variables. The
fitted propensities are split into deciles (ten groups of equal size) and matched pairs
are formed within these deciles with the constraint that every matched pair has to
be from the same network and the same GA group. The impact of this restriction is
illustrated on the following example.

The composition of the propensity groups is given in Table 4 and presented by
the within-treatment group histograms in Figure 2. The table and diagram show
that treatment group A (no bovine products) dominates in the low deciles and is in
a minority in the high deciles. If we matched solely within the propensity groups, we
would obtain 111 + 182 + · · · + 136 + 8 = 2968 matched pairs, accounting for 5936
infants (49.7%). Further ‘losses’ are incurred because we match also on network
and GA group. We obtain only 2649 matched pairs, accounting for 44.4% of the
infants, even though the two (original) treatment groups have similar sizes, 6050
and 5889, prior to matching. The number of matched pairs is listed in the third
row of Table 4. The additional matching on network and GA group results in (111 –
109 =) two fewer matches in the first propensity decile, three fewer in the second,
and so on, and none in the tenth decile. The largest loss is in the sixth decile,
(605 – 435 =) 170 pairs, and altogether (2968 – 2649 =) 319 pairs are lost. That is
the sacrifice for a more refined matching of the two treatment groups.

Instead of ten, we also consider six propensity groups, as part of a sensitivity
analysis. Its purpose is to explore the impact of the details of the matching proce-
dure, some of which entail some arbitrariness, and hopefully confirm that the impact
is very small and can be ignored.

Discarding so many infants from the analysis is justified by our emphasis on
unbiased estimation, which is promoted by matching. The discarded infants are not
a random sample from the set of all infants originally considered. Many of them
are not matched because the configuration of their backgrounds is rare in the other
treatment group or has been used up in matches with other units. Among the infants
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Figure 2: Fitted propensities within the treatment groups for the presence of bovine
products. The vertical dashes mark the deciles which separate the propensity
groups.

with extreme configurations, and those with the highest and lowest propensities in
particular, there are many that would be influential observations in a regression
analysis that relates the outcome to the treatment and background variables. Yet,
they are least relevant to the comparisons we want to make. In brief, by forming
matched pairs, we distil from the original sample a subset of units relevant for the
target of the analysis. This can be motivated as an attempt to find a subset that
could be analysed by methods for studies with randomised allocation of the treat-
ments.

In a study with treatment assigned by randomisation, the two treatment groups
are well balanced on all background variables, unless one or both groups are so
small that nontrivial differences between the two groups can arise by chance. That
is, they would not arise in (some) other replications of the (randomised) treatment
assignment and the imbalance averaged over many replications would be very
small for every background variable. In contrast, the balance in matched treat-
ment groups in an observational study is only approximate, and it is arranged only
for the variables recorded in the study.

The propensity analysis does not guarantee a good balance of the two treat-
ment groups. We check the balance by evaluating the following summaries. For a
categorical variable, we evaluate the differences of the proportions within the treat-
ment groups. For a continuous (ordinal) variable, we evaluate the difference of the
means within the treatment groups and scale it by their standard deviation pooled
across the groups. We also compare the standard deviations within the treatment
groups. We evaluate the logarithm of their ratio, so that the reference (ideal) value
is zero.
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Figure 3: Balance plot for the propensity model for the presence of bovine products.

The balance for a variable is defined as the absolute value of this summary. The
total of these summaries characterises the overall balance for a particular propen-
sity model. We start by the propensity model with all the background variables, and
then search systematically by adding their interactions and squares of continuous
variables, one at a time, and retain a term when the corresponding overall balance
is improved. Figure 3 displays the balances for 20 replicate sets of matched pairs.

The balances for the categorical variables (all of them are binary) are plotted
in the left-hand panel. Each variable is represented by a horizontal segment that
extends from its balance in the original dataset (the difference of the proportions of
the variable in the two treatment groups) to its negative. The balance is marked by
a fuller vertical tick and its negative by a thinner tick. The balances for 20 replicate
sets of matched pairs are marked by shorter vertical ticks, and their average by a
grey disc in the background. In some cases, the disc is almost entirely obscured by
the tightly packed ticks for the replicate balances.

The replicate balances for a variable are summarised by their mean. A coarser
alternative is the balance of the signs, equal to the absolute difference of the num-
ber of positive and negative balances. For example, the original (raw) balance for
variable Fed48 is 0.198, obtained as the difference 0.543−0.345 of the proportions
of Fed48 in the groups of infants who received some bovine products in the first
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14 days and those who received none. The balances in the 20 replicate matched
groups range from 0.0011 to 0.0253, and their average is 0.0137. All the balances
are positive, so the balance of the signs is 20, displayed at the right-hand margin.
The balance on Fed48 is improved by matching substantially, but remains imperfect.

For the continuous variables, we study the balance of the means and standard
deviations. The balance of the means for a variable is defined as the difference of
the within-treatment group means, scaled (divided) by the pooled standard devia-
tion. The means are compared in the middle panel. For each continuous variable,
the horizontal line connects the balance for the original dataset (full vertical tick)
with its negative (thin tick), and the balances for the 20 replicate matched groups
are marked by shorter vertical ticks. Their average is marked by a grey disc. The
balances for the matched groups are far superior to the raw balances, although the
balances of signs are extreme (close or equal to 20) for several variables. Thus,
some residual bias remains, but it is of smaller order of magnitude than in the orig-
inal (unmatched) groups. The balances of the standard deviations are represented
similarly. They are based on log(sB/sA), where sA and sB are the within-treatment
group standard deviations of the background variable.

The balances are summarised by their totals within the panels. These totals are
0.151 for the dichotomous variables (on the scale of probabilities, not percentages),
0.216 for the means of the continuous variables and 0.162 for their standard devia-
tions. The balances of the signs are summarised similarly by their totals, 295, 192
and 210, for the proportions, means and standard deviations, respectively. They
are printed at the bottom of each panel.

The model for propensities is found by a systematic search, aiming to minimise
the total of the balances (0.528 in Figure 3). First we evaluate the summary of bal-
ance for the model with all the background variables and no interactions. Then we fit
models with one interaction added at a time, retaining interactions that yield a lower
value of the overall balance. We started with the summary (0.188 + 0.470 + 0.444 =)
1.102 and by adding 25 interactions and five polynomial terms we gradually re-
duced it to 0.528. The total of the balances for the signs was reduced from 881 to
697.

The value of the overall balance should ideally be such that it could plausibly
arise in a randomised study with the same background variables and the same
units as in the realised study. This value, a random variable, can be established by
simulation, reassigning all the units (infants) to synthetic treatment groups with the
same within-treatment sample sizes, and evaluating the balance of these groups.
Figure 4 presents the balance plot for a set of such synthetic re-assignments. This
‘synthetic’ balance is much better than for the matched datasets; compare with Fig-
ure 3. The synthetic balances add up to (0.030 + 0.052 + 0.049 =) 0.131, about four
times less than for the sets of matched groups, 0.528. However, the corresponding
statistic for the original dataset is 9.036, so the matched groups are much better
balanced. In brief, the analysis of the matched pairs is unlikely to be without bias,
but this bias is of a smaller order of magnitude than the comparison of the raw rates.
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Figure 4: Balance plot for synthetic matched groups generated by would-be ran-
domisation.

5. Results

We estimate the average effect of the presence of bovine products in the feeding
regimen on the probability (risk) of contracting NEC. For a set of matched pairs, we
evaluate the contrast of the outcomes, ȳB− ȳA . The estimate of the average treat-
ment effect is their average over the replicate sets of matched pairs. The sampling
variance is estimated by the sample variance of the replicate estimates. We evalu-
ate these statistics not only for the final propensity model, but also for intermediate
models, to assess the stability (robustness) of the results with respect to the details
of the propensity model. We note that the propensity model, and the model fit have
no inferential value; their sole purpose is to obtain a better balance.

The approach to minimising the balance has several refinements. First, the
summary (total) of the balances can be evaluated with weights, giving greater em-
phasis to some variables than to others. The extreme of this is to insist on a perfect
balance — each matched pair has to have the same value of a variable. We match
perfectly on the network and GA group. They are omitted from the balance plot in
Figure 3 because their balance is perfect (equal to zero) by construction.

The 20 replicate estimates we obtained are 0.680, 0.491, . . . , 0.680 and 0.868,
in percentages. Their mean, the estimate of the average treatment effect, is 0.647%.
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Table 5: Rates of NEC in the population and matched pairs.

All infants (11 939) Matched pairs

Treatment All NEC % All NEC∗ %∗ St. error

No bovine products 6050 160 2.64 2649 26.5 1.00 (0.18)
Some bovine products 5889 60 1.02 2649 43.7 1.65 (0.05)
Difference 1.62 −17.2 −0.65 (0.18)

Note: ∗ — average over 20 replications of matching.

The associated standard error is estimated by 0.185. We contrast this with the
(biased) estimates based on all the (12 823) infants cared for during their first 14
postnatal days, –2.03%, and on the (11 939) infants not suspected to have NEC in
the first 14 days, –1.62%; see Table 5. These estimates have zero standard errors
because they are based on the entire population of interest.

In the process of matching, 2649 pairs are formed, accounting for only 44.4%
of the population. The comparison of the rates of NEC in the two treatment groups
is reversed. Now the estimated rate among infants who received some bovine
products, 1.65%, is higher than in the matched group of infants who received no
bovine products, 1.00%. The average treatment effect is 0.65%, with estimated
standard error 0.19%. These results are based on propensity deciles. We obtained
very similar results by matching within six and fifteen propensity groups of equal
size.

The trivial (biased) estimates differ substantially from the estimates based on
matched groups because bovine products tend to be given to infants who are de-
veloping fast and whose gastrointestinal tract is judged to be sufficiently mature.
The estimates with the last few propensity models differ very little, suggesting that
even if better propensity models were found, the estimates would not differ sub-
stantially from the one we obtained. The (provisional) estimates obtained with the
last five propensity models are in the range 0.577 – 0.675, with estimated standard
errors in the range 0.159 – 0.185.

The replicate sets of matched pairs involve only 70 cases of NEC on average,
out of 220 in the population. A majority of the cases among infants who received
some bovine products are included in the matched groups (73%), whereas only
17% of the cases among those who received no bovine products are included. The
rate of matching is so low because inclusion of bovine products in the diet is closely
related to the background variables. Infants with certain backgrounds are nearly
always given some bovine products in the first 14 days and others are almost never
given — most of them cannot be matched, and are not relevant for the analysis.
A disconcerting conclusion is that there are configurations (profiles) of background
associated with absence of bovine products in the diet, in which NEC is prevalent.
If we rule out the possibility that consultants and dieticians are consistently mak-
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Table 6: Rates of NEC in the original data and matched pairs; early and late onset
of breastfeeding.

All infants (11 939) Matched pairs

Treatment All NEC % All NEC∗ %∗ St. error

Early onset 7835 97 1.24 3081 60.8 1.97 (0.11)
Late onset 4104 123 3.00 3081 87.9 2.85 (0.10)
Difference −1.76 −27.1 −0.88 (0.14)

Note: ∗ — average over 20 replications of matching.

ing an error by prescribing bovine products, then we would have to conclude that
presence or absence of bovine products is not an important factor in preventing
NEC among background profiles for which the choice is largely unanimous, where
matches across the treatment groups are difficult or impossible to find.

Among profiles where there is a disagreement and matched pairs can be formed,
the average effect of bovine products is negative, and the estimated number of addi-
tional cases of NEC is 17. It is questionable whether such a small estimated benefit
would warrant a clinical trial to confirm it. However, the beneficial effect applies also
to some infants who were excluded from the study because they were suspected to
have NEC in the first 14 days. Note that our analysis is without a proposal for how
the bovine products should be replaced.

Breastfeeding and NEC

We define the treatment variable by the onset of breastfeeding. The focal treatment
is onset on days 1 – 7 (early onset). The reference treatment (late onset) includes
onset not only in the second week of life, but also later, or even never. The joint dis-
tribution of this treatment variable and the outcome is given in Table 6 for all infants
in the analysis and for matched pairs, discussed below. The rate of NEC among the
infants with early onset is much lower (1.24% vs. 3.00%). If the infants who were at
some point in the first fortnight suspected of having NEC are included, the rates of
NEC differ even more, 1.28% vs. 3.39%, because there are more additional cases
among the infants with late onset of breastfeeding.

The fitted propensities are plotted in Figure 5. They are derived from a model
with six interactions added to the 37 background variables listed in Tables 2 and
3, after excluding the variables whose status as background is not compatible with
the outcome variable. Excluded are the following variables: onset of feeding (Fed-
Ons), offset of Nbms (NBMSofs), and central line installed on majority of the days
(MaxLiMaj), because a change of onset of breastfeeding would lead to alteration of
these variables. Matching within propensity deciles, network and GA group yields
3081 matched pairs. Matching solely on the deciles would yield 3342 matched
pairs.
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Figure 5: Fitted propensities within the treatment groups for the early onset of
breastfeeding. The vertical dashes mark the deciles which separate the propen-
sity groups.

Imputation for missing daily entries for breastfeeding either leaves the onset
unchanged or alters it to an earlier day, so some infants are re-classified to the
early-onset group. For example, the sequence 0011111 9911111 (onset on day 10)
is completed to 0011111 1111111 (onset on day 3). By imputation, 419 infants were
reclassified, reducing the late-onset group from 4523 to 4104 infants. In cases in
which we did not impute valid entries for missing values, the error in the onset is
limited. The error with subsequences 091 and 190 is by one day at most. Similarly,
the error with isolated pairs left unchanged is by two days at most.

The balance plot in Figure 6 shows that overall a balance much finer than for
the original (unmatched) treatment groups has been achieved. The summaries of
the balance are (0.333, 573) for the adopted propensity model, developed by two
rounds of systematic search, starting with the model with no interactions, for which
the summaries of the balance are (0.497, 720).

The estimated rates of NEC in the matched pairs are 1.97% and 2.85% for the
reference (early onset) and focal group (late onset), respectively, yielding the esti-
mate of the average treatment effect in the matched groups 0.88%. It is associated
with (estimated) standard error 0.14. The estimated percentages correspond to
60.8 and 87.9 infants (averages over 20 replications), so we estimate that about 27
cases of NEC would be avoided by switching from later to earlier onset of breast-
feeding. The matched pairs include on average 149 cases of NEC; 71 cases are
not matched, 36 with early onset and 35 with late onset of breastfeeding. These
infants, together with 5706 non-cases, are not involved in matched pairs because,
in effect, the alternative treatment would be considered for them very rarely or not
at all, and therefore the counterfactual question of what would have happened if
they were subjected to the other treatment is not well posed in our setting.
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Figure 6: Balance plot for the propensity model for the early onset of breastfeeding.

These results were obtained with matching within propensity deciles. Without
the imputations for isolated missing entries and pairs, the estimate of the treatment
effect would be somewhat lower, 0.56%.

Changes in the feeding regimen

Lack of stability in the feeding regimen may be a cause of problems with the gas-
trointestinal tract, and ultimately of NEC. We study this issue by defining a treatment
variable that reflects the changes in the regimen. For each type of feeding we mark
the days on which a change has occurred, and discard the first change. For ex-
ample, for the pattern 1110011 0000000 for a type of feed over 14 days there are
changes on days 4, 6 and 8 (underlined), so days 6 and 8 are marked. For the vari-
ables that describe the daily feeding, we count the number of marked days, omitting
any duplicates. The distribution of this variable for cases and non-cases of NEC is
given in Table 7. We define the (dichotomous) outcome variable as the indicator of
four or more changes.

The rates of NEC among the infants cared for for at least the first 14 days are
1.49% (111/7344) for those with four or fewer changes and 3.01% (109/4375) for
those with more than four changes.
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Table 7: Number of changes in the daily feeding regimen and NEC.

Number of changes

0 1 2 3 4 5 6 7 8 9 10 11 12

Cared for on day 14
No NEC 955 1786 2153 2028 1884 1437 1043 668 351 166 56 17 1
NEC 14 27 38 40 43 37 34 19 11 11 2 2 0
% NEC 1.44 1.49 1.73 1.93 2.23 2.51 3.16 2.77 3.04 6.21 3.45 10.53 0.00

Not suspected to have NEC by day 14
No NEC 935 1730 2050 1905 1736 1303 947 594 306 152 45 15 1
NEC 14 21 30 30 37 26 29 15 9 6 2 1 0
% NEC 1.48 1.20 1.44 1.55 2.09 1.96 2.97 2.46 2.86 3.80 4.26 6.25 0.00

The propensity model with 13 interactions yields the overall balance (0.471,
536), reduced from (0.693,704) for the model with no interactions. Based on the
adopted propensity model, and matching additionally on the network and GA group,
2968 matched pairs are formed, 49.7% of the studied population. Without matching
on the network and GA 3158 matched pairs would be formed. The matched pairs
contain 125 cases of NEC, just over half of all cases. The estimate of the average
treatment effect is –0.07% (higher probability of NEC with four or more changes),
with estimated standard error 0.14. This provides too weak support for the proposal
to reduce the number of changes in the daily feeding regimen.

6. Discussion and conclusion

We applied the potential outcomes framework to estimate the effect of treatments
on the incidence of NEC among infants born at GA of 32 weeks or earlier. The clear
separation of matching, which does not involve the outcomes, and the comparison,
in which the background variables are not involved, is a great conceptual advantage
over methods based on regression which carry the additional baggage of the model
assumptions (Rubin, 2005). With the potential outcomes framework, there are only
two essential assumptions; that all the relevant background variables are recorded
and that a balance of the matched groups as good as with randomisation has been
achieved. The first assumption is common to all regression-based approaches. The
second can be assessed directly by comparing the distributions of the background
variables within the matched treatment groups.

The appeal of the framework is in comparing matched groups of infants in two
treatment groups, for which the same analysis can be applied as in a hypothetical
randomised study. The matched treatment groups are selected after a systematic
search of propensity models. Some imbalance remains, and therefore also some
residual bias in estimating the treatment effect. We conjecture that the bias is small
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because the estimates of the treatment effects with propensity models that yield
slightly inferior balance differ only slightly.

The estimated treatment effect is interpreted as the change (reduction) in the
rate of NEC that would have resulted from the corresponding change in the treat-
ment. Removal of bovine products (formulas and fortifiers) might in principle be
easy to implement, but these products are invaluable for the growth of infants who
are not threatened by NEC. Therefore, the constituency of the treatment has to be
carefully qualified. Early onset of breastfeeding is generally encouraged, and the
only issue is whether it is given sufficient priority. The constituency of infants is de-
fined principally by availability of MBM. These sources of bias can be interpreted as
imperfections in the definition of the target population and the treatments, because
the treatments we defined cannot be manipulated for all infants.

A further source of bias in our analysis is the exclusion of infants who were
suspected of having (or developing) NEC in the first 14 days. For them, the feeding
regimen could not be used as background because it is (indirectly) affected by the
outcome.

We selected for the background the period of 14 days because it is generally re-
garded as a landmark in neonatal care. Preterm born infants are rarely discharged
earlier, but those deemed not to require intensive care are discharged soon there-
after. Earliest cases of NEC tend to be recorded after 21 postnatal days. Definitions
of some of the treatments would be less natural if a period that differed from two
weeks by a few days were selected.

A randomised clinical trial is regarded as the gold standard for comparing alter-
native treatments. Our analysis informs its design by obtaining an estimate that can
be regarded as preliminary and can be used as input in a sample size calculation.
We note that a clinical trial is likely to encounter difficulties that undermine its full
potential. First, recruitment of a large number of preterm-born infants is difficult and
requires a long period of concentrated effort to enlist many neonatal care units and
agree with them on the terms of the cooperation. Second, clinical priorities and par-
ents’ wishes may result in dropout and other forms of noncompliance. The target
population (inclusion criteria) and the details of the treatment options have to be
defined with care, so that randomisation would be acceptable and either treatment
could be applied.

Dawid (2015) and Dawid, Musio and Fienberg (2016) have challenged the po-
tential outcomes framework on several counts, foremost that it cannot identify cau-
ses (treatments or interventions), merely compare them. We agree that our analysis
is concerned with a search for causes, but we have a short list of candidates that
can be fitted into the framework. A strong suit of this approach is its appeal to the
clinical community who are acquainted with clinical trials and find analyses that are
closely related to them appealing.

Data for the analysis described in this paper were extracted from NNRD using
SAS procedures. The R language and environment for statistical computing and
graphics was used for all the analysis. The computer code, in the form of R functions
compiled specifically for this project is available on request from the author.
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APPENDIX

Table 8 summarises the missing values in the daily regimens of the infants. It lists
for each network the number of infants in the analysis (N), and the averages of the
numbers of items missing, as well as days, variables and infants who have these
missing items. Table 9 lists the numbers relevant to imputations for isolated missing
items. There are 28 379 missing items; 11 244 of them are isolated, 9400 of them
are imputed in 8368 distinct 14-digit sequences. They involve 1987 infants. Table 10
displays similar information about imputations for isolated pairs of missing values.
There are 7100 missing entries on day 1. By definition, they are not isolated, and
imputation is not performed for them.
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Table 8: Missing entries in the daily feeding regimen.

Percent incomplete

Network N Items Days Variables Infants

BedHer 319 1.28 2.84 12.14 26.96
Kent 391 0.81 1.83 9.07 20.72
LDNsw 364 1.49 3.36 14.44 31.59
NTrent 524 0.59 1.31 6.68 14.69
SurSx 495 2.64 5.86 19.76 43.84
CheMer 256 1.31 2.90 12.46 27.73
LDNnc 344 1.27 3.09 12.45 27.62
LanSCu 325 1.95 4.31 16.11 35.38
North 657 0.95 2.10 10.77 23.74
Trent 392 2.49 5.52 19.67 43.62
Easter 619 1.63 3.67 13.75 30.37
LDNne 864 1.42 3.19 11.30 24.88
MidBl 493 1.00 2.20 7.65 16.84
Penins 276 1.51 3.31 11.69 25.72
West 583 3.65 8.10 17.76 39.45
GManch 719 1.26 2.77 12.09 26.56
LDNnw 653 1.45 4.55 11.10 26.19
Midcn 632 1.83 4.05 16.00 35.44
SouCN 470 1.30 2.90 11.61 25.74
Yorks 803 1.93 4.25 17.46 38.61
LDNse 534 1.24 2.78 12.80 28.28
Midsw 643 1.16 2.59 11.51 25.51
SouCS 583 1.52 3.79 13.36 29.67

All 11939 1.56 3.57 13.12 29.11

Minimum 0.59 1.31 6.68 14.69
Maximum 3.65 8.10 19.76 43.84
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Table 9: Summary of imputations for isolated missing items in the feeding regimen.

Counts

Network Missing Isolated Imputed Changes Infants Percent

BedHer 631 221 175 153 39 12.2
Kent 483 236 199 185 44 11.3
LDNsw 831 330 267 249 61 16.8
NTrent 480 295 256 235 54 10.3
SurSx 2012 842 726 585 132 26.7
CheMer 516 256 219 206 49 19.1
LDNnc 650 240 197 182 44 12.8
LanSCu 976 456 377 322 78 24.0
North 962 400 304 289 76 11.6
Trent 1501 576 475 394 93 23.7
Easter 1547 597 510 456 107 17.3
LDNne 1882 746 624 580 138 16.0
MidBl 760 300 255 232 53 10.8
Penins 640 165 143 130 30 10.9
West 3274 484 418 390 91 15.6
GManch 1391 721 616 555 129 17.9
LDNnw 1272 346 286 262 69 10.6
Midcn 1780 865 728 621 144 22.8
SouCN 937 390 311 282 70 14.9
Yorks 2380 1115 923 795 187 23.3
LDNse 1017 481 404 368 86 16.1
Midsw 1142 577 491 453 107 16.6
SouCS 1315 605 496 444 106 18.2

All 28 379 11 244 9400 8368 1987 16.6

Minimum 480 165 143 130 30 10.3
Maximum 3274 1115 923 795 187 26.7

Note: The columns contain the counts of: Missing — missing values in the eleven variables
that indicate the daily elements of the feeding regimen; Isolated — missing values that are
preceded and followed by recorded (valid) values; Imputed — imputations made for isolated
missing entries (with agreement of the adjacent values); Changes — 14-digit records al-
tered; Infants — infants involved in these records; Percent — percentage of the infants with
changes.
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Table 10: Summary of imputations for isolated pairs of missing items in the feeding
regimen.

Counts

Network Pairs Imputations Changes Infants

BedHer 35 24 24 6
Kent 15 11 11 3
LDNsw 20 10 10 3
NTrent 10 10 10 2
SurSx 85 50 50 13
CheMer 25 20 20 5
LDNnc 15 12 12 3
LanSCu 65 53 53 12
North 10 8 8 2
Trent 55 41 41 10
Easter 80 59 59 16
LDNne 75 47 47 13
MidBl 10 10 10 2
Penins 5 3 3 1
West 45 28 28 7
GManch 55 31 31 9
LDNnw 43 16 16 8
Midcn 115 86 86 21
SouCN 40 28 20 5
Yorks 75 50 50 13
LDNse 35 23 23 7
Midsw 35 30 30 7
SouCS 60 37 37 11

All 1008 687 679 179

Minimum 5 3 3 1
Maximum 115 86 86 21

Note: The columns contain the counts of: Pairs — isolated pairs of missing items — missing
values that are preceded and followed by at least two recorded (valid) values each; Imputed
— imputations made for isolated missing entries (with agreement of the adjacent pairs of
values); Changes — 14-digit records altered; Infants — infants involved in these records.
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ABSTRACT  

The approach to study the significance of trade relations between countries by 
analysing economic vulnerability, economic sensitivity, symmetry and asymmetry 
of the established economic links is proposed in the paper. This approach is 
adapted to an analysis of the trade dependence of Ukraine. The estimated 
interdependence ratios for Ukraine and its largest trade partners – the EU, the 
Russian Federation, post-Soviet countries, China, the USA and Brazil and India as 
emerging economies – are compared with the respective ratios of Ukraine’s 
dependence on these countries’ markets. The analysed dynamics of Ukraine’s 
GDP dependence on Ukraine’s trade partners shows a growing relative weight of 
the countries that have not had a substantial role in the foreign trade of Ukraine. 
The proposed approach for estimating the quality of the established trade relations 
is supposed to contribute to the radical transformation of Ukraine’s foreign trade.    

Key words: economic policy, export orientation, trade relations, trade dependence 

1. Introduction 

A relatively high level of Ukraine’s economy integration causes the objective 
necessity in building up the national economic policy as a response to 
globalization challenges. It needs to be based on adequate understanding of the 
mechanism of interaction between the national economy performance and 
exports as “a channel” linking the country with the global economy. This link 
between exports and economic growth has two essential dimensions:      
1.  Direct causality between exports and economic growth, with exports 

considered as a key factor for the national economy development. This idea 
was laid by some countries in the strategy of export-led growth.  

2.  The causality between growth in exports and dynamics and structure of 
national GDP: GDP is the determinant of exports.  
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Yet, in practice national economic strategies are set by countries through 
combining elements of the first and the second approach, with the significance of 
exports as a factor of economic growth and the correlation between GDP and 
exports revised in view of various internal and external economic and political 
factors.    

2. Export structure quality and economic growth 

2.1. Theoretical Framework 

According to IMF experts, foreign trade policy and optimization of the 
structure of trade partners is a foremost factor behind economic development and 
convergence in developing countries. North American and European analysts of 
current economic practices observe positive correlation and strong impact of 
export-oriented strategies on economic development of countries with transitional 
economy. Empirical studies of correlation between exports and economic 
development have become a common matter for experts in international economy 
since the axiom “exports lead to economic development” was put forward by   
C. P. Kindleberger [Kindleberger 1962]. А. Krueger puts emphasis on empirical 
evidence to a strong positive impact of the development of trade, diversification of 
trade partners and a clear export-oriented strategy for economic growth [Krueger 
1988]. According to J. E. Stiglitz, the most part of empirical regressions 
demonstrates a strong correlation between measures of external openness, i.e. 
foreign trade, stimulation of exports, tariff, indexes of price distortions, and growth 
of incomes per capita [Stiglitz 1999]. Due to the data accuracy problems, modern 
researches tend to use various empirical strategies to study economic openness 
versus economic growth. These strategies include: (i) the use of openness 
indicators   (D. Dollar [Dollar 1992], J. Sachs and A. Warner [Sachs 1995]); (ii) 
reliability testing by the use of a wide range of openness criteria, including 
subjective indicators  (S. Edwards [Edwards 1993; Edwards 1998]); (iii) 
comparisons of convergence practices in groups of liberalized and non-liberalized 
countries (D. Ben-David [Ben-David 1993]). P. Romer proposes to use the spatial 
component as a tool to find out the impact of grade on incomes level [Romer 
1986]. J. Sachs and A. Warner attempt to measure the index of openness, 
combining information on several aspects of trade policy, by surveys in 79 
countries [Sachs 1995]. It follows from their results that an economy is considered 
closed once five criteria are met: (i) average tariff rates lower than 40%; (ii) non-
tariff barriers applied to more than 40% of the imports; (iii) the economic system is 
socialist; (iv) government monopoly on a major part of exports; (v) the share of 
the shadow economy is larger than 20%. The researchers come to the conclusion 
that the above five criteria have 2.44 percent negative impact on economic 
growth. Significance t-test is 5.5, and the probability of error is lower than 0.1%. 
As a significant change would not occur when the first three criteria were not 
applied, it is the scopes of the shadow economy and the government monopoly 
which have essential negative effects on economic growth. A. Harrison studies 
correlation between trade policy and economic development and observes effects 
from trade liberalization in many countries [Harrison 1991]. He uses seven 
indicators of trade policy, including the share of the shadow market, the level of 
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trade prices and trade liberalization index of the World Bank. These are indicators 
having strong correlation with economic development of a country. P. Wacziarg, 
determining indicators of economic openness that have impact on economic 
growth, constructed trade policy index as the combination of three indicators: 
average import rate, share of non-tariff constraints and Sachs-Warner indicator 
[Wacziarg 2001]. The effectiveness of the established foreign economic relations 
of a country was measured by R. M. Kunst, D. Marin through analysing the 
causality between labour productivity and exports [Kunst 1989]. From the analysis 
of the output in industrial sectors they were able to find out that while exports had 
no impact on productivity, productivity did have impact on exports. J. A. Hatemi 
and M. Irandoust found a causal relation between exports and two factors, labour 
productivity and total factor productivity growth, by the use of data for five 
developed countries [Hatemi 2001]. A review of scientific publications devoted to 
the impact of export structure on economic development demonstrates that the 
problem remains to be important, but insufficiently explored; it, therefore, requires 
further studies.  

2.2. Ukrainian international trade orientation versus global trends  

In the years following 1991, when Ukraine gained independence, its exports 
were comparable with some of the European countries. In the following 20 years 
or more, each of these countries could increase exports to a significant extent: in 
Poland exports grew by 14.1 times, in Hungary by 11.1 times, in Turkey by 9.4 
times. Yet, in Ukraine it was only 4.7 times.   

Given that Ukrainian exports fell by 30.14% in 2015, in absolute figures they 
amounted to 37.8 billion USD, which is 1.9 billion USD lower than in the crisis 
year of 2009, when there was an unprecedented decline in exports of 40.7%. 
From the macroeconomic perspective, in the years of independence Ukraine 
failed to achieve significant success in economic policy reforms: its results were 
mostly bad except for years of good market conjuncture for key commodities 
groups of Ukrainian exports (see Table 1).         

Table 1. GDP and foreign trade of Ukraine 

 2000 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015 2016 

Real GDP,  
% to the 
previous year 

5.9 2.7 7.3 7.9 2.3 -15.1 4.1 5.2 0.2 -4.6 -7.5 -10.0 2.3 

Exports of 
goods and 
services, 
 % to the 
previous year 

25.8 4.8 12.1 28.5 35.8 -40.7 -30.7 -11.2 -7.4 -5.2 -27.6 
-

30.1
4 

-4.1 

Imports of 
goods and 
services,  
% to the 
previous year 

17.8 24.6 24.6 34.6 41.1 -46.9 -26.8 -2.2 -0.8 -3.4 -26.5 -27.6 3.7 

Trade 
balance,  
% of GDP 

1.97 1.52 -2.67 -5.05 -7.54 -1.18 -2.22 -4.03 -5.12 -3.53 3.92 1.24 0.36 
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The argument that all the troubles of Ukraine are caused by the withdrawal of 
a part of its territory, warfare and destruction of the largest industrial region seems 
to be rather controversial. The most rapid decline of the national economy was in 
90s of the past century: over the earliest five years of independence Ukraine lost 
nearly 60% of GDP. This rate of collapse is twice higher than the rate of the 
American economy’s decline in the times of Great Depression.       

These disappointing results of economic performance in Ukraine, foreign 
trade in particular, over the long time justify applications of unconventional 
methods for analysis of interdependence of countries that are trade partners, in 
order to find the challenges faced by the Ukrainian economy and demonstrate the 
need to diversify its export structure and destinations. This determines the 
objective of the study.  

The structure of exports of goods and services in a country is conditional on 
the impact of international demand on them, and the performance and profile of 
its economy. The structure of Ukrainian exports of goods only partly corresponds 
with the global one. While the global exports are dominated by mechanical 
equipment (23.7%), mineral products (18.8%), transport vehicles (9.9%), 
chemicals (8.8%) and non-precious metals, the share of mechanical equipment in 
Ukrainian exports (10.5%) is twice lower than the global average. The share of 
non-precious metals and products made thereof in the total Ukrainian exports 
(29.8%) is essentially higher than the global average. The share of mineral goods 
is lower than the global average (12.5% for Ukraine against 18.8% global 
average), although the difference is rather small compared with other commodity 
groups. At the same time, the share of plant products in Ukrainian exports 
(11.9%) is nearly four times higher than the global average. Ukrainian fats and 
oils account for 3.5% of the global market, plant products – 1.6%. The rates of 
growth in Ukrainian exports of agricultural and food products outpace the global 
ones, which confirms that the global demand for these products has been stable 
and their producers have not  been exposed to crisis-specific pressure of the 
Ukrainian economy.   

Basically, Ukrainian exports feature a relatively low share of industrial 
products with a high value added and larger share of basic metals, agricultural 
and food products. Ukraine is a global leader in exports of selected commodity 
groups (see Table 2). 

Table 2 Positions and shares of Ukrainian exports at selected global commodity 
markets in 2016 

Commodity position Global position 
Market share, 

% 
Main importers 

Crops 7 5,5 Egypt, Spain, Saudi Arabia, China 

Fats and oils  6 4,0 India, China, Iran, Spain  

Ores  10 1,5 China, Czech Republic, Poland, 
Austria, Slovakia 

Ferrous metals  11 3,0 Turkey, Russia, Italy, Egypt, Poland 

 
Ukrainian exports of services are dominated by transport (40.9%) and 

business (14.0%) services; travel services (19.8%). The three categories of 
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services, although in slightly different proportion, dominate at the global market: 
travel services (24.1%), business services (19.8%), and transport services 
(18.5%). The share of services on processing of material resources in Ukrainian 
exports (8,5%) is more than thrice higher than the global average (2.5%). Growth 
in Ukrainian exports of these services outpaced the global average in absolute 
(growth rates) and relative (export shares) terms.  

As shown by the analysis, nearly 19.9% of the output of Ukrainian goods and 
services is exported. Export orientation is the strongest in manufacturing industry, 
where the export share is 41.0%: the largest share of exports is in mechanical 
engineering, textiles and basic metals, whereas the smallest one is in coke and 
other non-metal products. Mining industry exports nearly 27.8% of the output, with 
the share of exports being the highest for metal ores. Mining industry is followed 
by agriculture, where export orientation (the share of exports in the output) is 
23.1%. The smallest share of exports is in services, where only 8.1% of the 
output is exported; the service sector in Ukraine is, therefore, strongly oriented on 
the domestic market.   

3.  Methodology for quality assessment of Ukraine’s trade with 
partner countries   

To our opinion, interdependence should be interpreted in view of the two 
critical characteristics: sensitivity and vulnerability. Sensitivity refers to direct and 
primary costs that can be imposed by one of the partner countries by changing 
interdependent relations between two partner countries. Sensitivity is associated 
with the severity of losses resulting from an unpredictable change. Vulnerability, 
on the other hand, is conditional on the country’s capability to recover after losses 
resulting from the change in the policy of another country.  R. Cooper elaborates 
on conceptual differences between sensitivity and vulnerability, and addresses 
these concepts as the two parallel definitions to separate forms of 
interdependence. Interdependence associated with vulnerability refers to the 
costs that a country has to bear (when the economic relations are disrupted), in 
order to do without trade transactions with its already former trade partner. These 
costs are classified in the public costs met by a country to the extent of its 
capacities, once it could adapt to the new situation.           

On the other hand, interdependence associated with sensitivity acts as a tool 
for short-term corrections of public costs that a government has to impose on 
foreign policy measures in response to departures from established standards or 
economic practices. Therefore, while interdependence associated with sensitivity 
involves the costs related to maintenance of economic relations with another 
country, interdependence associated with vulnerability refers to the costs required 
for disruption of such relations.   

Yet, this theoretical modelling cannot solve the problem related to the 
manifestation of these costs’ effects. The concept of interdependence cannot be 
systematized unless the causal factors behind these benefits or final costs are 
found out, because it would be too difficult to extract systematically the 
vulnerability component without understanding the factor causing these costs. An 
in-depth analysis of the most typical variations in cross-country interactions gives 
reaffirming arguments of the essential modification in the meaning of the 
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dependence phenomenon, caused by endogenous and exogenous factors. 
Manoeuvring between economic vulnerability and sensitivity, between internal 
and external dependence allows us to interpret the condition of economic 
interdependence as the intermediate and equidistant case between the two 
extreme cases of full dependence and full dominance.       

The concept of significance refers to the importance of trade relations relative 
to other trade relations. The significance of trade for one country in bilateral trade 
relations will not be always similar to its trade partner. For example, in the case of 
trade relations between Ukraine and the EU, their significance is much higher for 
Ukraine than for the EU.  

The reduction in Ukrainian exports of goods to the EU to as low as 3.98 billion 
USD, or by 23.5%, in 2015 can be partially explained by the stoppage of industrial 
activities on occupied territories, because before the warfare in Lugansk and 
Donetsk regions started these regions’ share in the national exports had reached 
27%.   

Insignificance of exports of Ukrainian goods and services for the EU market is 
confirmed by their share in the total imports of the EU, ranging from 0.27 to 
0.36%: rarely found across the EU, Ukrainian goods and services do have low 
priority for the EU market.      

The deepened and comprehensive free trade zone between Ukraine and the 
EU was launched in January 2016, which was supposed to push up 
modernization of the Ukrainian economy due to the increasing scopes of trade 
and improved regulatory mechanisms in Ukraine in conformity with the European 
practice.  

When measured by ratio of exports of goods and services to GDP, the 
Ukrainian economy is even more open than the EU economies. The average 
export share of Ukraine was higher than the EU by 6.4 percentage points in 
2005–2015 (except for 2013), which is an indication of a high dependence of the 
Ukrainian economy on global market conjuncture (see Table 3).  

Table 3  Indicators of exports of goods and services from Ukraine to the EU  
in 2005–2015 

Indicator 2005 2008 2009 2010 2011 2012 2013 2014 2015 

Exports of goods to 
the EU, billion USD 

10233 18130 9499 13052 17970 17081 16759 17003 13015 

% to the previous 
year 

92.9 130.3 52.4 137.4 137.7 95.1 97.8 102.6 76.5 

Exports of services 
to the EU, billion 
USD 

1766 4066 3021 3117 3525 3745 4196 3992 2928 

% to the previous 
year 

113.4 136.5 74.3 105.6 113.2 106.4 111.9 95.1 73.4 

The share of 
Ukrainian exports of 
goods and services 
in the total  imports 
of the EU, % 

0.29 0.36 0.27 0.30 0.34 0.36 0.35 0.35 0.31 
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The key aspect that we are going to emphasize when interpreting the concept 
of interdependence is symmetry in cross-country relations. It is argued that the 
significance of economic relations can vary in the dyad of countries, whereas the 
symmetry indicates the relative equality of their economic interdependence. A 
potential case of the ideal symmetry is when both countries are equally 
dependent on each other. The ideal asymmetry occurs when one country is fully 
dependent on its trade partner, but this partner is almost independent from the 
former country. Yet, considering that each country’s dependency is a function of 
the total exports and imports between them, and this total does not equal zero for 
one country in the dyad, the total will not be zero for the other country as well. 
Therefore, the case when one country is absolutely independent from the other 
country can only occur when the other country is also fully independent.   

The interdependence establishes the relative importance of bilateral trade 
relations for each of the countries compared with the amounts of their total trade 
(in both cases imports and exports are accounted for). For two countries (Country 
i and Country j), 

ijTradeShare
 
measures the ratio of economic exchange between 

countries i and j, and the exchange of County i with all the partners.    

ij

ij

i

DyadicTrade
TradeShare

TotalTrade
           (1) 

Where 
ijDyadicTrade  is the total imports and exports between Country i and 

Country j
,
 

ijTotalTrade  is the total imports and exports of Country i  with all the 

partners. 
This ratio can range between 0 and 1, with 0 indicating absence of 

imports or exports between Country i and Country j, and 1 showing that Country 

i  has international trade relations only with Country j . Using the basic share of 

trade derived by (1), the significance of interdependence between two countries 

can be estimated by multiplying the share of 
ijTradeShare for both countries and 

taking square root from the product by the formula:    

ij ij jiSalience TradeShare TradeShare       (2) 

The low level of dependence for one country decreases the overall 
significance of the relations in a dyad of countries. The overall significance for 

each of the two countries can be estimated by the use of 
ijTradeShare for each 

country. 

Estimating the dependence of Country i  on Country j on Gross Domestic 

Product (GDP) of Country is calculated according to the formula:  
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           (3) 

where 
,ij tDepend  is the estimate of dependence of Country i  on Country j , 

,ij tX is  the exports from Country i  to Country j  at the moment of time t , аnd 

,ij tM  is the imports to Country i   from Country j  in the moment of time t .  

3.1.  Estimating the ratio of economic exchange between Ukraine and 
its  selected trade partners 

Estimation of 
ijTradeShare  for Ukraine and its selected trade partners – the 

EU, the Russian Federation, post-Soviet countries, China, the USA, and the 
group of countries consisting of Brazil and India – allows for the following 
conclusions (see Table 4, Table 5): 

Table 4.  Ratios of interdependence between Ukraine and its largest trade 
partners 

 

TradeShareij 

Date 
Russian 

Fed. 

Post-
Soviet 

countries 
EU USA China 

BRІC 
 (not incl. 
Russian 

Fed.) 

01.01.1996 0.318 0.088 0.173 0.021 0.030 0.007 

01.01.1997 0.277 0.092 0.209 0.023 0.042 0.010 

01.01.1998 0.236 0.049 0.206 0.026 0.031 0.008 

01.01.1999 0.222 0.054 0.198 0.023 0.031 0.011 

01.01.2000 0.287 0.097 0.265 0.033 0.030 0.013 

01.01.2001 0.254 0.106 0.275 0.027 0.027 0.010 

01.01.2002 0.229 0.091 0.286 0.024 0.028 0.011 

01.01.2003 0.289 0.099 0.369 0.027 0.033 0.021 

01.01.2004 0.318 0.098 0.364 0.037 0.025 0.021 

01.01.2005 0.262 0.093 0.290 0.021 0.018 0.020 

01.01.2006 0.255 0.114 0.323 0.024 0.016 0.019 

01.01.2007 0.285 0.136 0.351 0.024 0.018 0.020 

01.01.2008 0.258 0.157 0.347 0.035 0.025 0.022 

01.01.2009 0.205 0.062 0.235 0.008 0.015 0.012 

01.01.2010 0.322 0.089 0.291 0.023 0.028 0.028 

01.01.2011 0.344 0.101 0.308 0.026 0.034 0.030 
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Table 4.  Ratios of interdependence between Ukraine and its largest trade 
partners  (cont.) 

 
 

Table 5.  Ratios of interdependence between Ukraine and its largest trade 
partners 

TradeShareij 

Date 
Russian 

Fed. 

Post-
Soviet 

countries 
EU USA China 

BRІC 
 (not incl. 
Russian 

Fed.) 

01.01.2012 0.240 0.078 0.231 0.021 0.025 0.024 

01.01.2013 0.214 0.065 0.245 0.020 0.059 0.021 

01.01.2014 0.166 0.071 0.281 0.019 0.060 0.023 

01.01.2015 0.127 0.061 0.291 0.020 0.063 0.024 

TradeShareij 

Date 
Russian 

Fed. 

Post-
Soviet 

countries 
EU USA China 

BRІC 
 (not incl. 
Russian 

Fed.) 

01.01.1996 0.318 0.088 0.173 0.021 0.030 0.007 

01.01.1997 0.277 0.092 0.209 0.023 0.042 0.010 

01.01.1998 0.236 0.049 0.206 0.026 0.031 0.008 

01.01.1999 0.222 0.054 0.198 0.023 0.031 0.011 

01.01.2000 0.287 0.097 0.265 0.033 0.030 0.013 

01.01.2001 0.254 0.106 0.275 0.027 0.027 0.010 

01.01.2002 0.229 0.091 0.286 0.024 0.028 0.011 

01.01.2003 0.289 0.099 0.369 0.027 0.033 0.021 

01.01.2004 0.318 0.098 0.364 0.037 0.025 0.021 

01.01.2005 0.262 0.093 0.290 0.021 0.018 0.020 

01.01.2006 0.255 0.114 0.323 0.024 0.016 0.019 

01.01.2007 0.285 0.136 0.351 0.024 0.018 0.020 

01.01.2008 0.258 0.157 0.347 0.035 0.025 0.022 

01.01.2009 0.205 0.062 0.235 0.008 0.015 0.012 

01.01.2010 0.322 0.089 0.291 0.023 0.028 0.028 

01.01.2011 0.344 0.101 0.308 0.026 0.034 0.030 

01.01.2012 0.240 0.078 0.231 0.021 0.025 0.024 

01.01.2013 0.214 0.065 0.245 0.020 0.059 0.021 

01.01.2014 0.166 0.071 0.281 0.019 0.060 0.023 

01.01.2015 0.127 0.061 0.291 0.020 0.063 0.024 
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1) Trade relations of Ukraine with the EU and the Russian Federation can be 
referred to as significant and indicative of the vulnerability of the Ukrainian 
economy to their dynamics.  

2) The relative vulnerability of trade relations between Ukraine and the Russian 
Federation have been gradually decreasing.  

3) The trade interdependence of Ukraine and post-Soviet countries features 
high volatility and the decreasing vulnerability.  

4) Regarding the interrelations of Ukraine and the EU, the period from 2000 to 
2008 stands out as one demonstrating most clearly the growing share of the 
EU in the total exports and imports of Ukraine. 

5) Ukrainian-American trade relations do not feature dynamics.  

An nnalysis of data for 2015 shows the continuingly decreasing trade 
dependence of Ukraine on the Russian Federation due to the sanctions (0.127 in 
2015; 0.214 in 2013, against 0.318 in 1996); in parallel, estimates of trade 
dependence for Ukraine in the posts-crisis year of 2009 marking the shrinking 
global demand show that markets in post-Soviet countries could adapt to the 
consumption of Ukrainian products. 

Beginning with 2012, the dependence of Ukraine on the Russian Federation 
and post-Soviet countries was notably decreasing, contrary to the markets of the 
EU and China, which, given the high volatility (turning points of growths and 
recessions), could retain stability. In parallel, the decreasing dependence of 
Ukraine on the main trade partners in 2012–2015 is an indication of the growing 
relative weight of the third countries, which did not have a substantial role in 
Ukraine’s foreign trade. It is true that Egypt or Turkey, whose figures of trade with 
Ukraine are beyond the scope of our analysis, could increase their shares in the 
foreign trade with Ukraine beginning with 2014.   

A remarkable long-term tendency in Ukrainian exports is the falling share of 
the Commonwealth of Independent States (CIS) beginning with 2011 (from 
38.27% in 2012 to 16.62% in 2016) in parallel with the increasing share of EU-28, 
Asian and African countries. This reorientation is caused by the aggravation of 
trade and political contradictions between Ukraine and Russia, and the need to 
seek for new export markets (see Table 6).  

Table 6.  Geographic structure of Ukrainian exports of goods in 2005–2016, % 

Year CIS Europe EU-28 Asia Africa America 
Australia 

and 
Oceania 

2005 30.77 31.79 30.07 25.06 6.99 5.35 0.04 

2006 32.19 32.91 31.71 22.01 6.19 6.65 0.05 

2007 36.69 29.97 28.44 22.07 5.66 5.45 0.03 

2008 34.59 29.47 27.28 23.72 5.83 6.19 0.10 

2009 33.94 25.86 23.97 30.56 6.62 2.83 0.05 

2010 36.46 26.90 25.46 26.68 5.87 3.89 0.06 

2011 38.27 26.96 26.35 25.93 4.89 3.73 0.04 

2012 36.78 25.31 24.88 25.69 8.19 3.79 0.07 
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Table 6.  Geographic structure of Ukrainian exports of goods in 2005–2016, %  
(cont.) 

Year CIS Europe EU-28 Asia Africa America 
Australia 

and 
Oceania 

2013 34.87 26.95 26.47 26.55 8.05 3.42 0.06 

2014 27.61 31.77 31.54 28.48 9.46 2.55 0.04 

2015 20.47 34.75 34.14 32.47 9.98 2.06 0.04 

2016 16.62 37.55 37.11 33.34 10.21 2.24 0.04 

3.2.  Estimating trade dependence for Ukraine and its selected trade 
partners 

Estimation of 
,ij tDepend  for Ukraine and its selected trade partners – the 

EU, the Russian Federation, post-Soviet countries, China, the USA, and the 
group of countries consisting of Brazil, China and India – allows for the following 
conclusions (see Table 7): 

 the dependence of Ukraine’s GDP growth on trade relations of the Russian 
Federation decreased; interrelations between Ukraine and the Russian 
Federation have five explicit phases of economic activity, correlating 
closely with the political climate in Ukraine.    

 the contribution of post-Soviet countries in Ukraine’s GDP growth rapidly 
decreased (dependence ratio 0.114 as of 1 January 2008, against 0.062 as 
of 1 January 2016). 

 although the impact of trade relations between Ukraine and EU countries 
on growth of Ukraine’s GDP features relative stability (dependence ratio 
0.319 for 2003; 0.254 for 2006; 0.259 for 2011), in 2015 EU countries (with 
dependence ratio of 0.295 recorded for the second time after 2000, the 
year when the significance of trade relations with this group of countries 
was dominant for Ukraine’s GDP dynamics) became the trade partner for 
Ukraine with the most essential impact on the dynamics of Ukraine’s GDP. 
However, given that the indicators of dependence of Ukrainian trade on EU 
countries are analysed considering the waves of EU enlargement 
(enlarging significantly the number of EU members), the change in Ukraine-
EU relations is not explicit.  

 given that China joined the top three trade partners of Ukraine by the 
results of 2016, its impact on the dynamics of Ukraine’s GDP gives 
evidence of gradual transformations in China-Ukraine relations: its nearly 
zero impact on Ukraine’s GDP at early phases of Ukraine’s state building 
(0.019 dependence ratio as of 1 January 1996) was gradually increasing to 
catch up with the dependence estimates for the group of post-Soviet 
countries, for which the significance of trade was rapidly falling  
(dependence ratio 0.064 for China and 0.062 for the group of post-Soviet 
countries as of 1 January 2016, against  0.026 for China and 0.090 for the 
group of post-Soviet countries as of 1 January 2006). 
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Table 7.  Ratios of dependence of Ukrainian GDP growth on trade relations with 
Ukraine’s partners 

 ,ij tDepend  

 
Russian 

Fed. 

Post-
Soviet 

countries 
EU USA China 

Brazil, 
China, 
India 

01.01.1996 0.312 0.087 0.170 0.021 0.019 0.007 

01.01.1997 0.223 0.074 0.169 0.018 0.024 0.008 

01.01.1998 0.230 0.048 0.201 0.025 0.020 0.008 

01.01.1999 0.244 0.060 0.218 0.026 0.026 0.012 

01.01.2000 0.289 0.097 0.266 0.034 0.042 0.013 

01.01.2001 0.241 0.101 0.262 0.026 0.019 0.010 

01.01.2002 0.216 0.086 0.271 0.023 0.022 0.011 

01.01.2003 0.249 0.086 0.319 0.023 0.029 0.018 

01.01.2004 0.268 0.083 0.307 0.031 0.023 0.018 

01.01.2005 0.228 0.081 0.252 0.019 0.028 0.017 

01.01.2006 0.201 0.090 0.254 0.019 0.026 0.015 

01.01.2007 0.198 0.094 0.244 0.017 0.025 0.014 

01.01.2008 0.187 0.114 0.251 0.025 0.033 0.016 

01.01.2009 0.179 0.094 0.205 0.013 0.034 0.018 

01.01.2010 0.252 0.069 0.228 0.018 0.043 0.022 

01.01.2011 0.289 0.085 0.259 0.022 0.050 0.025 

01.01.2012 0.247 0.081 0.237 0.021 0.053 0.025 

01.01.2013 0.201 0.061 0.230 0.019 0.056 0.019 

01.01.2014 0.171 0.073 0.289 0.020 0.061 0.023 

01.01.2015 0.128 0.062 0.295 0.020 0.064 0.024 

 
Given the strong impact from the USA on shaping the geopolitical vector of 

Ukraine’s development, the existing trade relations between the two countries 
indicate unchanged positions (dependence ratio 0.021 as of 1996 and 0.020 as of 
2015). 

Yet, the estimates of 
ijTradeShare  and 

,ij tDepend  demonstrate the quality of 

economic exchange between Ukraine and its partners in a more representative 
way, which allows for the following statements:  

 while the impact of Ukraine’s foreign trade with the EU on Ukraine’s GDP 
changed from negative (-0.132 in 2012) to positive (0.204), in the case of 
foreign trade with the Russian Federation (-0.359) and the USA (-0.447) 
the situation is too bad.   

 the impact of Ukraine’s foreign economic relations with developing 
countries (Brazil, India, China) on Ukraine’s GDP growth is positive (0.534); 

 high estimates of dependence show insufficient structural  diversification of 
the Ukrainian economy, disregard to the need for the import substitution 
policy implementation, which would change commodity positions of 
Ukrainian exports and imports.    
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In the case of Ukraine (given its economic dependence on the EU (0.295 as 
of the end of 2015) and the Russian Federation (0.128 as of the end of 2015, 
against 0.217 as of the end of 2013)), the estimates give evidence of the skewed 
trade structure and orientation towards the group of selected partners.    

4. Analysis and discussion of results 

 
We have built the equation of regression for the total exports and imports by 
country, which looks representative.  

 
𝑌1 = −2.758Х6 + 4,922Х9 + 2,042Х12 + 16,524Х15 –  35,289Х18

+  23,273Х21 +  54687205 
(4) 

     coefficient of determination R2  = 0.940; 

where 
6X  – total imports and exports with the Russian Federation;  

9X  – total imports and exports with post-Soviet countries  

      (not including the Russian Federation);  

12X – total imports and exports with EU countries; 

15X  – total imports and exports with China;  

18X  – total imports and exports with the USA;    

21X – total imports and exports with Brazil, China and India. 

 
The results lead to the following conclusions: 

 Ukraine’s dependence on foreign economic relations with the Russian 
Federation has a negative impact on the growth rates of Ukraine’s GDP 
(growth in the trade relations by 1000 UAH reduces the GDP by 2758 
UAH);   

 Ukraine’s dependence on foreign economic relations with the USA has an 
extremely negative impact on the growth rates of Ukraine’s GDP (growth in 
the trade relations by 1000 UAH reduces the GDP by 35289 UAH);  

 Ukraine’s dependence on foreign economic relations with China has a 
positive impact on the growth rates of Ukraine’s GDP (growth in the trade 
relations by 1000 UAH increases the GDP by 16524 UAH);  

 Ukraine’s dependence on foreign economic relations with post-Soviet 
countries has positive impact on the growth rates of Ukraine’s GDP (growth 
in the trade relations by 1000 UAH increases the GDP by 4922 UAH);  

 Ukraine’s dependence on foreign economic relations with EU countries has 
a positive impact on the growth rates of Ukraine’s GDP (growth in the trade 
relations by 1000 UAH increases the GDP by 2042 UAH);  



132                    N. Reznikova, O. Osaulenko, V. Panchenko: Indicators of international… 

 

 

 Trade leaders with a positive impact on the growth rates of Ukraine’s GDP 
(growth worth of 23273 UAH per each 1000 UAH) are Brazil China, and 
India.  

5. Summary and conclusion  

The proposed methodology for computing indexes of dependence and 
interdependence, measures of symmetry, sensitivity and vulnerability of relations 
between partner countries can be useful for the analysis of established relations, 
to reveal the comparative dynamics of change in partner countries with different 
economic capacities, and in countries with similar economic structures. It should 
be borne in mind, however, that once a partner country pursues imports 
substitution policy or, say, reshoring, which changes its economic structure and, 
consequently, the structure of its demand for goods at the global market, this can 
have a tangible effect on the quality of established relations that will undergo 
gradual transformations: when imports substitution policy is adopted by a country 
that is an outsider in relations, the asymmetries will be decreasing; when 
reshoring policy is adopted by countries that are leaders of relations, the explicit 
asymmetries will be aggravating.    

The dynamics of countries’ interdependence is conditional not only on 
endogenous factors (structure of economy, structure of demand, macroeconomic 
stability in a country), but also exogenous ones (rate of the global economy 
growth, conjuncture at global commodity markets, conditions for access to capital 
markets and intellectual property markets, etc.). Thus, if GDP of a partner country 
grows significantly, the unchanged figures of its trade relations with selected 
countries cannot be evidence of these relations’ decline. 

The reorientation of Ukraine’s trade flows from CIS to the EU and Asia, 
confirmed by the assessment, is a long-term trend that has been strengthened as 
a consequence of recent events and Ukraine and beyond. Ukraine has leading 
positions at the markets of agricultural goods, ores and metal, i.e. the so called 
“stock exchange” goods with prices very sensitive to global conjuncture 
fluctuations. Once the share of goods with high value added is increased, export 
earnings will be more stable. Ukrainian exports are concentrated; because this 
also increases their sensitivity to shocks, their scope and price can be to a 
significant extend volatile. The indexes of dependence, derived for Ukraine, show 
that Ukraine has sensitivity-based interdependence relations with its trade 
partners, except for Russia, with which Ukraine has interdependence associated 
with vulnerability, because it refers to deliberate disruption of the existing relations 
and minimization of Russia’s role as exporter and importer.    

Considering the already existing economic capacities and sectoral structure of 
Ukraine, it needs to be noted that Ukraine faces objective challenges on the way 
to integration in the global market that has undergone powerful globalization 
processes involved in coordination of interests by entities participating in 
international value added chains. We believe that Ukraine needs to act in a multi-
vector way, in the five mainstream directions (technological, financial, 
infrastructural, structural and diplomatic), to optimize its foreign economic 
relations. The export pattern of Ukraine, based on a significant share of primary 
commodities, confirms its low productivity and non-competitiveness at the global 
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market. A comprehensive analysis of trade relations of Ukraine by computing 
RVA index and dependence index confirms that the less diversified the economic 
structure of a country is and the more similar the economic structures of partner 
countries are, the more stable their relations are. Accordingly, if even the trade 
between such partner countries diminishes, the quality of their relations will 
remain unchanged, with the implicit asymmetric or symmetric dependence. 
Moreover, the change will be mutual if even asymmetric relations are preserved.   

The interdependence of the partner countries’ economies can be caused by 
the symmetrically growing demand for goods that they offer if even technological 
gaps between them are preserved. Thus, the increasing imports of technologies 
by one of the partner countries can be symmetrically accompanied by the 
increasing exports of its primary commodities to the partner country’s market. 
Therefore, it would be too difficult to substantiate the quality of such trade 
relations without a detailed study of the structure of commodity exports and 
imports. 

It can be concluded that the decreasing interdependence of partner countries, 
in parallel with establishing more diversified trade relations and/or reorientation to 
production of alternative goods/services with the respective growth in exports is a 
sign of economic development of a country.   
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POWER ISHITA DISTRIBUTION AND ITS APPLICATION TO 
MODEL LIFETIME DATA  

Kamlesh Kumar Shukla 1, Rama Shanker 2  

ABSTRACT 

A study on two-parameter power Ishita distribution (PID), of which Ishita 
distribution introduced by Shanker and Shukla (2017 a) is a special case, has 
been carried out and its important statistical properties including shapes of the 
density, moments, skewness and kurtosis measures, hazard rate function, and 
stochastic ordering have been discussed. The maximum likelihood estimation has 
been discussed for estimating its parameters. An application of the distribution has 
been explained with a real lifetime data from engineering, and its goodness of fit 
shows better fit over two-parameter power Akash distribution (PAD), two-
parameter power Lindley distribution (PLD) and one-parameter Ishita, Akash, 
Lindley and exponential distributions. 

Key words: Ishita distribution, moments, hazard rate function, stochastic ordering, 

maximum likelihood estimation, goodness of fit. 

1. Introduction 

The probability density function (pdf) of Ishita distribution introduced by 
Shanker and Shukla (2017 a) is given by  
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The pdf in (1.1) reveals that the Ishita distribution is a two-component mixture 

of an exponential distribution (with scale parameter ) and a gamma distribution 

(with shape parameter 2 and scale parameter ), with mixing proportion 
3

3 2
p







. Shanker and Shukla (2017 a) have discussed some of its 

mathematical and statistical properties including its shapes for varying values of 
the parameter, moments, skewness, kurtosis, hazard rate function, mean residual 
life function, stochastic ordering, mean deviations, order statistics, Bonferroni and 
Lorenz curves, Renyi entropy measure, stress-strength reliability, and the 
applications of the distribution for modelling lifetime data from engineering and 
medical science. However, there are some situations where the Ishita distribution 
may not be suitable from either theoretical or applied point of view.  Shukla and 
Shanker (2017) have also obtained a Poisson mixture of Ishita distribution and 
named it Poisson-Ishita distribution, and studied its various statistical properties, 
estimation of parameter and the goodness of fit with some real count data sets.  

The corresponding cumulative distribution function (cdf) of (1.1) is given by           
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Recall that the pdf and the cdf of two-parameter power Akash distribution 
(PAD) introduced by Shanker and Shukla (2017 b) and two-parameter power 
Lindley distribution (PLD) introduced by Ghitany et al. (2013) are respectively 
given by 
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A detailed study regarding various properties, estimation of parameters and 
applications of PAD and PLD can be seen from Shanker and Shukla (2017 b) and 
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Ghitany et al. (2013) respectively. At 1  , PAD reduces to Akash distribution 

introduced by Shanker (2015) having pdf and cdf  given by  
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Shanker (2015) has a detailed study about various statistical and 

mathematical properties of Akash distribution, estimation of parameter and 

applications for modelling lifetime data from engineering and medical science and 

showed that Akash distribution gives better fit than both exponential and Lindley 

distributions. Shanker (2017) has also obtained a Poisson mixture of Akash 

distribution and named Poisson-Akash distribution and discussed important 

statistical properties, estimation of parameter using both the method of moments 

and the method of maximum likelihood and the application for modelling count 

data.  

Similarly, at 1  , PLD reduces to Lindley distribution introduced by Lindley 

(1958) having pdf and cdf given by 
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Ghitany et al. (2008) have a detailed study about various properties of Lindley 

distribution, estimation of parameter and application for modelling waiting time 

data from a bank and it has been shown that it gives better fit than exponential 

distribution. Shanker et al. (2016) have a detailed and critical comparative study 

of modelling real lifetime data from engineering and biomedical sciences using 

Akash, Lindley and exponential distribution and observed that each of these one-

parameter distribution has some advantage over the other but none is perfect for 

modelling all real lifetime data. Since Ishita distribution gives better fit than Akash, 

Lindley and exponential distribution, it is expected and hoped that the two-

parameter power Ishita distribution (PID) will provide a better model over two-

parameter power Akash distribution (PAD) and power Lindley distribution (PLD) 

and one-parameter Ishita, Akash, Lindley and exponential distributions.  

In this paper, a two-parameter power Ishita distribution (PID), which includes 

one-parameter Ishita distribution, has been introduced and its various properties 

including shapes for varying values of the parameters, survival function, hazard 

rate function, moments, stochastic ordering have been studied. The maximum 

likelihood estimation has been discussed for estimating its parameters. Finally, 

applications and goodness of fit of PID has been illustrated with a real life time 

data and fit has been  found better over two-parameter  power Akash distribution 
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(PAD) of Shanker and Shukla (2017 b), two-parameter power Lindley distribution 

(PLD) of Ghitany et al. (2013), and one-parameter Ishita, Akash, Lindley and 

exponential distributions. 

2.  Power Ishita distribution 

Taking the power transformation 
1X Y   in (1.1), pdf of the random 

variable X can be obtained as 

         
3

2 1

6 3
; , ; 0, 0, 0

2

xf x x x e x
  

    


     


               (2.1) 

                             3 4; , 1 ; ,p g x p g x                                    (2.2)  

where                         

3

3 2
p







 

                                         1

3 ; , ; 0, 0, 0xg x x e x
           

                                         
3 3 1

4 ; , ; 0, 0, 0
2

xx e
g x x

 
   

 

     

We would call the density in (2.1) “Power Ishita distribution (PID)” and denote 

it as PID  ,  . It is obvious that the PID is also a two-component mixture of 

Weibull distribution (with shape parameter  and scale parameter  ), and a 

generalized gamma distribution (with shape parameters 3,   and scale 

parameter ) introduced by Stacy (1962) with their mixing proportion 
3

3 2
p







.  

The corresponding cumulative distribution function (cdf)  of (2.1) can be obtained 
as 

      
 

6 3

2
; , 1 1 ; 0, 0, 0

2

x
x x

F x e x


 


 

   



 
      

  

        (2.3) 

Graphs of the pdf and the cdf of PID for varying values of the parameters 

have been drawn and presented in Figures 1 and 2 respectively. If 1  , the pdf 

of PID is monotonically decreasing for increasing values of the parameter  . But 

for 1   and increasing values of the parameter , the shapes of the pdf of PID 

become negatively skewed, positively skewed, symmetrical, platykurtic and 
mesokurtic; and this means that PID can be used for modelling lifetime data of 
various nature.  
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Figure.1. Graphs of pdf of PID for varying values of parameters   and   
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Figure 2. Graphs of cdf of PID for varying values of parameters   and   

3.  Survival and hazard rate functions 

The survival function,  S x and hazard rate function,  h x  of the PID can be 

obtained as 

   
   3

6 3

2 2
; , 1 ; , ; 0, 0, 0

2

x
x x

S x F x e x


 


  

     



   
      

  
       (3.1) 

  
 

 

 
   

3 2 1

6

3

1; ,
; , ; 0, 0, 0

; , 2 2

x xf x
h x x

S x x x

 

 

 
   

    


    

  
            

(3.2) 

The nature and behaviour of  h x  of the PID for varying values of the 

parameters   and  are shown graphically in Figure 3. It is obvious from the 

graphs of  h x that it is monotonically decreasing and increasing for increased 

values of the parameters   and  .  
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Figure 3. Graphs of  h x  of PID for varying values of the parameters   and   

4.  Moments and related measures 

Using the mixture representation (2.2), the r th moment about origin of the 
PID can be obtained as 

 

                 3 4

0 0

; , 1 ; ,r r r

r E X p x g x dx p x g x dx    
 

       

              

  

 

2 3

3 3

2

; 1,2,3,....
2r

r
r r r

r


   


  

 
       

 
 


              (4.1)  
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It should be noted that at 1  , the above expression will reduce to the r th 

moment about origin of Ishita distribution and is given by 

                              
  

 

3
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! 1 2
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2
r r

r r r
r



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

 

Therefore, the mean and the variance of the PID are obtained as 
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The coefficient of skewness and the coefficient of kurtosis of PID, upon 

substituting for the raw moments and standard deviation   , can be obtained 

using following expressions 

     
 

3

3 2 1 1

3

3 2
Coefficient of Skewness =

   



    
  

 and Coefficient of Kurtosis 
   

2 4

4 3 1 2 1 1

4

4 6 3     



       
 . 

5.  Stochastic ordering 

Stochastic ordering of positive continuous random variables is an important 

tool for judging their comparative behaviour. A random variable X is said to be 

smaller than a random variable Y in the  

(i) stochastic order  stX Y if    X YF x F x for all x  

(ii) hazard rate order  hrX Y if    X Yh x h x  for all x  

(iii) mean residual life order  mrlX Y if    X Ym x m x for all x  

(iv) likelihood ratio order  lrX Y if 
 

 
X

Y

f x

f x
 decreases in x . 
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The following important interrelationships due to Shaked and Shanthikumar 
(1994) are well known for establishing stochastic ordering of distributions 

                                   
lr hr mrlX Y X Y X Y                                                

                                                       
stX Y
  

The PID is ordered with respect to the strongest ‘likelihood ratio ordering’ as 
shown in the following theorem: 

Theorem: Let X   PID  1 1,   and Y   PID  2 2,  . If
1 2   and 

1 2 

(or 
1 2   and 

1 2  ) then 
lrX Y and hence

hrX Y , 
mrlX Y and

stX Y . 

Proof: From the pdf of PID (2.1), we have  
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Clearly for 
1 2 1 2and      (or 

1 2   and 
1 2  ), 

 

  1 1

2 2

, ,

; ,
ln 0X

Y

f x
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d

dx

 
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 . 

This means that 
lrX Y and hence

hrX Y , 
mrlX Y and

stX Y . Thus PID 

follows the strongest likelihood ratio ordering. 

6.  Maximum likelihood estimation  

Let  1 2 3, , , ... , nx x x x  be a random sample of size n  from PID  ,  . Then, 

the log-likelihood function is given by 

  6

1

ln ln ; ,
n

i

i

L f x  


  
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The maximum likelihood estimates (MLE)  ˆ ˆ,   of   ,  of PID (2.1) are 

the solutions of the following log likelihood equations 
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These two log likelihood equations do not seem to be solved directly because 

these cannot be expressed in closed form. However, Fisher’s scoring method can 

be applied to solve these equations iteratively. Thus, we have 
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The MLE  ˆ ˆ,   of   ,  of PID (2.1) are the solution of the following 

equations 
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where 
0 0and  are initial values of and  . These equations are solved 

iteratively until sufficiently close estimates of ˆ ˆand   are obtained. In this paper, 

R-software has been used to estimate the parameters and   for the 

considered dataset.       
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7. Applications and goodness of FIT 

In this section, we present the goodness of fit of PID using maximum 

likelihood estimates of parameters to a real data set from engineering and 

compare its fit with the one-parameter exponential, Lindley, Akash and Ishita 

distributions and two-parameter PAD and PLD. The following real lifetime data 

have been considered for the goodness of fit of the considered distributions. 

 

Data Set: The following data represent the tensile strength, measured in GPa, of 

69 carbon fibers tested under tension at gauge lengths of 20mm, Bader and 

Priest (1982) 

    1.312 1.314 1.479 1.552 1.700 1.803 1.861 1.865 1.944 1.958 1.966 1.997

 2.006 2.021 2.027 2.055 2.063 2.098 2.140 2.179 2.224 2.240 2.253 2.270

 2.272 2.274 2.301 2.301 2.359 2.382 2.382 2.426 2.434 2.435 2.478 2.490

 2.511 2.514 2.535 2.554 2.566 2.570 2.586 2.629 2.633 2.642 2.648 2.684

 2.697 2.726 2.770 2.773 2.800 2.809 2.818 2.821 2.848 2.880 2.954 3.012

 3.067 3.084 3.090 3.096 3.128 3.233 3.433 3.585 3.585  
 

In order to compare the considered distributions, values of 2ln L , AIC 

(Akaike Information Criterion), K-S Statistic ( Kolmogorov-Smirnov Statistic)  and 

p-value for the real dataset have been computed using maximum likelihood 

estimates and presented in Table 1. The formulae for computing AIC and K-S 

Statistics are as follows:  

2ln 2AIC L k    and    0K-S Sup n
x

F x F x  , where k  = the number of 

parameters, n  = the sample size,  nF x is the empirical (sample) cumulative 

distribution function and  0F x  is the theoretical cumulative distribution function. 

The best distribution is the distribution corresponding to lower values of 2ln L , 

AIC, and K-S statistics and higher p-value. 

Table 1.  MLE’s, -2ln L, AIC, K-S and p-value of the fitted distributions of the   
considered dataset 

Model ML Estimates -2ln L AIC K-S p-value 

PID 
ˆ 0.18063   

ˆ 3.00429   

97.84 
 

101.84 
 

0.033 
 

1.00 
 

PAD 
ˆ 0.169   

ˆ 3.061   

98.02 
 

102.02 
 

0.038 
 

0.999 
 

PLD 
 

ˆ 0.050   

ˆ 3.868   

98.12 
 

102.12 
 

0.044 
 

0.998 
 

Ishita ̂  0.39152 223.14 225.14 0.331 0.003 
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Table 1.  MLE’s, -2ln L, AIC, K-S and p-value of the fitted distributions of the   
considered dataset  (cont.) 

Model ML Estimates -2ln L AIC K-S p-value 

Akash ̂  0.964726 224.28 226.28 0.348 0.001 

Lindley ̂  0.659000 238.38 240.38 0.390 0.000 

Exponential ̂  0.407941 261.74 263.74 0.434 0.000 

 
It is obvious from the goodness of fit based on K-S statistic that PID gives 

better fit than all the considered distributions and hence it can be considered an 
important two-parameter lifetime distribution for modelling lifetime data. The 
variance-covariance matrix and the 95% confidence intervals (CI’s) of the ML 

estimates of the parameters   and  of PID are presented in Table 2. 

Table 2. Variance-Covariance matrix and 95% confidence intervals (CI’s) for the 

parameters ˆ ˆand   of the considered dataset 

Parameters 
Variance-Covariance Matrix 95% CI 

̂  ̂  Lower Upper 

̂  0.002233 -0.0117269 0.105235 0.292116 

̂  -0.0117269 0.0662314 2.527340 3.53244 

 

The profile of likelihood estimates of parameters ˆ ˆand   of PID for the 

considered data set is shown in Figure 4. Also, the fitted plots of the considered 
dataset for PID are shown in Figure 5.  

  

Figure 4.  Profile of the likelihood estimates ˆ ˆand   of PID for the considered 

dataset 
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Figure 5. Fitted plots of the considered distributions for the given dataset  

8. Concluding remarks 

In this paper a two-parameter power Ishita distribution (PID), of which one-
parameter Ishita distribution introduced by Shanker and Shukla (2017 a) is a 
special case, has been introduced and its important statistical properties including 
shapes of the density, moments, skewness and kurtosis measures and hazard 
rate function have been discussed. The stochastic ordering of the distribution has 
been studied. The maximum likelihood estimation has been discussed for 
estimating its parameters. An application and goodness of fit of PID have been 
discussed with a real lifetime data set from engineering and the fit has been found 
quite satisfactory over two-parameter PAD and PLD and one-parameter Ishita, 
Akash, Lindley and exponential distributions. 
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 FROM THE 2013 INTERNATIONAL YEAR  

OF STATISTICS 

Jan Kordos1 

ABSTRACT 

There are presented in this report, seven case studies of the uses of statistics in 
the past and present. I do not intend these examples to be exhaustive. I intend 
them primarily as educational examples for readers who would like to know: What 
is statistics good for? Also, to encourage the readers to study detailed reports from 
the 13 International Year of Statistics given in the notes of this report. 

Key words: statistics, International Year of Statistics, Bayesian statistics, 
frequentist, data quality, official statistics, science of uncertainty, Markov Chain 
Monte Carlo (MCMC), Big Data. 

1.  Introduction 

In 2013, six professional societies2 declared an International Year of Statistics 
to celebrate the multifaceted role of statistics in contemporary society:  

a) to raise public awareness of statistics, and; 

b) to promote thinking about the future of the discipline. 

In addition to these six societies, more than 2,300 organizations from 128 
countries participated in the International Year of Statistics. The capstone event 
for this year of celebration was the Future of the Statistical Sciences Workshop, 
held in London on November 11 and 12, 2013. This meeting brought together 
more than 100 invited participants for two days of lectures and discussions. The 
organizers made the freely available lectures and discussions at Internet3. 

In Poland several organizations, societies and universities  participated in the 
celebration. The Central Statistical Office of Poland and the Polish Statistical  
Association organized on 17-18 October 2013 a scientific conference entitled  
Statistics – Knowledge – Development4. 

                                                        
1  Warsaw Management University. Poland. E-mail: jan1kor2@gmail.com. 
2  The major sponsors of the yearlong celebration were: the American Statistical Association, the Royal 

Statistical Society, the Bernoulli Society, the Institute of Mathematical Statistics, the International 

Biometric Society, and the International Statistical Institute  
3 Statistics and Science – A Report of the London Workshop  on the Future of the Statistical Sciences. 

http://www.worldofstatistics.org/wos/pdfs/Statistics&Science-TheLondonWorkshopReport.pdf  
4  Some papers have been published in Statistics in Transition  new series. 

http://www.worldofstatistics.org/wos/pdfs/Statistics&Science-TheLondonWorkshopReport.pdf
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The Warsaw Management University and the Polish Statistical  Association 
organized on 25-26 November 2013 a scientific conference entitled Statistics in  
Service of Business and Social Sciences5.  

The year 2013 was a very appropriate one for a celebration of statistics. It was 
the 300th anniversary of Jacob Bernoulli’s Ars conjectandi (Art of Conjecturing) 
and the 250th anniversary of Thomas Bayes’ “An Essay Towards Solving a 
Problem in the Doctrine of Chances.” The first of these papers helped lay the 
groundwork for the theory of probability. The second, little noticed in its time, 
eventually spawned an alternative approach to probabilistic reasoning that truly 
come to fruition in the computer age. In very different ways, Bernoulli and Bayes 
recognized that uncertainty is subject to mathematical rules and rational analysis. 
Nearly all research in science today requires the management and calculation of 
uncertainty, and for this reason statistics–the science of uncertainty–has become 
a crucial partner for modern science. 

2.  Purpose of this report 

This report is projected primarily for people who are not experts in statistics. It 
is intended as a resource: 

a)  for students who might be interested in studying statistics and would like to 
know something about the field and where it is going; 

b)  for policymakers who would like to understand the value that statistics 
offers to society, and;  

c)  for people in the general public who would like to learn more about this 
often misunderstood field.  

One common misconception about statisticians is that they are mere data 
collectors, or “number crunchers”. That is almost the opposite of the truth. Often, 
the people who come to a statistician for help–whether they be scientists, CEOs6, 
or public servants–either can collect the data themselves or have already 
collected it. The mission of the statistician is to work with the scientists to ensure 
that the data will be collected using the optimal method (free from bias and 
confounding). Then, the statistician extracts meaning from the data, so that the 
scientists can understand the results of their experiments and the CEOs and 
public servants can make well-informed decisions. 

Another misperception, which is unfortunately all too common, is that the 
statistician is a person brought in to wave a magic wand and make the data say 
what the experimenter wants them to say. Statisticians provide researchers the 
tools to declare comparisons “statistically significant” or not, typically with the 
implicit understanding that statistically significant comparisons will be viewed as 
real and non-significant comparisons will be tossed aside. When applied in this 
way, statistics becomes a ritual to avoid thinking about uncertainty, which is again 
the opposite of its original purpose. 

                                                        
5  E., Frączak, A. Kamińska, J., Kordos (Eds), (2014). Statistics – Business and Social Sciences 

Applications (in Polish). Available at:  

 http://www.kaweczynska.pl/wydawnictwo/publikacje/wazniejsze-publikacje.  
6 CEOs communicate, collaborate, and exchange information on Earth observation activities, spurring 

useful partnerships such as the Integrated Global Observing Strategy (IGOS), http://ceos.org/about-

ceos/overview/. 

http://www.kaweczynska.pl/wydawnictwo/publikacje/wazniejsze-publikacje
http://ceos.org/about-ceos/overview/
http://ceos.org/about-ceos/overview/
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Ideally, statisticians should provide concepts and methods to learn about the 
world and help people make decisions in the face of uncertainty. If anything is 
certain about the future, it is that the world will continue to need this kind of 
“honest broker.” It remains in question whether statisticians will be able to position 
themselves not as number crunchers or as practitioners of an arcane ritual, but as 
data explorers, data diagnosticians, data detectives, and ultimately as answer 
providers. 

Statistics can be most succinctly described as the science of uncertainty. 
While the words “statistics” and “data” are often used interchangeably by the 
public, statistics actually goes far beyond the mere accumulation of data. The role 
of a statistician is:  

 To design the acquisition of data in a way that minimizes bias and confounding 
factors and maximizes information content.  

 To verify the quality of the data after it is collected.  

 To analyze data in a way that produces insight or information to support 
decision-making. 

These processes always take into explicit account the stochastic uncertainties 
present in any real-world measuring process, as well as the systematic 
uncertainties that may be introduced by the experimental design. This recognition 
is an inherent characteristic of statistics, and this is why we describe it as the 
“science of uncertainty,” rather than the “science of data.”  

Data are ubiquitous in 21st-century society: they pervade our science, our 
government, and our commerce. For this reason, statisticians can point to many 
ways in which their work has made a difference to the rest of the world. However, 
the very usefulness of statistics has worked in some ways as an obstacle to 
public recognition. Scientists and executives tend to think of statistics as 
infrastructure, and like other kinds of infrastructure, it does not get enough credit 
for the role it plays. Statisticians, with some prominent exceptions, also have been 
unwilling or unable to communicate to the rest of the world the value (and 
excitement) of their work. 

3. Seven case studies of past “success stories” in statistics 
continued to the present day. 

This report, therefore, begins with something that was mostly absent from the 
London workshop: seven case studies of past “success stories” in statistics, 
which in all cases have continued to the present day. These success stories are 
certainly not exhaustive–many others could have been told–but it is hoped that 
they are at least representative. They include:  

1) The development of the randomized controlled trial methodology and 
appropriate methods for evaluating such trials, which are a required part of the 
drug development process in many countries.  

2) The application of “Bayesian statistics” to image processing, object 
recognition, speech recognition, and even mundane applications such as 
spellchecking.  

3) The explosive spread of “Markov chain Monte Carlo” methods, used in 
statistical physics, population modelling, and numerous other applications to 
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simulate uncertainties that are not distributed according to one of the simple 
textbook models (such as the “bell-shaped curve”).  

4) The involvement of statisticians in many high-profile court cases over 
the years. When a defendant is accused of a crime because of the 
extraordinary unlikelihood of some chain of events, it often falls to statisticians 
to determine whether these claims hold water.  

5) The discovery through statistical methods of “biomarkers”7 – genes that 

confer an increased or decreased risk of certain kinds of cancer.  

6) A method called “kriging8”, which enables scientists to interpolate a smooth 
distribution of some quantity of interest from sparse measurements. 
Application fields include mining, meteorology, agriculture, and astronomy.  

7) The rise of “analytics” in sports and politics in recent years. In some cases, 
the methods involved are not particularly novel, but what is new is the 
recognition by stakeholders (sports managers and politicians) of the value that 
objective statistical analysis can add to their data. 

Statistics was a multidisciplinary science from the very beginning, long before 
that concept became fashionable. The same techniques developed to analyze 
data in one application are very often applicable in numerous other situations. 
One of the best examples of this phenomenon in recent years is the application of 
Markov Chain Monte Carlo (MCMC) methods. While MCMC was initially invented 
by statistical physicists who were working on the hydrogen bomb, it has since 
been applied in settings as diverse as image analysis, political science, and digital 
humanities. Markov Chain Monte Carlo is essentially a method for taking random 
samples from an unfathomably large and complex probability distribution.  

The original algorithm was designed in the late 1940s by Nicholas Metropolis, 
Stanislaw Ulam, the Polish statistician,  Edward Teller, and others to simulate the 
motion of neutrons in an imploding hydrogen bomb. This motion is essentially 
random. However, “random” does not mean “arbitrary.” The neutrons obey 
physical laws, and this makes certain outcomes much more likely than others. 
The probability space of all plausible neutron paths is far too large to store in a 
computer, but Metropolis’ algorithm enables the computer to pick random 
plausible paths and thereby predict how the bomb will behave. 

In a completely different application, MCMC has been used to analyze models 
of how politicians vote on proposed legislation or how U.S. Supreme Court 
justices vote on cases that come before them. The second example is of 
particular interest because the justices typically say very little in public about their 
political viewpoints after their confirmation hearings, yet their ideologies can and 
do change quite a bit during the course of their careers. Their votes are the only 
indicator of these changes. While political pundits are always eager to “read the 
tea leaves,” their analysis typically lacks objectivity and quantitative rigor.  

The International Year of Statistics came at a time when the subject of 
statistics itself stood at a crossroads. Some of its most impressive achievements 

                                                        
7  The term “biomarker”, a portmanteau of “biological marker”, refers to a broad subcategory of medical 

signs – that is, objective indications of medical state observed from outside the patient – which can 
be measured accurately and reproducibly. 

8 kriging – optimal interpolation based on regression against observed z values of surrounding data 

points, weighted according to spatial covariance values, http://www.kriging.com/whatiskriging.html. 

http://www.kriging.com/whatiskriging.html
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in the 20th century had to do with extracting as much information as possible from 
relatively small amounts of data–for example, predicting an election based on a 
survey of a few thousand people, or evaluating a new medical treatment based on 
a trial with a few hundred patients.  

4. BIG DATA 

While these types of applications will continue to be important, there is a new 
game in town. We live in the era of BIG DATA. Companies such as Google or 
Facebook gather enormous amounts of information about their users or 
subscribers. They constantly run experiments on, for example, how a page’s 
layout affects the likelihood that a user will click on a particular advertisement. 
These experiments have millions, instead of hundreds, of participants, a scale 
that was previously inconceivable in social science research. In medicine, the 
Human Genome Project has given biologists access to an immense amount of 
information about a person’s genetic makeup. Before Big Data, doctors had to 
base their treatments on a relatively coarse classification of their patients by age 
group, sex, symptoms, etc. Research studies treated individual variations within 
these large categories mostly as “noise.” Now doctors have the prospect of being 
able to treat every patient uniquely, based on his or her DNA. Statistics and 
statisticians are required to put all these data on individual genomes to effective 
use.  

The rise of Big Data has forced the field to confront a question of its own 
identity The creation of this new job category brings both opportunity and risk to 
the statistics community. The value that statisticians can bring to the enterprise is 
their ability to ask and to answer such questions as these:  

a) Are the data representative?  

b) What is the nature of the uncertainty? 

c) It may be an uphill battle even to convince the owners of Big Data that their 
data are subject to uncertainty and, more importantly, bias.  

On the other hand, it is imperative for statisticians not to be such purists that 
they miss the important scientific developments of the 21st century. “Data 
science” will undoubtedly be somewhat different from the discipline that 
statisticians are used to. Perhaps statisticians will have to embrace a new identity. 
Alternatively, they might have to accept the idea of a more fragmented discipline 
in which standard practices and core knowledge differ from one branch to 
another.  

Undoubtedly the greatest challenge and opportunity that confronts today’s 
statisticians is the rise of Big Data–databases on the human genome, the human 
brain, Internet commerce, or social networks (to name a few), which dwarf in size 
any databases statisticians encountered in the past. Big Data is a challenge for 

several reasons:  

1) Problems of scale. Many popular algorithms for statistical analysis do not scale 
up very well and run hopelessly slowly on terabyte-scale data sets. 
Statisticians either need to improve the algorithms or design new ones that 
trade off theoretical accuracy for speed. 
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2) Different kinds of data. Big Data are not only big, they are complex and they 
come in different forms from what statisticians are used to, for instance images 
or networks. 

3) The “look-everywhere effect”. As scientists move from a hypothesis-driven to a 
data-driven approach, the number of spurious findings (e.g. genes that appear 
to be connected to a disease but really are not) is guaranteed to increase, 
unless specific precautions are taken. 

4) Privacy and confidentiality. This is probably the area of greatest public concern 
about Big Data, and statisticians cannot afford to ignore it. Data can be 
anonymized to protect personal information, but there is no such thing as 
perfect security.  

5) Reinventing the wheel. Some of the collectors of Big Data—notably, web 
companies—may not realize that statisticians have generations of experience 
at getting information out of data, as well as avoiding common fallacies. Some 
statisticians resent the new term “data science”. Others feel we should accept 
the reality that “data science” is here and focus on ensuring that it includes 
training in statistics. 

Big Data was not the only current trend discussed at  different meetings, and 
indeed there was a minority sentiment that it is an overhyped topic that will 
eventually fade. Other topics that were discussed include: 

i. The reproducibility of scientific research. Opinions vary widely on the extent of 
the problem, but many “discoveries” that make it into print are undoubtedly 
spurious. Several major scientific journals are requiring or encouraging authors 
to document their statistical methods in a way that would allow others to 
reproduce the analysis. 

ii. Updates to the randomized controlled trial. The traditional RCT9 is expensive 
and lacks flexibility. “Adaptive designs10” and “SMART trials11” are two 
modifications that have given promising results, but work still needs to be done 
to convince clinicians that they can trust innovative methods in place of the 
tried-and-true RCT. 

iii. Statistics of climate change12. This is one area of science that is begging for 
more statisticians. Climate models do not explicitly incorporate uncertainty, so 
the uncertainty has to be simulated by running them repeatedly with slightly 
different conditions. 

iv. Statistics in other new venues. For instance, one talk explained how new data 
capture methods and statistical analysis are improving (or will improve) our 
understanding of the public diet. Another participant described how the United 
Nations is experimenting for the first time with probabilistic, rather than 
deterministic, population projections. 

v. Communication and visualization. The Internet and multimedia give 

statisticians new opportunities to take their work directly to the public.  

                                                        
9  RCT (Randomized Control Trial)  is a type of scientific (often medical) experiment which aims to  

 reduce bias when testing a new treatment. 
10 http://adaptivedesigns.com/about. 
11 SMART-trials – a next generation platform intended for data acquisition in medical research and  

 clinical trials, https://www.cognizant.com/SmartTrials. 
12 http://data.worldbank.org/topic/climate-change. 

https://www.cognizant.com/SmartTrials
http://data.worldbank.org/topic/climate-change
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vi. Education. A multifaceted topic, this was discussed a great deal but without 
any real sense of consensus. Most participants at the meeting seemed to 
agree that the curriculum needs to be re-evaluated and perhaps updated to 
make graduates more competitive in the workplace. Opinions varied as to 
whether something needs to be sacrificed to make way for more computer 
science–type material, and if so, what should be sacrificed. 

vii. Professional rewards. The promotion and tenure system needs scrutiny to 
ensure non-traditional contributions such as writing a widely used piece of 
statistical software are appropriately valued. The unofficial hierarchy of 
journals, in which theoretical journals are more prestigious than applied ones 
and statistical journals count for more than subject-matter journals, is also 
probably outmoded. 

5. Official/government statistics 

It is a little-known fact that the word “statistics” actually comes from the root 
“state”–it is the science of the state. Thus, government or official statistics have 
been involved in the discipline from the beginning, and, for many citizens, they 
are still the most frequently encountered form of statistics in daily life. 

Several trends are placing new demands on official statisticians. Many 
governments are moving toward open government, in which all official data will be 
available online. Many constituents expect these data to be free. However, open 
access to data poses new problems of privacy, especially as it becomes possible 
to parse population data into finer and finer units. Free access is also a problem 
in an era of flat or declining budgets. Though information may want to be free, it is 
certainly not free to collect and curate. 

At the same time, new technologies create new opportunities. There are new 
methods of collecting data, which may be much cheaper and easier than 
traditional surveys. As governments move online, administrative records become 
a useful and searchable source of information. Official statisticians will face a Big 
Data problem similar to private business as they try to figure out what kinds of 
usable information might exist in these large volumes of automatically collected 
data and how to combine them with more traditionally collected data. They also 
need to think about the format of the data; mounds of page scans or data that are 
presented out of context may not be very useful. With proper attention to these 
issues, both old democracies and new democracies can become more 
transparent, and the citizens can become better informed about what their 
governments are doing. 

But the more time that students spend learning computer science, the less 
time they will have available for traditional training in statistics. The discussion of 
what parts of the “core” can be sacrificed, or if there even is a “core” that is 
fundamental for all students, produced even less agreement. A few voices 
tentatively called for less emphasis on the abstract mathematical foundations of 
the subject. However, some attendees felt that the unity of the subject was its 
strength, and they remembered fondly the days when they could go to a statistics 
meeting and understand any lecture. Even they acknowledged that things are 
changing; the trend is toward a field that is more diverse and fragmented. Should 
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this trend be resisted or embraced? Will the pressure of Big Data be the straw 
that breaks the camel’s back, or the catalyst that drives a long needed change? 
On questions like these, there was nothing even approaching consensus. 

6. Quality of Data 

One of the underrated services that statisticians can provide in the world of 
Big Data is to look at the quality of data with a skeptical eye. This tradition is 
deeply ingrained in the statistical community, beginning with the first controlled 
trials in the 1940s. Data come with a provenance. If they come from a double-
blind randomized controlled trial, with potential confounding factors identified and 
controlled for, then the data can be used for statistical inference. If they come 
from a poorly designed experiment–or, even worse, if they come flooding into a 
corporate web server with no thought at all given to experimental design–the 
identical data can be worthless. 

In the world of Big Data, someone has to ask questions like the following: 

• Are the data collected in a way that introduces bias? Most data collected on 
the Internet, in fact, come with a sampling bias. The people who fill out a 
survey are not necessarily representative of the population as a whole. 

• Are there missing or incomplete data? In Web applications, there is usually a 
vast amount of unknown data. For example, the movie website Netflix wanted 
to recommend new movies to its users using a  statistical model, but it only 
had information on the handful of movies the user had rated. It spent $1 million 
on a prize competition to identify a better way of filling in the blanks. 

• Are there different kinds of data? If the data come from different sources, 
some data might be more reliable than others. If all the numbers get put into 
the same analytical meat grinder, the value of the high-quality data will be 
reduced by the lower-quality data. On the other hand, even low-quality, biased 
data might contain some useful information. Also, data come in different 
formats–numbers, text, networks of “likes” or hyperlinks. It may not be obvious 
to the data collector how to take advantage of these less traditional kinds of 
information. 

 Statisticians not only know how to ask the right questions, but, depending on 
the answers, they may have practical solutions already available. 

7. Some conclusions 

The Workshop on the Future of Statistics did not end with a formal statement 
of conclusions or recommendations. However, the following unofficial 
observations may suffice: 

1. The analysis of data using statistical methods is of fundamental importance to 
society. It underpins science, guides business decisions, and enables public 
officials to do their jobs. 

2. All data come with some amount of uncertainty, and the proper interpretation 
of data in the context of uncertainty is by no means easy or routine. This is one 
of the most important services that statisticians provide to society. 
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3. Society is acquiring data at an unprecedented and ever-increasing rate. 
Statisticians should be involved in the analysis of these data. 

4. Statisticians should be cognizant of the threats to privacy and confidentiality 
that Big Data pose. It will remain a challenging problem to balance the social 
benefits of improved information with the potential costs to individual privacy. 

5. Data are coming in new and untraditional forms, such as images and 
networks. Continuing evolution of statistical methods will be required to handle 
these new types of data. 

6. Statisticians need to reevaluate the training of students and the reward system 
within their own profession to make sure that these are still functioning 
appropriately in a changing world. 

7. In particular, statisticians are grappling with the question of what a “data 
scientist” is, whether it is different from a statistician, and how to ensure that 
data scientists do not have to “reinvent the wheel” when they confront issues 
of uncertainty and data quality. 

8. In a world where the public still has many misperceptions about statistics, risk, 
and uncertainty, communication is an important part of statisticians’ jobs. 
Creative solutions to data visualization and mass communication can go a 
long way. 

We conclude with some observations on statistical education, which was a 
major topic of discussion at the London workshop, even though there were no 
formal lectures about it. 

Clearly, some students are getting the message that statistics is a useful 
major, and many of them are undoubtedly attracted by the job possibilities. 
However, statistics departments need to do a better job of preparing them for the 
jobs that are actually available and not necessarily to become carbon copies of 
the professors.  Some suggestions include the following: 

• Working on communication skills. Statisticians have a deep understanding and 
familiarity with the concept of uncertainty that many other scientists lack. They 
will only be able to disseminate their knowledge of this critical concept if they 
can convey it readily and with ease. 

• Working on team projects, especially with non-statisticians. The workshop 
itself modeled this behavior, as most of the speakers who were statisticians 
were paired with a non-statistician who is an expert in the subject-matter area 
under discussion. In most cases, the two speakers were collaborators.  

• Training on leadership skills. There was a strong sentiment among some 
workshop participants that statisticians are pigeonholed as people who support 
the research of others, rather than coming up with original ideas themselves. 

• Strong training in an application field. This again may help prepare the 

students to steer the direction of research, rather than following it. 

• More exposure to real “live” data. Many students will learn best if they can see 

the applicability to real-world problems.  

• More exposure to Big Data, or at least reasonably Big Data that cannot be 
analyzed using traditional statistical methods or on a single computer. 
Students need to be prepared for the world that they will be entering, and Big 
Data seems to be here to stay. 
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• More emphasis on computer algorithms, simulation, etc. To prepare for 

engineering-type jobs, students need to learn to think like engineers. 

To sum up, the view of statistics that emerged from the conferences and 
workshops was one of a field that, after three centuries, is as healthy as it ever 
has been, with robust growth in student enrolment, abundant new sources of 
data, and challenging problems to solve over the next century. 
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PRODUCT EXPONENTIAL METHOD OF IMPUTATION
IN SAMPLE SURVEYS

Shakti Prasad1

ABSTRACT

In this paper, a product exponential method of imputation has been suggested and
their corresponding resultant point estimator has been proposed for estimating the
population mean in sample surveys. The expression of bias and the mean square
error of the suggested estimator has also been derived, up to the first order of large
sample approximations. Compared with the mean imputation method, Singh and
Deo (Statistical Papers (2003)) and Adapted estimator (Bahl and Tuteja (1991)), the
simulation studies show that the suggested estimator is the most efficient estimator.

Key words: imputation methods, bias, mean square error (MSE), efficiency.

1. Introduction

The use of auxiliary information for estimating the finite population mean of the
study variable has played an eminent role in sample surveys. The ratio imputation
method is employed for missing data if the correlation between the study variable
and the auxiliary variable is positive. On the other hand, if this correlation is nega-
tive, the product imputation method investigated by Singh and Deo (2003), is quite
effective. The application of the product imputation method has too much impor-
tance but absolutely has some limitation in medical discipline, industrial and social
science, etc. There are several medical or social science related variables which
decrease as the people grow up. For example, as the people become older, the
following variables have negative correlation with the age: (a) duration of sleeping
hours (b) hearing tendency (c) eye sight (d) number of hairs on the head (e) number
of love affairs and (f) working hour capacity etc. If information on any of these study
variable is missing, but the age of the persons is available, the product imputation
method will be beneficial.

It is worth to be noticed that appreciable amount of works carried out
under product method of estimation in sample surveys by several authors, but its
application very limited in imputation methods. Dated back, Singh and Deo (2003)
have used the product imputation method in survey sampling. Motivated with the
above work, we study the some product exponential method of imputation in sam-
ple surveys.

Let y and x be denoted by the negatively correlated study variable and
auxiliary variable respectively. A simple random sample (without replacement) sn of

1Department of Basic & Applied Science National Institute of Technology, Arunachal Pradesh,Yupia,
Papum pare-791112, India. E-mail: shakti.pd@gmail.com.
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n units is depleted from a finite population U = (U1, U2, ..., UN) of N units to estimate
the population mean Ȳ . Let r be the number of responding units out of sampled n
units, the set of responding units by R and the set of non-responding units by Rc. If
the units involve the responding unit set, the values on the study variable yi are ob-
served. If they involve the non-responding unit set, the values on the study variable
yi are missing and hereafter the imputed values are derived for a well known units.

y.i =
{

yi if iεR
ỹi if iεRc (1)

The general point estimator of population mean Ȳ takes the form:

ȳs =
1
n ∑

iεsn

y.i =
1
n

[
∑
iεR

y.i + ∑
iεRc

y.i

]
=

1
n

[
∑
iεR

yi + ∑
iεRc

ỹi

]
(2)

Here, the value ỹi denote the imputed value of the study variable corresponding to
the ith non- responding units.
The consequently notations have been approaching in this work:
Ȳ , X̄ : The population means of the variables y and x respectively.
ȳr, x̄r : The response means of the respective variables for the sample sizes shown
in suffices.
x̄n: The sample mean of the variable x.
ρyx : The population correlation coefficient between the variables y and x.
S2

x = (N−1)−1
∑

N
i=1(xi− X̄)2 : The population mean square of the variable x.

S2
y : The population mean square of the variable y .

Cy and Cx : The coefficients of variation of the variables shown in suffices.

2. Some Existing Estimators

In this section, the several estimators with imputation have been discussed for esti-
mating the population mean in sample surveys.

2.1. Mean Imputation Method

Under this method, After imputation, data take the form:

y.i =
{

yi if iεR
ȳr if iεRc (3)

The resultant point estimator (2) of Ȳ becomes

ȳm =
1
r

r

∑
i=1

yi = ȳr (4)



STATISTICS IN TRANSITION new series, March 2018 161

which is known as the response mean estimator ȳr of population mean Ȳ .
The variance of the response sample mean ȳr, is given by

Var(ȳr) =

(
1
r
− 1

N

)
Ȳ 2C2

y (5)

2.2. Product Imputation Method

Singh and Deo (2003) proposed the product imputation method in sample surveys.
After imputation, data take the form:

y.i =


yi if iεR

ȳr

[
nx̄r−rx̄n

x̄n

]
xi

∑iεRc xi
if iεRc

(6)

Under this method of imputation, the resultant point estimator (2) of Ȳ becomes

ȳSD = ȳr
x̄r

x̄n
(7)

which is analogue of the product estimator proposed by Murthy (1964).
The MSE of estimator ȳSD, is given by

MSE(ȳSD) =Var(ȳr)+

(
1
r
− 1

n

)
Ȳ 2 (C2

x +2ρyxCyCx
)

(8)

3. Adapted Product Exponential Method of Imputation

Following the Bahl and Tuteja (1991), We have adapted product exponential
method of imputation and their corresponding estimator for estimating the Ȳ in sur-
vey sampling.
The adapted imputation method,
After imputation, the data take the form:

y.i =


yi if iεR

ȳr
n−r

[
nexp

(
x̄r−X̄
x̄r+X̄

)
− r
]

if iεRc
(9)

Under above adapted imputation methods, the resultant point estimators (2) of the
population mean Ȳ become

ȳAE = ȳr exp
[

x̄r− X̄
x̄r + X̄

]
(10)
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The MSE of estimator ȳAE , is given by

MSE(ȳAE) =

(
1
r
− 1

N

)(
C2

y +
1
4

C2
x +ρyxCyCx

)
Ȳ 2 (11)

4. Suggested Method and their Estimator

Following the Prasad (2016 & 2017), a product exponential method of impu-
tation and their corresponding estimator has suggested for estimating the popula-
tion mean Ȳ in sample surveys.
The suggested imputation method,
After imputation, the data take the form:

y.i =


φyi exp

(
(x̄r−X̄)Sx

(X̄+x̄r)Sx+2Cx

)
if iεR

φ
ȳr
x̄r

(
xi− n

n−r (x̄n− x̄r)
)

exp
(

(x̄r−X̄)Sx
(X̄+x̄r)Sx+2Cx

)
if iεRc

(12)

Under above suggested imputation method, the resultant point estimator (2) of
the population mean Ȳ becomes

ζ = φ ȳr exp
[

(x̄r− X̄)Sx

(X̄ + x̄r)Sx +2Cx

]
(13)

where φ is suitably chosen constant, such that the MSE of the resultant point
estimator is minimum. It has been assumed that Sx and Cx are known.

5. Properties of the suggested estimator ζ

The bias and their mean square error (MSE) of the suggested estimator ζ are
derived up to the first order of large sample approximations under the following
transformations:
ȳr = Ȳ (1+ ey) and x̄r = X̄(1+ ex) such that E(ei) = 0, |ei|< 1∀ i = y,x.
Using the above transformations, the estimator ζ take the following form:

ζ = φȲ (1+ ey)exp

[
1
2

θex

(
1+

1
2

θex

)−1
]

(14)

where θ = X̄Sx
X̄Sx+Cx

.
Neglecting the higher power terms of e′s , the equation(14) can be written as

ζ − Ȳ ∼= Ȳ
[
(φ −1)+φ

(
ey +

1
2

θex +
1
2

θeyex−
1
8

θ
2e2

x

)]
(15)

Taking expectation of (15), we obtained the bias of the suggested estimator, is
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given as

Bias(ζ ) = Ȳ
[
(φ −1)− 1

8
θφ

(
1
r
− 1

N

)(
θC2

x −4ρyxCyCx
)]

(16)

Now, after squaring of (15) and neglecting the higher power terms of e′s, we
have

(ζ − Ȳ )2 ∼= Ȳ 2
[
(φ −1)+φ

(
ey +

1
2

θex +
1
2

θeyex−
1
8

θ
2e2

x

)]2

(17)

Taking expectation of (17), we get the MSE of the suggested estimator ζ as

MSE(ζ ) = Ȳ 2 [(φ −1)2 +φ
2A+2(φ 2−φ)B

]
(18)

where A =
( 1

r −
1
N

)(
C2

y +
1
4 θ 2C2

x +θρyxCyCx
)
, B =

( 1
r −

1
N

)(
− 1

8 θ 2C2
x +

1
2 θρyxCyCx

)
.

Differentiating (18) with respect to φ , and its equating to zero respectively, we get
the optimum value of φ , is given by

φopt =
1+
( 1

r −
1
N

)(
− 1

8 θ 2C2
x +

1
2 θρyxCyCx

)
1+
( 1

r −
1
N

)(
C2

y +2θρyxCyCx
) (19)

After substituting the optimum value of φ , i. e., φopt in equation (18), we obtain
the minimum MSE of the suggested estimator ζ , is given as

MSE(ζ )opt =

[
1−

(
1+
( 1

r −
1
N

)(
− 1

8 θ 2C2
x +

1
2 θρyxCyCx

))2

1+
( 1

r −
1
N

)(
C2

y +2θρyxCyCx
) ]

Ȳ 2 (20)

6. Simulation Study

We have considered the four data sets for the sample population between 25%
to 50%, response rate between 60% to 94% with different correlation coefficient.
The percent relative efficiency of the suggested estimator engaged in simulation
study. The PREs of the suggested estimator ζ with respect to the mean imputation
method, Singh and Deo (2003) estimator and Adapted estimator (Bahl and Tuteja
(1991)) are obtained as

PRE1 =
V (ȳr)

MSE(ζ )opt
×100 (21)

PRE2 =
MSE(ȳSD)

MSE(ζ )opt
×100 (22)

PRE3 =
MSE(ȳAE)

MSE(ζ )opt
×100 (23)
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Table 1: Description of Data sets

Parameters Data set 1 Data set 2 Data set 3 Data set 4
Maddala Pandey and Dubey Singh, S. Swain
(1977) (1988) (2003) (2013)

N 16 20 30 50
n 4 8 10 15
r 3 (6, 7) (6,7,8,9) (10, 12, 14)
Ȳ 7.6375 19.55 384.2 6.5945
X̄ 75.4343 18.8 67.267 55
Cy 0.2278 0.3552 0.1559 0.2134
Cx 0.0986 0.3943 0.1371 0.2968
ρyx -0.6823 -0.9199 -0.8552 -0.8628

Table 2: Percent relative efficiency of the suggested estimator ζ over the estimators
ȳr, ȳSD and ȳAE respectively under the four different Data sets.

Dataset N n r PRE1 PRE2 PRE3
1 16 4 3 133.898 117.282 100.626
2 20 8 6 349.680 248.514 100.332

7 349.152 294.760 100.180
3 30 10 6 226.579 143.789 99.9824

7 226.579 161.787 99.9823
8 226.579 181.421 99.9822
9 226.579 202.924 99.9821

4 50 15 10 353.940 285.272 100.376
12 353.641 310.309 100.291
14 353.429 338.191 100.231



STATISTICS IN TRANSITION new series, March 2018 165

7. Analysis of Simulation Study

From Tables (1 - 2), the following interpretation can be read out:
(1)From Table 1 presents the parameters of the four data sets for different correla-
tion coefficient. We are taking different values for n and r.
(2) From Table 2 it is observed that

(a) For a 25% sample population with response rate is 75%, the PRE of the
suggested estimator ζ with respect to the other existing estimators like as the
mean imputation method remains 133.898%, Singh and Deo (ȳSD) estimator re-
mains 117.282 % and Adapted estimator remains 100.626%.

(b) For a 40% sample population with response rate between 75% to 87%, the
PRE of the suggested estimator ζ with respect to the other existing estimators like
as the mean imputation method remains 349.152% to 349.680%, Singh and Deo
(ȳSD) estimator remains 248.514% to 294.760% and Adapted estimator remains
100.180% to 100.332%.

(c) For a 33% sample population with response rate between 60% to 90%, the
PRE of the suggested estimator ζ with respect to the other existing estimators like
as the mean imputation method remains 226.579% to 226.579%, Singh and Deo
(ȳSD) estimator remains 143.789% to 202.924% and Adapted estimator remains
99.9821% to 99.9824 %.

(d) For a 30% sample population with response rate between 67% to 94%, the
PRE of the suggested estimator ζ with respect to the other existing estimators like
as the mean imputation method remains 353.429% to 353.940%, Singh and Deo
(ȳSD) estimator remains 285.272% to 338.191% and Adapted estimator remains
100.231% to 100.376 %.

8. Conclusions

From the above analysis, it is observed that the suggested estimator is more ef-
ficient than the mean imputation method, Singh and Deo (2003) estimator and
Adapted estimator (Bahl and Tuteja (1991)). Hence, it can be recommended for
future use.
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GUS-SCORUS 2018 

conference 
NEW SCALE – NEW NEEDS – NEW STATISTICS 

 

 

 

 
On behalf of the co-organizers of the Warsaw Conference SCORUS 2018 –  

the Statistics Poland (GUS) and Standing Committee of Regional and Urban 

Statistics (SCORUS) – we are pleased to inform that the event will be held 

 on 6-8 June 2018 in Warsaw, Poland. 

“The SCORUS 2018 Conference is the opportunity to share knowledge on most 

recent developments and challenges of regional and urban statistics. Statistics 

Poland, Eurostat and SCORUS have a pleasure to invite all those working on 

development of urban and regional statistics to join this event.” 

The Scientific Programme Committee of the SCORUS 2018 Conference has 

selected three themes: “New Scale – New Needs – New Statistics”.  

http://scorus.org/index.php/home/ 
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On behalf of the co-organizers of the Q2018 – the Statistics Poland (CSO) 

and Eurostat – we are pleased to inform that 

 the 2018 European Conference on Quality in Official Statistics  

will take place 26-29 June in Kraków, Poland.  

“The Q2018 Conference will be one of the series of scientific gatherings covering 

methodological and quality-related issues that are relevant to the development of 

the European Statistical System”.  

http://ec.europa.eu/eurostat/web/ess/-/q2018-conference 
 
 
 

 

https://ec.europa.eu/eurostat/cros/lexicon/18/letter_c_en#CSO
https://ec.europa.eu/eurostat/cros/lexicon/18/letter_e_en#Eurostat
http://ec.europa.eu/eurostat/web/ess/-/q2018-conference
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The 2nd Congress of Polish Statistics organised on the occasion of 

the 100th anniversary of the establishment of the Statistics Poland 

will be held on July 10-12, 2018 in Warsaw. 

 

“The Congress will last three days. The framework program of the event contains 

a series of thematic sessions, including a jubilee panel on the history of Polish 

statistics, as well as sessions devoted to Polish statistics on the international 

arena, methodology of statistical surveys, mathematical statistics, regional 

statistics, population statistics, social and economic statistics, statistical data 

issues and, also sports and tourism statistics. 

 

In the Congress, which will emphasise the contribution of Poles to the global 

treasury of statistical knowledge, representatives of foreign institutions and 

scientific units will participate. 

We are convinced that the Congress will constitute a unique opportunity for the 

representatives of official statistics, research centres and other partners involved 

in the study of social, economic and environmental processes to meet and 

exchange their knowledge, views and experiences.” 

https://kongres.stat.gov.pl/en/ 
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