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From the Editor   

A set of eleven articles written by twenty two authors from ten countries places 
Statistics in Transition new series (SiTns) among the top scientific journals whose aim 
is the internationalisation of scientific research. This leads to a more general reflection 
on the nature and place of our publication in the constellation of the existing scientific 
periodicals. The studies provided by authors from outside of Europe and North 
America, with experts from African countries, the Middle East and South East Asia 
being particularly active, complement geographically one of the transition-related 
components emphasised in SiTns’ mission objectives; the other one has traditionally 
meant the permanent process of the inherent development of the discipline. 
Recognising both directions of the promotion of articles (as the title of the journal 
suggests) – focusing either on the development of the discipline or on the statistical 
analysis of real issues in various environments (including developed and developing 
countries) – SiTns has been long pursuing the free-access and free-of-charge 
(for authors/APC) policy. We strive to continue our work in this very way, believing 
that we provide an important platform (a niche), essential for the presentation of a wide 
spectrum of research within both aspects, i.e. the authors’ background and research 
topics, ideally combined and introduced in an innovative manner. The papers 
contained in the issue are examples of such an approach and policy. 

Research articles   

The article entitled Acceptance sampling plans from a truncated life test based on 
the power Lomax distribution with application to manufacturing by Amjad D. Al-
Nasser and Mohammad A. ul Haq starts with the assumption that the quality 
characteristic follows the power Lomax distribution. The operating characteristic 
function values are calculated for the proposed sampling plan, jointly with the optimal 
sample size and the producer’s risk for a selection of distribution parameters. 
Furthermore, a comparative study with other sampling plans is introduced to 
demonstrate the advantages of the proposed plan. Finally, a real-life example 
illustrating the applicability of the proposed sampling plan in a manufacturing 
company is discussed. Comparisons  with other lifetime distributions showed that 
sampling plans based on PLxD are more efficient than their other counterparts.   

In the next paper, A calibrated synthetic estimator for small area estimation, 
Matthew J. Iseh and Ekaette I. Enang discuss synthetic estimators used to produce 
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estimates of population mean in areas where no sampled data are available. Given that 
such estimates are usually highly biased with invalid confidence statements, the paper 
presents a calibrated synthetic estimator of the population mean which addresses 
several problematic issues. Two known special cases of this estimator were obtained in 
the form of combined ratio and combined regression synthetic estimators, using 
selected tuning parameters under stratified sampling. In result, their biases and 
variance estimators were derived. The empirical demonstration of the usage involving 
the proposed calibrated estimators shows that they provide better estimates of the 
population mean than the existing estimators discussed in the study. In particular, the 
estimators were examined through simulation under three distributional assumptions, 
namely the normal, gamma and exponential distributions. The results show that they 
provide estimates of the mean displaying less relative bias and greater efficiency. 
Moreover, they prove more consistent than the existing classical synthetic estimator. 
The further evaluation carried out using the coefficient of variation provides additional 
confirmation of the calibrated estimator’s advantage over the existing ones in relation 
to small area estimation. The proposed combined ratio synthetic estimator has shown 
dominance over the combined regression synthetic estimator suggesting that the latter 
is not suitable for any real-life data that follow exponential distribution for small 
domains under stratified sampling. 

Andrzej Szymański’s and Agnieszka Rossa’s paper entitled The Complex-
Number Mortality Model (CNMM) based on orthonormal expansion of membership 
functions deals with a new fuzzy version of the Lee-Carter (LC) mortality model. 
Mortality rates as well as parameters of the LC model are treated in this model as 
triangular fuzzy numbers. As a starting point, the fuzzy Koissi-Shapiro (KS) approach 
is recalled. Based on this approach, a new fuzzy mortality model – CNMM – is 
formulated using orthonormal expansions of the inverse exponential membership 
functions of the model components. The paper includes numerical findings based on a 
case study applying the new mortality model compared to the results obtained with the 
standard LC model. Moreover, the confidence intervals for log-central mortality rates 
can also be derived, but they reflect the error term in the random walk model, ignoring 
the estimation errors of other parameters; thus, the confidence intervals can only be 
derived for the prediction window. 

In the paper Bayesian estimation and prediction based on Rayleigh record data 
with applications, Abu Awwad R. R., Bdair O. M., and Abufoudeh G. K., consider the 
problem of estimating the scale and location parameters of the model and predicting 
the future unobserved record data using a record sample from the Rayleigh model. 
Maximum likelihood and Bayesian approaches under specific loss functions are used 
to estimate the model's parameters. The Gibbs sampler and Metropolis-Hastings 
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methods are applied within the Bayesian procedures to draw the Markov Chain Monte 
Carlo (MCMC) samples, used in turn to compute the Bayes estimator and the point 
predictors of the future record data. Two examples of real-life data have been analysed 
to illustrate the developed procedures. 

Vipin Sharma and Vinod Kumar in their article entitled Trade potential under 
SAFTA between India and other SAARC countries: the augmented gravity model 
approach attempt to assess the trade potential for the years 1992 to 2019 at annual 
frequency in general, and for 2004 to 2019 in detail. The findings of this paper show 
that intra-regional trade volumes between SAARC nations can be increased and 
encouraged. It is important to undertake structural reforms in order to boost trade with 
non-member countries. The authors suggest that research on this issue should take into 
account the effect of locational and infrastructural advantages on transportation costs 
using a gravity model. Previous research has also shown that an augmented gravity 
model may help in explaining some key features of South Asian trade which may not 
be explained by traditional gravity models. 

Haitham A. Yousof, M. Masoom Ali, Hafida Goual, and Mohamed Ibrahim in 
their article A new Reciprocal Rayleigh Extension: properties, copulas, different 
methods of estimation and a modified right censored Test for validation derive the 
new reciprocal Rayleigh extension’s relevant statistical properties. The authors 
emphasise the results of their research related to convexity and concavity and discuss 
their estimation of the model’s parameters using different estimation methods such as 
the maximum likelihood estimation method, the ordinary least squares estimation 
method, the weighted least squares estimation method, the Cramer-Von-Mises 
estimation method, and the bootstrapping method. The performances of the proposed 
estimation methods are investigated through a simulation study. Several bivariate- and 
multivariate-type models have also been derived based on the Farlie Gumbel 
Morgenstern copula, the Clayton copula, Renyi’s entropy copula and the Ali-Mikhail-
Haq copula. The modified Nikulin-Rao-Robson test for right censored validation is 
applied to a censored real data set.   

Agata Boratyńska’s paper Robust Bayesian insurance premium in a collective risk 
model with distorted priors under the generalised Bregman loss presents a collective 
risk model relating to insurance claims. The objective is to calculate a premium, which 
is defined as a functional specified up to unknown parameters. The Bayesian 
methodology, which combines the prior knowledge about certain unknown parameters 
with the knowledge in the form of a random sample, has been adopted, along with the 
generalised Bregman loss function. The results, however, can be applied to numerous 
loss functions, including the square-error, LINEX, weighted square-error, Brown, 
entropy loss. Some uncertainty about a prior is assumed by a distorted band class of 
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priors. A range of collective and Bayes premiums is calculated and posterior regret Γ-
minimax premium as a robust procedure has been implemented. Two examples are 
provided to illustrate the issues considered – the first one with an unknown parameter 
of the Poisson distribution and the second one with unknown parameters of 
distributions of the number and severity of claims. 

Hajar Bouazzaoui, Mohamed Abdou Elomary, and My Ismail Mamouni discuss 
An application of persistent homology and the graph theory to linguistics: The case of 
Tifinagh and Phoenician scripts using tools from within topological data analysis and 
the graph theory for identifying the similarity between the two scripts (Tifinagh and 
Phoenician). The clustering of their letter shapes is performed based on the pairwise 
distances between their topological signatures. The ideas presented in this work can be 
extended to study the similarity between any two writing systems and as such can serve 
as the first step for linguists to determine the possibly related scripts before conducting 
further analysis. For instance, a future work might explore the nature of this relatedness, 
i.e. whether one script is derived from the other or one was built under the other’s 
influence. 

In the paper A new count data model applied in the analysis of vaccine adverse 
events and insurance claims, Showkat Ahmad Dar, Anwar Hassan, Peer Bilal Ahmad 
and Sameer Ahmad Wani present a new probability distribution, created by 
compounding the Poisson distribution with the weighted exponential distribution. 
Important mathematical and statistical properties of the distribution are derived and 
discussed. The paper describes the proposed model’s parameter estimation, performed 
by means of the maximum likelihood method. Finally, a real data set is analysed to 
verify the suitability of the proposed distribution in modelling a count dataset 
representing vaccine adverse events counts and insurance claims. 

Other articles: 
38th Multivariate Statistical Analysis 2019, Łódź. Conference Papers 

The last paper, by Wioletta Grzenda, entitled Modelling the occupational and 
educational choices of young people in Poland using Bayesian multinomial logit 
models is based on a presentation delivered at the 2019 Multivariate Statistical Analysis  
conference. A binomial logit model is applied to two states: of being unemployed and 
employed, or economically inactive and active. The paper focuses on the situation of 
young people aged 18 to 29 on the labour market in Poland. They were divided into the 
following groups: the employed and not learning, those combining education with 
work, the unemployed, learners/students only, and those economically inactive and not 
at school. All the different models were estimated within the Bayesian approach. The 
findings show that continuing education by young people may result from their 
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problems with finding a job; moreover, combining work with education is not the 
preferred form of professional activity. In addition, the study examines the inequalities 
observed on the Polish labour market. The paper provided a new insight into how 
young people enter the labour market in Poland. 

Research Communicates and Letters 

The Research Communicates and Letters section presents an article entitled On 
improvement of paired ranked set sampling to estimate population mean by Syed 
Abdul Rehman and Javid Shabbir, who discuss the difficulties involved in the 
quantification of units in ecological and environmental sampling, relating to time, 
money, workload, etc. Therefore, the need for efficient and cost-effective sampling 
methods was identified and addressed by the authors who propose a sampling scheme 
called Improved Paired Ranked Set Sampling (IPRSS) to estimate the population mean. 
The performance of the proposed IPRSS is evaluated under perfect and imperfect 
rankings. A simulation study based on selected hypothetical distributions and a real-
life data set show that IPRSS is more precise than RSS, Paired RSS (PRSS) or Extreme  
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Acceptance sampling plans from a truncated life test based on the 
power Lomax distribution with application to manufacturing  

Amjad D. Al-Nasser1, Muhammad Ahsan ul Haq2 

ABSTRACT 

In this research, a new acceptance sampling plan for a truncated life test is presented, 
assuming that the quality characteristic follows the power Lomax distribution. The operating 
characteristic function values are calculated for the proposed sampling plan, jointly with the 
optimal sample size and the producer’s risk for a selection of distribution parameters. 
Furthermore, a comparative study with other sampling plans is introduced to demonstrate 
the advantages of the proposed plan. Finally, a real-life example illustrating the applicability 
of the proposed sampling plan in a manufacturing company is discussed. 

Key words: acceptance sampling plan, operating characteristic, power Lomax distribution, 
industry, data analysis. 

1.  Introduction 

Acceptance sampling plans play a very important role in the statistical quality control, 
especially in the lot production process to decide whether to reject or accept the lot  
(Al-Nasser and Al-Omari, 2013). The decision on the quality of all entire items in each 
lot depends on drawing a random sample of size n from a selected lot; after that, within 
a specific timeframe, testing procedure is initiated to discover the number of failure or 
defective items included in the sample before the pre-indicated time is terminated  
(Al-Nasser and Gogah, 2017; Al-Omari et al., 2016; Malathi and Muthulakshmi, 2017). 

Then, the problem is to find the optimal sample size n that is necessary to assure 
a certain average life, when the life test is terminated at a pre-assigned time t. Such that 
the observed number of failures does not exceed a given acceptance number c. 
Accordingly, the decision is to reject all entire items in the lot if the number of failures 

                                                           
1  Department of Statistics, Science Faculty, Yarmouk University, Irbid, Jordan & Vice President for Academic 

Affairs, Al Falah University, Dubai, United Arab Emirates. E-mail: amjadyu@yahoo.com. 
  ORCID: http://orcid.org/0000-0001-7515-2357. 
2  Quality Enhancement Cell, National College of Arts, Lahore-Pakistan. College of Statistical & Actuarial Sciences, 

University of the Punjab, Lahore, Pakistan. ORCID: http://orcid.org/ 0000-0002-0902-8080. 
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in the sample within the timeframe is greater than the pre-assigned acceptance number 
(c); elsewhere the lot is accepted. 

Many authors proposed truncated life test plans for different lifetime distributions. 
For example, Epstein (1954) was the first who considered truncated life tests in the 
exponential distribution. The truncated life tests in the Pareto distribution of the second 
kind are discussed by Baklizi (2003). The Rayleigh model is proposed by Baklizi et al., 
(2005). The generalized Birnbaum-Saunders Distribution is discussed by Balakrishnan 
et al., (2007). The Marshall-Olkin extended Lomax distribution is given by Rao et al., 
(2008). The generalized exponential distribution is considered by (Rao, 2010). The new 
Weibull-Pareto distribution is proposed by Al-Omari et al., (2016), weighted 
exponential distribution is discussed by Gui and Aslam (2017), exponentiated 
generalized inverse Rayleigh distribution is discussed by Al-Nasser et al., (2017). The 
inverse gamma model is given by Al-Masri (2018), and Tsallis q-exponential 
distribution is proposed by (Al-Nasser & Obeidat, 2020).  

The purpose of this article is to develop and discuss an acceptance sampling plan 
(ASP) for a truncated life test on the power Lomax distribution (PLxD) and illustrate 
the results on manufacturing data. The rest of the paper is organized as follows. Section 
2 is based on summaries of PLxD and some of its properties. ASPs and operating 
characteristic (OC) values and the producer’s risk for PLxD are analysed. The analysis 
and illustrative examples are presented in Section 4.  A comparative study between the 
proposed ASP and other sampling plans based on different distributional assumptions 
is discussed in Section 5. A real manufacturing data analysis is given in Section 6. 
The work is concluded in Section 7.  

2.  The Power Lomax distribution  

Power Lomax distribution (PLxD) originally proposed by (Rady, Hassanein, 
& Elhaddad, 2016) is a lifetime distribution obtained by taking the power of the Lomax 
distribution random variable. The PLxD distribution is very flexible due to its variable 
shapes of hazard rate, which accommodates both inverted bathtub and decreasing.  

The probability density function (pdf) of PLxD is  

𝑓ሺ𝑥ሻ ൌ 𝛼𝛽𝜆ఈ𝑥ఉିଵ൫𝜆  𝑥ఉ൯
ିఈିଵ

,       𝑥  0,                   𝛼, 𝛽, 𝜆  0.                 (1) 
The corresponding cumulative distribution function (CDF) is  

𝐹ሺ𝑥ሻ ൌ 1 െ 𝜆ఈ൫𝜆  𝑥ఉ൯
ିఈ

                                                                                      (2) 
From Figure 1 it can be easily concluded that the shapes of PLxD have a decreasing 

behaviour for β < 1, the distribution has an exponentially decreasing behaviour but 
starting from the y-axis for β=1. For β > 1 the pdf curves of the model are unimodal and 
symmetrical for some combinations of parameters. 
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Figure 1. pdf and CDF of PLxD for some given parameter values 

The PLxD has the following properties. The rth moments about origin and mean 
of PLxD are, respectively: 
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                                                                      (3) 

The PLxD has an increasing-decreasing hazard rate function, for more details see 
(Rady, Hassanein, & Elhaddad, 2016).  

3.  The suggested sampling plans  

Suppose that the lifetime of the products being tested follows the PLxD as given 
in (1) and the specified mean lifetime is μ0. Now, the ASP problem is to find the optimal 
sample size that ensures an actual average life (μ) such that no more than c units fail to 
pass the test period (t). To perform the test according to this plan, a random sample of 
size n units is selected from a lot. If μo can be obtained with a pre-assigned probability, 
P∗, as specified by the consumer, then the lot is accepted. If not, then it is rejected.  

Following Al-Nasser and Obeidat (2020), the ASP-based on truncated life tests 
consists of the following parameters: 

1) The sample size: number of units’ n to be drawn from the lot. 
2) The test duration t: the maximum test duration time. 
3) Acceptable number of defective (d) items: c; if d ≤ c remains the same until the end 

of the test period t0, the lot is accepted. 
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4) The minimum ratio t/μo: where μ0 is the quality parameter of the product life; and 
t is the maximum test duration. 

5) The ASP parameters will be (n, c, t/μo). 

3.1.  Optimal sample size of the ASP (n, c, t/μo) 

Let P* be the confidence level where P∗∈ (0,1); in the sense that the possibility of 
rejecting a considered lot having a specified mean less than or equal to the actual mean 
(μ0 ≤ μ) is greater or equal to P*. The shopper’s risk, that is the probability of accepting 
a defective lot, is fixed and less or equal to 1–P*. Also, suppose that the lot size is large 
enough to use the binomial distribution. Then, the problem of the ASP (n, c, t/μo) is to 
find the minimum sample size n such that the number of defective units d does not 
exceed c, to ensure that μ > μ0 satisfies the following inequality: 

∑ ቀ
𝑛
𝑖 ቁ

ୀ 𝑝ሺ1 െ 𝑝ሻି  1 െ 𝑝∗                                                               (4) 
where  

𝑝 ൌ 𝐹ሺ𝑡; 𝜇ሻ ൌ 1 െ 𝜆ఈ

⎝

⎛𝜆  ൮
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𝛼𝜆
భ
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ቃ Γ ቂ

ଵାఉ

ఉ
ቃ
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൲

ఉ

⎠

⎞

ିఈ

 

By using the binomial theory, the probability of success in (4), which is used for 
finding a defective item in each a lot during the test process time t, is p = F(t; μ0); this 
probability in terms of distribution function is a monotonically increasing function of 
the ratio t/μo. Then, for the acceptance sampling ASP (n, c, t/μo) and inequality (4), we 
assure that F (t; μ) ≤ F(t; μ0) with probability P∗, or alternatively μ0 ≤ μ. The results for 
this plan when the lifetime distribution is PLxD with 𝛼 ൌ 1;  𝛽 ൌ 2 𝑎𝑛𝑑 𝜆 ൌ 1 are 
given in Table 1, under the classical initial values of the ratio t/μ0 = 0.628, 0.942, 1.257, 
1.571, 2.356, 3.141, 3.927, 4.712, when P* = 0.75, 0.9, 0.95, 0.99 and c = 0, 1, 2, ... , 
10 (Gupta and Groll, 1961; Kantam and Rosaiah, 2001; Baklizi, 2003; Baklizi et al., 2005; 
Al-Nasser et al., 2018; Al-Masri, 2018; Al-Omari et al., 2019). 

3.2. Operating characteristic function of the ASP (n, c, t/μo) 

Operating characteristic (OC) function is an important parameter in the ASP, 
it provides the exact information about the probability of acceptance of a lot. For the 
ASP (n, c, t/μo), the OC can be computed using binomial distribution as: 

𝑂𝐶ሺ𝑝ሻ ൌ  ቀ
𝑛
𝑖 ቁ



ୀ

𝑝ሺ1 െ 𝑝ሻି 

which can be computed using the incomplete beta function 𝐵ሺ𝑎, 𝑏ሻ as: 

𝑂𝐶ሺ𝑝ሻ ൌ 1 െ 𝐵ሺ𝑐  1, 𝑛 െ 𝑐ሻ 

where p = F(t; μ). Table 2 presents the OC function values for the ASP (n, c, t/μo). 
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Table 1.  Minimum sample size to assert that the mean life exceeds a given value 
0  with probability *P  

and acceptance number c based on binomial probabilities when 𝛼 ൌ 1;  𝛽 ൌ 2 𝑎𝑛𝑑 𝜆 ൌ 1 

*P  0/t 
c 0.628 0.942 1.257 1.571 2.356 3.141 3.927 4.712 

0.75 

0 3 2 1 1 1 1 1 1 
1 5 3 3 3 2 2 2 2 
2 7 5 4 4 3 3 3 3 
3 10 7 6 5 4 4 4 4 
4 12 8 7 6 6 5 5 5 
5 14 10 8 8 7 6 6 6 
6 16 11 10 9 8 7 7 7 
7 19 13 11 10 9 9 8 8 
8 21 15 12 11 10 10 9 9 
9 23 16 14 12 11 11 10 10 

10 25 18 15 14 12 12 11 11 

0.9 

0 4 2 2 2 1 1 1 1 
1 7 4 4 3 3 2 2 2 
2 9 6 5 4 4 4 3 3 
3 12 8 7 6 5 5 4 4 
4 14 10 8 7 6 6 6 5 
5 17 11 9 8 7 7 7 7 
6 19 13 11 10 8 8 8 8 
7 22 15 12 11 10 9 9 9 
8 24 16 14 12 11 10 10 10 
9 26 18 15 13 12 11 11 11 

10 29 20 16 15 13 12 12 12 

0.95 

0 5 3 2 2 2 1 1 1 
1 8 5 4 4 3 3 3 2 
2 11 7 6 5 4 4 4 4 
3 14 9 7 6 5 5 5 5 
4 16 11 9 8 7 6 6 6 
5 19 12 10 9 8 7 7 7 
6 21 14 12 10 9 8 8 8 
7 24 16 13 12 10 9 9 9 
8 26 18 14 13 11 11 10 10 
9 29 19 16 14 12 12 11 11 

10 31 21 17 15 14 13 12 12 

0.99 

0 7 4 3 3 2 2 2 2 
1 11 7 5 5 4 3 3 3 
2 14 9 7 6 5 4 4 4 
3 17 11 9 7 6 6 5 5 
4 20 13 10 9 7 7 6 6 
5 23 15 12 10 9 8 8 7 
6 25 17 13 12 10 9 9 8 
7 28 18 15 13 11 10 10 10 
8 30 20 16 14 12 11 11 11 
9 33 22 18 16 13 13 12 12 

10 36 24 19 17 15 14 13 13 
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Table 2. Operating characteristic function values for the sampling plan  0, 2, /n c t   for a given 

probability *P  

P* n   
0/   

0/t    2 4 6 8 10 12 

0.75 

7 0.628 0.85933 0.994463 0.999411 0.999888 0.99997 0.99999 
5 0.942 0.758991 0.985557 0.998274 0.999656 0.999905 0.999967 
4 1.257 0.697065 0.974337 0.996542 0.999275 0.999795 0.999928 
4 1.571 0.51865 0.933522 0.9892 0.997548 0.999276 0.999741 
3 2.356 0.536389 0.901897 0.979068 0.994523 0.998252 0.999345 
3 3.141 0.366443 0.780305 0.934349 0.979078 0.992497 0.996976 
3 3.927 0.259086 0.651114 0.864325 0.948163 0.97906 0.990869 
3 4.712 0.190563 0.536389 0.78025 0.901897 0.955662 0.979068 

0.90 

9 0.628 0.749567 0.987815 0.998641 0.999736 0.999928 0.999975 
6 0.942 0.639516 0.973686 0.996695 0.999329 0.999813 0.999935 
5 1.257 0.512032 0.945163 0.991985 0.998266 0.999501 0.999824 
4 1.571 0.51865 0.933522 0.9892 0.997548 0.999276 0.999741 
4 2.356 0.222004 0.743325 0.933578 0.980987 0.99364 0.99755 
4 3.141 0.098206 0.518914 0.816848 0.933606 0.974393 0.989217 
3 3.927 0.259086 0.651114 0.864325 0.948163 0.97906 0.990869 
3 4.712 0.190563 0.536389 0.78025 0.901897 0.955662 0.979068 

0.95 

11 0.628 0.631772 0.978039 0.997433 0.999494 0.999861 0.999952 
7 0.942 0.523698 0.958024 0.994463 0.998854 0.999677 0.999888 
6 1.257 0.35586 0.906065 0.985131 0.996681 0.99903 0.999655 
5 1.571 0.311317 0.867571 0.975906 0.994266 0.998268 0.999372 
4 2.356 0.222004 0.743325 0.933578 0.980987 0.99364 0.99755 
4 3.141 0.098206 0.518914 0.816848 0.933606 0.974393 0.989217 
4 3.927 0.047651 0.341284 0.666449 0.850637 0.933556 0.969202 
4 4.712 0.025325 0.222004 0.518826 0.743325 0.869726 0.933578 

0.99 

14 0.628 0.464414 0.957378 0.994663 0.99892 0.999699 0.999896 
9 0.942 0.328618 0.916115 0.987815 0.997383 0.99925 0.999736 
7 1.257 0.237226 0.858908 0.975856 0.99444 0.99835 0.999408 
6 1.571 0.174323 0.787955 0.956955 0.989273 0.996684 0.998782 
5 2.356 0.079876 0.572449 0.867672 0.958688 0.985527 0.994273 
4 3.141 0.098206 0.518914 0.816848 0.933606 0.974393 0.989217 
4 3.927 0.047651 0.341284 0.666449 0.850637 0.933556 0.969202 
4 4.712 0.025325 0.222004 0.518826 0.743325 0.869726 0.933578 
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Table 3.  Minimum ratio of the true mean life to specified mean life for the acceptance of a lot with 
producer’s risk of 0.05 with 𝛼 ൌ 1;  𝛽 ൌ 2 𝑎𝑛𝑑 𝜆 ൌ 1 

P* c       0/t            
0.628 0.942 1.257 1.571 2.356 3.141 3.927 4.712 

0.75 

0 7.512 9.181 8.607 10.757 16.132 21.507 26.888 32.263 
1 3.429 3.74 4.991 6.238 6.896 9.194 11.495 13.792 
2 2.567 3.063 3.433 4.291 4.846 6.461 8.077 9.692 
3 2.348 2.744 3.236 3.419 3.908 5.21 6.513 7.815 
4 2.099 2.32 2.744 2.911 4.366 4.47 5.588 6.705 
5 1.937 2.242 2.417 3.021 3.858 3.971 4.964 5.957 
6 1.822 2.018 2.452 2.727 3.49 3.606 4.509 5.41 
7 1.807 1.996 2.248 2.503 3.209 4.278 4.158 4.989 
8 1.732 1.975 2.086 2.325 2.986 3.98 3.877 4.652 
9 1.672 1.847 2.14 2.18 2.802 3.736 3.646 4.375 

10 1.623 1.843 2.018 2.304 2.649 3.531 3.452 4.142 

0.90 

0 8.684 9.181 12.251 15.311 16.132 21.507 26.888 32.263 
1 4.155 4.5 6.004 6.238 9.354 9.194 11.495 13.792 
2 2.998 3.48 4.087 4.291 6.434 8.578 8.077 9.692 
3 2.636 3.027 3.662 4.044 5.127 6.835 6.513 7.815 
4 2.324 2.767 3.096 3.429 4.366 5.82 7.276 6.705 
5 2.209 2.426 2.721 3.021 3.858 5.143 6.43 7.715 
6 2.054 2.332 2.692 3.065 3.49 4.653 5.817 6.98 
7 2.001 2.261 2.465 2.809 3.753 4.278 5.349 6.418 
8 1.905 2.093 2.468 2.607 3.486 3.98 4.976 5.971 
9 1.828 2.059 2.309 2.442 3.268 3.736 4.671 5.604 

10 1.809 2.031 2.176 2.522 3.086 3.531 4.415 5.297 

0.95 

0 9.715 11.268 12.251 15.311 22.961 21.507 26.888 32.263 
1 4.473 5.144 6.004 7.504 9.354 12.471 15.591 13.792 
2 3.373 3.85 4.643 5.108 6.434 8.578 10.725 12.868 
3 2.895 3.285 3.662 4.044 5.127 6.835 8.545 10.254 
4 2.529 2.964 3.408 3.869 5.142 5.82 7.276 8.731 
5 2.372 2.596 2.991 3.401 4.53 5.143 6.43 7.715 
6 2.194 2.474 2.911 3.065 4.089 4.653 5.817 6.98 
7 2.121 2.382 2.663 3.081 3.753 4.278 5.349 6.418 
8 2.011 2.309 2.468 2.857 3.486 4.648 4.976 5.971 
9 1.97 2.157 2.465 2.674 3.268 4.357 4.671 5.604 

10 1.895 2.118 2.322 2.522 3.455 4.114 4.415 5.297 

0.99 

0 11.503 13.025 15.036 18.792 22.961 30.612 38.272 45.922 
1 5.314 6.232 6.864 8.578 11.253 12.471 15.591 18.708 
2 3.867 4.496 5.137 5.803 7.66 8.578 10.725 12.868 
3 3.244 3.745 4.383 4.576 6.065 8.086 8.545 10.254 
4 2.895 3.321 3.692 4.259 5.142 6.855 7.276 8.731 
5 2.669 3.047 3.464 3.738 5.1 6.039 7.55 7.715 
6 2.451 2.854 3.112 3.638 4.596 5.451 6.815 6.98 
7 2.341 2.605 3.017 3.328 4.213 5.003 6.255 7.505 
8 2.209 2.506 2.793 3.084 3.909 4.648 5.81 6.972 
9 2.146 2.425 2.748 3.08 3.662 4.882 5.447 6.536 

10 2.094 2.359 2.587 2.902 3.782 4.606 5.144 6.172 
 



8                                         A. D. Al-Nasser, Muhammad Ahsan ul Haq: Acceptance sampling plans… 

 

 

3.3.  Producer’s risk of the ASP (n, c, t/μo) 

Producer’s risk (PR) is another important parameter of the acceptance plans, 
it measures the probability that a consumer rejects a good lot. Based on binomial 
theory, PR is computed as follows: 

𝑃𝑅ሺ𝑝ሻ ൌ  ቀ
𝑛
𝑖 ቁ



ୀାଵ

𝑝ሺ1 െ 𝑝ሻି 

or by using the incomplete beta function: 
𝑃𝑅ሺ𝑝ሻ ൌ 𝐵ሺ𝑐  1, 𝑛 െ 𝑐ሻ 

Therefore, for the ASP (n, c, t/μo) is solved as an inequality to ensure that the 
producer’s risk is at most equal to a specific small value (i.e. say 𝑃∗) such that the ratio 
of the actual mean to the specified mean (i.e., μ/μo) is as specified by the producer. 
Therefore, the minimum ratio μ/μo is specified as a solution of the following inequality: 

𝑃𝑅ሺ𝑝ሻ  1 െ 𝑃∗   

where p = F([(t/μo) (μo/μ)]; μ). The minimum values of the ratio μ/μ0 for the ASP  
(n, c, t/μo) are given in Table 3. 

4.  Explaining the ASP (n, c, / ot  ) results 

In this article, the parameters of the proposed ASP (n, c, / ot  ), the smallest sample 
size, operating characteristic values and the minimum ratio of the true mean life to 
specified mean life, respectively, based on the PLxD, are given in Table 1 - Table 3.   

For example, assume that the researcher aims to ensure that the product’s mean lifetime 
is at least 1000 hours, with probability 𝑃∗ ൌ 0.90  when 2c  such that the experiment will 
be terminated at t = 942 hours; that is, ௧

ఓబ
ൌ 0.942. Then, from Table 1, the optimal sample 

size for this plan is 6, accordingly, the appropriated ASP (n, c, / ot  ) = (6, 2, 0.942). 
Moreover, from Table 2, the 𝑂𝐶ሺ𝑝ሻ for the ASP (6, 2, 0.942) are given in Table 4: 

Table 4.  OC and PR for the ASP (6, 2, 0.942) 

𝜇 𝜇⁄  2 4 6 8 10 12 
OC(p) 0.639516 0.973686 0.996695 0.999329 0.999813 0.999935 

PR 0.360484 0.026314 0.003305 0.000671 0.000187 0.000065 

The plan indicates that the lot is accepted if out of 6 items less than or equal to 
2 items fail before the time t. Now, if the true mean is four times as the specified mean 
𝜇 𝜇⁄ ൌ 4  then we are assured that the lot will be accepted under this ASP with 
probability equal to 0.973686 and the producer’s risk is about 0.026314. The probability 
of accepting a lot under the ASP (6, 2, 0.942) will be more than 0.97 if and only if the 
true mean is four times or more than the specified mean.  



STATISTICS IN TRANSITION new series, September 2021 

 

9

Furthermore, the results given in Table 3 indicated that when the consumer's risk 
is 10% (𝑃∗ ൌ 0.90) and by using the ASP (6, 2, 0.942); then, the minimum ratio 𝜇 𝜇⁄ ൌ
3.48 when the producer risk is equal to 0.05. It implies that a lot with 6 items when  
c=2 will be rejected with probability less than or equal to 0.05. 

5.  Comparative Study 

The advantages of the proposed ASP based on LPxD are compared with other ASP 
under various types of distributions assuming that the actual mean is four times of the 
specified mean and the acceptable number of defectives is equal to two. The comparison 
criterion will be the cost of inspection based on the sample size of the ASP and the 
producer’s risk (PR). We said that a sampling plan with a smaller sample size is more 
efficient in reducing the cost of inspection compared to other ASP; at the sometime, we 
are seeking minimum value of the PR. The proposed ASP is compared with several 
ASPs that were proposed by Balakrishnan et al. (2007) for the generalized Birnbaum–
Saunders distribution (GBSD); Sampath and Lalitha (2016) for the hybrid exponential 
distribution (HED); Al-Nasser & Obeidat (2020) for q-Exponential distribution (QED) 
and Rao et al., (2008) for Marshall-Olkin extended Lomax distribution (MOELD). 

The comparative results are given in Table 5, which indicated that the proposed 
ASP based on PLxD gave equivalents or smaller sample sizes with smaller PR than the 
sample sizes and PR that were obtained by all other plans. These encouraging results 
means the proposed ASP is more efficient than the ASP that considered in these 
comparisons and it is worth to be used by the decision makers. 

Table 5.  Comparative ASP  0, 2, /n c t   when 0/  =4 and 𝑃∗ ൌ 0.95. 

0/t   
PLxD QED GBSD MOLED HED 

n PR n PR n PR n PR n PR 

0.628 11 0.0220 10 0.2762 17 0.0351 12 0.2464 16 0.4170 

0.942 7 0.0420 7 0.2665 11 0.0657 9 0.2842 11 0.4152 

1.257 6 0.0939 6 0.3104 9 0.1159 7 0.2789 9 0.4543 

1.571 5 0.1324 5 0.2980 7 0.1289 6 0.2929 7 0.4097 

2.356 4 0.2567 5 0.5221 6 0.2699 5 0.3752 6 0.5486 

3.141 4 0.4811 4 0.4846 5 0.3332 5 0.5420 5 0.5821 

3.927 4 0.6587 4 0.6123 5 0.4896 4 0.4650 4 0.5194 

4.712 4 0.7780 4 0.7113 4 0.4106 4 0.5662 4 0.6378 
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6.  Real Data Application 

Lifetime data measured in months of 20 small electric carts used by the 
manufacturing company for internal transportation and delivery services in a large 
manufacturing facility are used to illustrate the proposed ASP. The data are given as 
follows (Zimmer et al., 1998; Lio et al., 2010; Al-Omari et al., 2018): 0.9, 1.5, 2.3, 3.2, 
3.9, 5.0, 6.2, 7.5, 8.3, 10.4, 11.1, 12.6, 15.0, 16.3, 19.3, 22.6, 24.8, 31.5, 38.1 and 53.0.  

First, we need to test whether PLxD can be used or not. Several goodness of fit 
criteria were used to test if the data fit the model, including the minimum value of the 
function -log (likelihood) (-2MLL), Cramér-von Mises (CvM),  Akaike information 
criteria (AIC),  Bayesian information criteria (BIC), consistent Akaike information 
criteria (CAIC), Hannan-Quinn information criteria (HQIC) and two distribution 
tests; K-S and Anderson-Darling (A-D). The goodness of fit results were acceptable. 
The results indicate an excellent fit with the K-S distance value between the empirical 
and the theoretical PLxD equal to 0.1579606 with P-value equal to 0.6440496. 

Table 6.  Information measures and goodness of fit test for the small electric carts 

AIC BIC W AD -log(Likelihood) KS (P-Value) 

158.030 161.017 0.039061 0.261307 76.01396 0.157961 (0.64405) 

Moreover, the maximum likelihood estimation (MLE) method is used to estimate 
the PLxD unknown parameters. The results are given in Table 7: 

Table 7.  MLE estimates based on the small electric carts data 

Estimator Value Stdev 
95% C.I 

Lower Upper 

𝛼ො 0.7790995 0.5357288 -0.2709095 1.829109 

𝛽መ  1.3513955 0.4189634 0.5302422 2.172549 

𝜆መ 10.2523672 5.7100538 -0.9391325 21.443867 

 
Therefore, the mean life can be estimated as:  

𝜇 ൌ
𝛼𝜆

భ
ഁ Γ ቂ𝛼 െ

ଵ

ఉ
ቃ Γ ቂ

ଵାఉ

ఉ
ቃ

Γሾ1  𝛼ሿ
ൌ  

4.360922 ሺ25.02012ሻሺ0.9168207ሻ
0.9260023

ൌ 108.03 

assumed T = 100 months. Therefore, 
𝑇
𝜇

ൌ
100

108.03
ൌ 0.925 
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based on the estimated values given in Table 7; and for ்

ఓబ
ൌ 0.925; we re-evaluated 

the minimum sample sizes as given in Table 8: 

Table 8.  Minimum sample sizes for the small electric carts 

c 0 1 2 3 4 5 6 7 8 9 10 

*P  

0.75 1 2 3 4 5 7 8 9 10 11 12 

0.90 1 2 4 5 6 7 8 9 10 11 13 

0.95 1 3 4 5 6 7 9 10 11 12 13 

0.99 2 3 5 6 7 8 9 10 12 13 14 

 
From the new results, for example, corresponds to 𝑃* = 0.99 and ்

ఓబ
ൌ 0.925, we 

obtained n = 14 when c = 10, therefore, the optimal acceptance sampling plan will be 
ASP (14, 10, 0.925). Based on the given data, this means that the manufacturing 
company can buy only 14 small electric carts in order to complete the manufacturing 
process within 100 hours, even if 10 out of these 14 electric carts have a mechanical 
failure within the manufacturing process time; with probability equal to 0.99.  

7.  Conclusion  

In this article, we introduce the lifetime truncated acceptance-sampling plan for the 
power Lomax distribution. We present the table for the smallest sample size necessary 
to ensure a certain mean life of the test items. The operating characteristic function 
values and the associated manufacturer’s risks are also discussed. The comparisons 
results with some other lifetime distribution showed that the proposed sampling plans 
based on PLxD are better and more efficient to be used when it applies. Therefore, 
the proposed plans can be used conveniently. 
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A calibrated synthetic estimator for small area estimation 

Matthew Joshua Iseh1, Ekaette Inyang Enang2 

ABSTRACT 

Synthetic estimators are known to produce estimates of population mean in areas where no 
sampled data are available, but such estimates are usually highly biased with invalid 
confidence statements. This paper presents a calibrated synthetic estimator of the population 
mean which addresses these problematic issues. Two known special cases of this estimator 
were obtained in the form of combined ratio and combined regression synthetic estimators, 
using selected tuning parameters under stratified sampling. In result, their biases and 
variance estimators were derived. The empirical demonstration of the usage involving the 
proposed calibrated estimators shows that they provide better estimates of the population 
mean than the existing estimators discussed in this study. In particular, the estimators were 
examined through simulation under three distributional assumptions, namely the normal, 
gamma and exponential distributions. The results show that they provide estimates of the 
mean displaying less relative bias and greater efficiency. Moreover, they prove more 
consistent than the existing classical synthetic estimator. The further evaluation carried out 
using the coefficient of variation provides additional confirmation of the calibrated 
estimator’s advantage over the existing ones in relation to small area estimation.  

Key words: auxiliary variable, calibration estimation, simulation, synthetic estimation. 

1.  Introduction 

The theory of small area estimation (SAE) revolves around the use of statistical 
modelling techniques to produce required estimates for several geographic sub-
populations and socio demographic groups when the available survey data are not 
enough to calculate reliable direct estimates. The inherent challenges facing SAE 
revolve around finding the best statistical model to be fitted on the available data when 
a survey is designed for national purposes but preferably used for inferences about small 
areas to increase the accuracy of sub-national estimates and selecting the best 
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estimation method having known that SAE is likely to be used in the survey (Pandey 
and Tikkiwal 2007). 

Authors like Gonzales (1973) and Sarndal (1981, 1984) have made useful 
contributions on the use of synthetic estimators in domains with zero/small sample 
sizes. Although the synthetic estimators have been shown to produce estimates for 
domains without sample units with an attractive property of small mean square error, 
it has also been noted that these estimators are sometimes characterized with large bias, 
hence, researchers are advised to apply caution in using this method (Sarndal, 
Swensson and Wretman 1992; Rao 2003; Rao and Choudhry 1995; Marker 1999). 

In progression for improving the performance of small area estimators, a number 
of estimators have been constructed using weighted linear combination of different 
statistical principles like: the empirical Bayes approach by Fay and Herriot, (1979), 
sample dependent (composite) method by Drew Singh and Choudhry (1982), Error 
Prediction approach by Battesse and Fuller (1984). However, these techniques are 
identified with non-negligible bias and large MSE in areas with a small to modest 
sample size, which might constitute an invalid confidence interval.  

In a bid to improve on the efficiency of small area estimators in the last two decades, 
several authors have proposed various types of estimators through the use of the 
calibration approach. In particular, among them are: Lundstrom and Sarndal (2001), 
Chambers (2006), Sarndal and Lundstrom (2007), Pfefferman (2013), Hidiroglou and 
Estavao (2014), Rao and Molina (2015), Clement and Enang (2017). Nevertheless, none 
of these works has considered improving on the post stratified synthetic estimator 
whose strength in producing estimates even in areas of no unit is based on the 
assumption of structural similarities. By keeping in mind the proposition of testability 
of the assumption of structural similarity of characteristics and a careful choice of 
auxiliary variable proposed by Rao (2003), this paper seeks to formulate synthetic 
estimators through calibration techniques in stratified sampling to reduce the bias and 
improve upon the precision of the synthetic estimators for small area. 

2. Notations 

Consider a finite population consisting of  𝑁 units which is divided into 𝐷 non-
overlapping domains 𝑈ௗ, 𝑑 ൌ 1,2, . . . , 𝐷 with 𝑁ௗ  units such that ∑ 𝑁ௗ


ௗ ൌ 𝑁. Let the 

population be further partitioned into 𝐺 non-overlapping groups (considered to be 
strata) which are considered to be larger than the domains 𝑈., 𝑔 ൌ 1,2, . . . , 𝐺 with 𝑁. 
units such that ∑ 𝑁.ீ

 ൌ 𝑁 so that the 𝐺 groups cuts across the 𝐷 domains to form a 
grid of 𝐷𝐺 cells denoted by 𝑈ௗ with 𝑁ௗ units such that 𝑈 ൌ ⋃ௗୀଵ

 𝑈ௗ ൌ ⋃ୀଵ
ீ 𝑈. ൌ

⋃ௗୀଵ
 ⋃ୀଵ

ீ 𝑈ௗ and 𝑁 ൌ ∑ 𝑁ௗ

ௗ ൌ ∑ 𝑁.

ீ
 ൌ ∑ ∑ 𝑁ௗ

ீ



ௗ . The sample s is analogously 

partitioned into domain subsamples 𝑠ௗ, group subsamples 𝑠. and cells subsamples 𝑠ௗ 
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with corresponding sample sizes 𝑛, 𝑛ௗ, 𝑛. and 𝑛ௗ as 𝑠 ൌ ⋃ௗୀଵ
 𝑠ௗ ൌ ⋃ୀଵ

ீ 𝑠. ൌ
⋃ௗୀଵ

 ⋃ୀଵ
ீ 𝑠ௗ  and  𝑛 ൌ ∑ 𝑛ௗ


ௗ ൌ ∑ 𝑛.

ீ
 ൌ ∑ ∑ 𝑛ௗ

ீ



ௗ . The cells subsamples 𝑛ௗ are 

assumed to be random. Ordinarily, 𝑛ௗ  and 𝑛. are also random but 𝑛.would be fixed 
if the 𝑔௧ group is a stratum from which a fixed number of elements is drawn. Let 𝑌 be 
the study variable whose values 𝑦ௗ are known for just the element of a sample s, where 
𝑘 ൌ 1,2, . . . , 𝑁ௗ (the number of population units in the ሺ𝑑𝑔ሻ௧ cell) and 𝑋 be the 
auxiliary variable whose values 𝑥ௗ  0 may or may not be known a priori for all units 
in 𝑈.  

Let the population mean 𝑌ሜௗ for the domain be defined as 𝑌ሜௗ ൌ ∑ 𝑊ௗ𝑌ሜௗ
ீ
ୀଵ , where 

𝑌ሜௗ ൌ ∑
ೖ

ே

ே

ୀଵ   is the population mean per ሺ𝑑𝑔ሻ௧ cell for the small area. A Horvitz-

Thompson (1952)-type direct unbiased estimator of the population mean 𝑌ሜௗ  for the 
domain under stratified sampling is given as: 

�̄�ௗ ൌ ∑ 𝑊ௗ�̄�ௗ
ீ
          (1) 

where 𝑊ௗ is the stratum weight given as 𝑊ௗ ൌ 𝑁ௗ
ିଵ𝑁ௗ and 𝑦തௗ ൌ ∑

௬ೖ





ୀଵ   is the 

sample mean per ሺ𝑑𝑔ሻ௧ cell for the small area. Equation (1) will perform at its best 
when 𝑛ௗ  is sufficiently large as well as 𝑛ௗ. However, under SAE, even if 𝑛ௗ  is large, 
there is the likelihood that 𝑛ௗ might turn out to be zero for some cells. Consequently, 
the direct estimator might be very unstable with large variance as well as lead to 
underestimation in areas with small sample sizes and also impossible to compute where 
there is no sample observation in the domain of interest. Under the aforementioned 
conditions, assuming that the groups 𝑔’s ሺ𝑔 ൌ 1,2, . . . , 𝐺ሻ are similar for small area 𝑑’s 
ሺ𝑑 ൌ 1,2, . . . , 𝐷ሻ,  Marker (1999) suggested the synthetic estimator of the average of 
characteristic Y for small area 𝑑, as: 

�̄�ௗ
௦ ൌ ∑ 𝑊ௗ�̄�.

ீ
           (2) 

And the bias of Eq.2 given as 𝐵ሺ�̄�ௗ
௦ሻ ൌ ∑ 𝑊ௗ൫𝑌ሜ. െ 𝑌ሜௗ൯ீ

  with mean square error 
(MSE) as: 

𝑀𝑆𝐸ሺ�̄�ௗ
௦ሻ ൌ ∑ 𝑊ௗ

ଶ ൬
ଵ

.
െ

ଵ

ே.
൰ 𝑆

ଶீ
  ൣ∑ 𝑊ௗ൫𝑌ሜ. െ 𝑌ሜௗ൯ீ

 ൧
ଶ

,  

where �̄�. ൌ ∑ ∑
௬ೖ

.

ே



ௗ   is the sample average of 𝑌ሜ. (the  population mean for the 

𝑔௧ subgroup) across all domains, 𝑌ሜௗ is the population mean for the 𝑑௧ domain 
within the 𝑔௧ subgroup and 𝑆

ଶ ൌ ൫𝑁. െ 1൯
ିଵ

∑ ∑ ൫𝑌ௗ െ 𝑌ሜ.൯
ଶே



ௗ . 

It is assumed that if small areas are similar across the groups, 𝑌ሜ. ൌ 𝑌ሜௗ, then the 
synthetic estimator is almost unbiased. However, in practical terms this assumption of 
structural similarity of the characteristics within the groups might not hold, hence 
equation (2) becomes heavily biased.  
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To further enhance the efficiency of the direct estimator for domain estimation, 
Clement and Enang (2017) calibrated on equation (1) and obtained combined ratio and 
regression estimators for domain means under stratified sampling as follows: 

�̄�ௗ ൌ ∑ 𝑊ௗ�̄�ௗ
ீ
 

∑ ௐ௫̄௬̄
ಸ


∑ ௐ௫̄
మಸ


൫𝑋ሜ െ ∑ 𝑊ௗ�̄�ௗ

ீ
 ൯.      (3) 

By extension, setting 𝑞ௗ ൌ �̄�ௗ
ିଵ and 𝑞ௗ ൌ 1 the authors obtained 

�̄�ௗ ൌ
∑ ௐ௬̄

ಸ


∑ ௐ௫̄
ಸ


𝑋ሜ           (4)  

as the calibration approach combined ratio estimator and 

�̄�ௗ ൌ �̄�ௗ  𝑏ሺ𝑋ሜ െ �̄�ௗሻ.         (5) 

as the calibration approach combined regression estimator respectively, where �̄�ௗ ൌ
∑ 𝑊ௗ�̄�ௗ

ீ
  is analogous to equation (1) is the domain direct estimator for the auxiliary 

variable, �̄�ௗ and �̄�ௗ are the cell means for the interest and auxiliary variables 

respectively and 𝑏 ൌ
∑ ௐ௫̄௬̄

ಸ


∑ ௐ௫̄
మಸ


  is the regression coefficient.  

Note: Although the estimators in equations (4) and (5) exhibited some level of 
improvements over that in equation (1), they perform poorly in areas with a small 
sample size and are impossible to compute in the domains of interest with no sample 
observation, hence the need for a modified synthetic estimator.   

3. Calibrated synthetic estimators. 

Consider the Marker (1999) synthetic estimator in equation (2) for a domain of 
interest with small or no sample observation. If small areas have similar characteristics 
as large areas (groups), it suffices to borrow strength cross-sectionally (i.e. from larger 
areas having similar region for the small areas). The idea here is that “the groups (strata) 
are a powerful factor in explaining the variance of the variables whereas the domains 
are not”. For example, as illustrated in Section 4.1 (Real-life Data Based Evaluation), 
‘sex’ as used in the groupings will often explain a good part of individual variations but 
beyond that the States (Domains) may be a weak explanatory factor, see Sarndal, 
Swensson and Wretman 1992. In addition, the idea of calibration allows us to borrow 
strength from auxiliary variable, hence, a calibrated synthetic estimator of the 
population mean  𝑌ሜௗ,  is obtained as follows: 

�̄�ௗ
௦∗ ൌ ∑ 𝑊ௗ

 �̄�.
ீ
           (6) 

where 𝑊ௗ
  is the new calibration weight chosen such that the distance measure given by: 

𝛷ଵሺ𝑊, 𝑊ሻ ൌ
ଵ

ଶ
∑

൫ௐ
 ିௐ൯

మ

ௐ

ீ
         (7) 
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is minimized subject to the calibration constraints; 

∑ 𝑊ௗ
 �̄�.

ீ
 ൌ 𝑋ሜௗ         (8)  

and 𝑞ௗ are known positive weights unrelated to 𝑊ௗ
  called the tuning parameter. 

Minimizing the loss function (7) subject to the calibration constraint (8) yields the 
calibration weights for small area under stratified sampling as 

𝑊ௗ
 ൌ 𝑊ௗ 

൫ሜ ି∑ ௐ௫̄.
ಸ
 ൯

∑ ௐ௫̄.
మಸ


𝑊ௗ𝑞ௗ�̄�.      (9)  

Substituting (9) into (6) gives 

�̄�ௗ
௦∗ ൌ ∑ 𝑊ௗ�̄�.

ீ
 

∑ ௐ௫̄.௬̄.
ಸ


∑ ௐ௫̄.
మಸ


൫𝑋ሜௗ െ ∑ 𝑊ௗ�̄�.

ீ
 ൯.    (10) 

Equation (10) can also be written in the form of GREG estimator: 

�̄�ௗ
௦∗ ൌ �̄�ௗ

௦  ሺ𝑋ሜௗ െ �̄�ௗ
௦ሻ𝐵ௗ

௦         (11)  

where �̄�ௗ
௦  is as defined in Eq.2 and  �̄�ௗ

௦  analogously defined as Eq.2 for the auxiliary 
variable, and 

𝐵ௗ
௦ ൌ ൫∑ 𝑊ௗ𝑞ௗ�̄�.

ଶீ
 ൯

ିଵ
∑ 𝑊ௗ𝑞ௗ�̄�.�̄�.

ீ
    

3.1. Estimator of the variance of �̄�𝒅𝒄
𝒔∗  

Lemma: The variance of the estimator in Eq.10 with one constraint is given as  

𝑉ுሺ�̄�ௗ
௦∗ሻ ൌ ∑

.൫ௐ
 ൯

మ

ௐ
మ 𝑠̂.

ଶீ
 

∑ .൫ௐ
 ൯

మ
ொ௦.ೣ

మಸ


∑ .ௐ
మ ொ൫௦.ೣ

మ ൯
మಸ


𝑠̂.

ଶ ൣ𝑉௦௧ሺ�̄�ௗ
௦ሻ െ 𝑉௦௧ሺ�̄�ௗ

௦ሻ൧ .  

Proof: Consider the estimator of variance of the combined regression estimator under 
stratified sampling by Sarndal (1996) given as 

𝑉ሺ�̄�ௗሻ ൌ ∑
.൫ௐ

 ൯
మ

ௐ
మ 𝑠̂.

ଶீ
         (12) 

where 𝑠̂.
ଶ ൌ ൫𝑛. െ 1൯

ିଵ
∑ �̂�ௗ

ଶ  


  is the 𝑔௧ group (stratum) sample variance,  
�̂�ௗ ൌ 𝑦ௗ െ �̄�. െ 𝐵ௗ

௦൫𝑥ௗ െ �̄�.൯, 𝑊ௗ
  as given in Eq.9 and 𝐷. ൌ 𝑊ௗ

ଶ 𝛾. is the 
initial weight of Eq.12 and 𝛾. ൌ

ଵ

.
െ

ଵ

ே.
.  Following the procedure by Singh and Arnab 

(2014), the estimate of variance of the estimator �̄�ௗ
௦∗  obtained by calibrating on Eq.12 is 

given as 

𝑉ுሺ�̄�ௗ
௦∗ሻ ൌ ∑

ఆ.൫ௐ
 ൯

మ

ௐ
మ 𝑠̂.

ଶீ
        (13) 
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where 𝛺. is the new weights chosen such that the chi-square distance function  

𝛷ଶ ൌ ∑
൫ఆ.ି.൯

మ

.ொ

ீ
           (14) 

 is minimized subject to the calibration constraint  

∑ 𝛺.𝑠.௫
ଶீ

 ൌ 𝑉௦௧ሺ�̄�ௗ
௦ሻ          (15) 

where 𝑄ௗ is the tuning parameter unrelated with 𝛺.. Hence, the calibration weight is 
obtained as 

𝛺. ൌ 𝐷. 
.ொ௦.ೣ

మ

∑ .ொ൫௦.ೣ
మ ൯

మಸ


ൣ𝑉௦௧ሺ�̄�ௗ
௦ሻ െ ∑ 𝐷.𝑠.௫

ଶீ
 ൧ .     (16) 

Substituting (16) in (13) gives 

𝑉ுሺ�̄�ௗ
௦∗ሻ ൌ ∑

.൫ௐ
 ൯

మ

ௐ
మ 𝑠̂.

ଶீ
 

∑ .൫ௐ
 ൯

మ
ொ௦.ೣ

మಸ


∑ .ௐ
మ ொ൫௦.ೣ

మ ൯
మಸ


𝑠̂.

ଶ ൣ𝑉௦௧ሺ�̄�ௗ
௦ሻ െ 𝑉௦௧ሺ�̄�ௗ

௦ ሻ൧   

 (17) 

where 𝑉௦௧ሺ�̄�ௗ
௦ሻ ൌ ∑ 𝐷.𝑆.௫

ଶீ
  is assumed to be known variance of 𝑋ሜௗ and 𝑠.௫

ଶ ൌ
ଵ

.ିଵ
∑ ∑ ൫𝑥ௗ െ �̄�.൯





ଶ
 

ௗ  is an unbiased of  𝑆.௫
ଶ ൌ

ଵ

ே.ିଵ
∑ ∑ ൫𝑋ௗ െ 𝑋ሜ.൯





ଶ
ௗ .  

Eq (17) can further be written as 

𝑉ுሺ�̄�ௗ
௦∗ሻ ൌ 𝑉ሺ�̄�ௗሻ  𝐵ௗൣ𝑉௦௧ሺ�̄�ௗ

௦ሻ െ 𝑉௦௧ሺ�̄�ௗ
௦ሻ൧    (18) 

where 𝑉ሺ�̄�ௗሻ ൌ ∑
.൫ௐ

 ൯
మ

ௐ
మ 𝑠̂.

ଶீ
  as earlier defined in Eq.12 and 𝐵ௗ ൌ

∑ .൫ௐ
 ൯

మ
ொ௦.ೣ

మಸ


∑ .ௐ
మ ொ൫௦.ೣ

మ ൯
మಸ


𝑠̂.

ଶ .    

3.2. Combined ratio synthetic estimator 

Here, we consider special cases of the estimator in Eq.10. 
Case 1: Suppose we set the tuning parameter  𝑞ௗ ൌ �̄�.

ିଵ in Eq.10, then  

�̄�ௗ
௦∗ ൌ

∑ ௐ௬̄.
ಸ


∑ ௐ௫̄.
ಸ


𝑋ሜௗ.          (19) 

The approximate form of the bias of Eq.19 is obtained through Taylor’s series 
approximation method. Equation (19) can be written as 

�̄�ௗ
௦∗ ൌ

௬̄
ೞ

௫̄
ೞ 𝑋ሜௗ ൌ 𝑅ௗ

௦ 𝑋ሜௗ          (20) 

�̄�ௗ
௦∗ െ 𝑌ሜௗ ൌ 𝑋ሜௗ൫𝑅ௗ

௦ െ 𝑅ௗ൯, where 𝑅ௗ ൌ
ሜ 

ሜ 
. 
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The bias 𝐵ሺ�̄�ௗ
௦∗ ሻ ൌ 𝐸ሺ�̄�ௗ

௦∗ െ 𝑌ሜௗሻ ൌ 𝐸ൣ𝑋ሜௗ൫𝑅ௗ
௦ െ 𝑅ௗ൯൧  

𝐵ሺ�̄�ௗ
௦∗ ሻ ൌ 𝑋ሜௗ𝐸 

ଵ

௫̄
ೞ ሺ�̄�ௗ

௦ െ 𝑅ௗ�̄�ௗ
௦ሻ൨.           (21) 

But ଵ

௫̄
ೞ ൌ

ଵ

ሜ 
ቂ1 

௫̄
ೞ ିሜ 

ሜ 
ቃ

ିଵ
, such that Taylor’s series expansion to the first order 

approximation gives ଵ

௫̄
ೞ ൌ

ଵ

ሜ 
ቂ1 െ

௫̄
ೞ ିሜ 

ሜ 
ቃ, then Equation (21) becomes 𝐵ሺ�̄�ௗ

௦∗ ሻ ൌ

𝑋ሜௗ𝐸 ቂ
ଵ

ሜ 
ቀ1 െ

௫̄
ೞ ିሜ 

ሜ 
ቁ ሺ�̄�ௗ

௦ െ 𝑅ௗ�̄�ௗ
௦ሻቃ 

𝐵ሺ�̄�ௗ
௦∗ ሻ ൌ

ଵ

ሜ 
∑ 𝑊ௗ

ଶ 𝛾.൫𝑅ௗ𝑆.௫
ଶ െ 𝑆.௫௬൯ீ

      (22) 

where, 𝑆.௫௬ ൌ
ଵ

ே.ିଵ
∑ ∑ ൫𝑋ௗ െ 𝑋ሜ.൯൫𝑌ௗ െ 𝑌ሜ.൯

ே



ௗ   is estimated by  

𝑠.௫௬ ൌ
ଵ

.ିଵ
∑ ∑ ൫𝑥ௗ െ �̄�.൯൫𝑦ௗ െ �̄�.൯





ௗ   

and the bias estimator of �̄�ௗ
௦∗  is given as; 

𝐵ሺ�̄�ௗ
௦ ሻ ൌ

ଵ

ሜ 
∑ 𝑊ௗ

ଶ 𝛾.൫𝑅ௗ𝑠.௫
ଶ െ 𝑠.௫௬൯ீ

 .      (23) 

To obtain the estimator of the variance for Eq.19, we set 𝑞ௗ ൌ �̄�.
ିଵ , 𝑄ௗ ൌ 𝑠.௫

ିଶ 
and replaced  𝑠̂.

ଶ  by 𝑠̂.ೝ
ଶ  in Eq.17  as;   

𝑉௦௧ሺ�̄�ௗ
௦∗ ሻ ൌ ൬

ሜ 

௫̄
ೞ ൰

ଶ


ೞ൫௫̄

ೞ ൯

ೞ൫௫̄
ೞ ൯

൨ ∑ 𝑊ௗ
ଶ 𝛾.𝑠̂.ೝ

ଶீ
       (24) 

Equation (24) is in the form of the ratio-type estimator proposed by Wu & Deng 
(1983) for estimating variance of the combined ratio estimator. The difference here is 
that it makes use of extra knowledge of known variance of the auxiliary variable at the 
estimation stage, where 

𝑠̂.ೝ
ଶ ൌ 𝑠.௬

ଶ  𝑅ௗ
ଶ𝑠.௫

ଶ െ 2𝑅ௗ𝑠.௫௬   

3.3. Combined regression synthetic estimator 

Case 2: Again, we set the tuning parameter 𝑞ௗ ൌ 1 in Eq.10, then the combined 
regression-synthetic estimator in stratified sampling is given as 

�̄�ௗோாீ
௦∗ ൌ �̄�ௗ

௦  𝑏.
∗ ሺ𝑋ሜௗ െ �̄�ௗ

௦ሻ        (25) 

where 𝑏.
∗ ൌ

∑ ௐ௫̄.௬̄.
ಸ


∑ ௐ௫̄.
మಸ


 is the synthetic regression coefficient of the domain. The 

estimator in Eq.25 is in the form of Hansen, Hurwitz and Madow (1953) combined 
regression estimator.  The bias of Eq.25 is obtained by replacing 𝑅ௗ by 𝑏.

∗  in Eq.22 such 
that 

𝐵ሺ�̄�ௗோாீ
௦∗ ሻ ൌ

ଵ

ሜ 
∑ 𝑊ௗ

ଶ 𝛾.൫𝑏.
∗ 𝑆.௫

ଶ െ 𝑆.௫௬൯ீ
       (26) 
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and its estimator is 

𝐵ሺ�̄�ௗோாீ
௦∗ ሻ ൌ

ଵ

ሜ 
∑ 𝑊ௗ

ଶ 𝛾.൫𝑏.
∗ 𝑠.௫

ଶ െ 𝑠.௫௬൯ீ
 .     (27) 

An estimator of variance of the calibration approach combined regression synthetic 
estimator �̄�ௗோாீ

௦∗  is obtained by setting 𝑞ௗ ൌ �̄�.
ିଵ and 𝑄ௗ ൌ 𝑠.௫

ିଶ in Eq.17 and 
replacing 𝑠̂.

ଶ  with 𝑠̂.ೝ
ଶ  as 

𝑉௦௧൫�̄�ௗ
௦ ൯ ൌ ൬

ሜ 

௫̄
ೞ ൰

ଶ


ೞ൫௫̄

ೞ ൯

ೞ൫௫̄
ೞ ൯

൨ ∑ 𝑊ௗ
ଶ 𝛾.𝑠̂.ೝ

ଶீ
      (28) 

where 

𝑠̂.ೝ
ଶ ൌ 𝑠.௬

ଶ  𝑏ௗ
ଶ𝑠.௫

ଶ െ 2𝑏ௗ𝑠.௫௬      (29) 

4. Data and methods for empirical evaluation 

In this section, data and methods for empirical evaluation of the proposed and 
existing estimators are discussed. Real-life and simulated data are used. When domains 
of interest have no sample observation, the existing calibration estimator becomes 
impossible to compute for the area of interest. This was illustrated using real-life data 
as shown in Table 1. This will help to validate the theoretical claims. However, on 
a general note, simulation analysis was done using R-software to ascertain the level of 
performance of both existing and suggested estimators.   

4.1. Real-life data based evaluation 

The real-life data used in this analysis were obtained from the population of the 
household finances and consumptions survey (HFCS) conducted in 2017 by the 
Statistics Department of the Central Bank of Nigeria. The population comprised of 
2986 male and female heads of household. The population was partitioned into two 
strata of male and female household heads with subpopulation sizes of 1625 and 1361, 
respectively, across the 37 domains (States).  

To illustrate an ideal situation of small area estimation, the study variable y is 
considered as the household expenditure and the auxiliary variable x as the household 
income. The object is to estimate the mean of y for all the 37 domains. To compute 
the estimates for all the domains, the proportional allocation procedure was applied 
and a sample s of size 10% was drawn from each stratum (group) using simple random 
sample without replacement (SRSWOR) with the cells averages on bold points as 
shown in Appendix A. The results are shown in Table 1. 
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Table 1.  Estimators of mean expenditures for domains using existing and proposed estimators 

DOMAIN �̄�ௗ �̄�ௗ �̄�ௗ
௦  �̄�ௗ

௦∗  �̄�ௗோாீ
௦∗  𝑌ሜௗ 

ABIA 21393.61 21392.2 24061.07 23131.81 23143.91 21366.1 
ADAMAWA 21861.68 21856.98 25267.49 36151.67 36035.95 34303.16 
AKWA IBOM 19173.4 19176.94 24444.22 34921.18 34791.54 26161.88 
ANAMBRA 18401.87 18392.88 24112.91 25195.98 25181.96 23548.92 
BAUCHI 12556.76 12557.61 25003.59 15856.92 15959.68 15773.49 
BAYELSA 6634.7 6634.7 24343.82 29799.31 29730.82 26115.66 
BENUE 31350.08 31345.96 24298.10 37359.16 37194.12 30794.01 
BORNO 22672.94 22753.52 25484.83 21287.21 21329.65 20671.39 
CROSS R 12685.94 12682.54 23830.67 17343.67 17430.28 17085.43 
DELTA 44291.46 44272.31 24021.61 46528.64 46234.19 41404.02 
EBONYI 20677.67 20677.67 24343.82 23069.98 23085.97 22713.72 
EDO 25419.3 25412.72 24063.92 34683.85 34545.6 30517.07 
EKITI 38276.63 38289.31 24821.58 30122.35 30060.72 30346.33 
ENUGU 27117.48 27132.43 23628.31 22174.25 22194.02 25256.79 
FCT 7508.05 7508.05 25636.96 26374.9 26367.72 24184.29 
GOMBE 33280.32 33364.8 24763.67 27232.24 27203.23 29613.17 
IMO 39268.29 39190.17 23934.60 30677.41 30588.34 31019.32 
JIGAWA 21597.66 21597.22 24824.90 25092.69 25089.58 24196.47 
KADUNA 38844.85 38844.88 25463.42 28631.39 28599.19 27648.58 
KANO 19557.45 19636.3 25313.68 27801.67 27775.49 30336.33 
KATSINA 21793.15 21797.54 24647.22 27130.71 27100.95 28684.67 
KEBBI 35688.25 35696.3 24393.48 35026.58 34894.02 33024.15 
KOGI 22144.18 22147.94 25059.34 18667.27 18738.29 20948.49 
KWARA 27003.13 27003.29 24763.67 31499.15 31420.01 34756.05 
LAGOS 31918.62 31948.07 25136.32 43977.99 43771.93 52055.29 
NASARA 56889.76 56929.3 23574.10 25923.61 25891.53 28630.6 
NIGER 24252.95 24241.96 25095.65 35049.99 34940.2 33504.88 
OGUN 47334.04 47321.89 24544.62 35066.09 34937.89 34929.4 
ONDO NA NA 25239.92 33167.93 33083.13 33375.22 
OSUN 14038.37 14038.32 24005.90 14977.6 15095.92 16472.88 
OYO 26364.26 26364.43 24120.36 29933.23 29858.07 29499.42 
PLATEAU 25735.76 25735.58 24456.47 24168.14 24171.7 24785.42 
RIVERS 27626.89 27633.98 25313.11 33789.51 33700.3 35138.01 
SOKOTO 10216.44 10216.44 27422.72 16539.78 16591.33 18813.12 
TARABA 9306.65 9306.65 25036.58 43455.52 43249.94 46880.2 
YOBE 14446.75 14446.75 27251.67 26217.78 26223.21 27139.53 
ZAMFARA 20969.1 20968.26 24586.90 19218.79 19283.76 21479.42 
AVERAGE 24952.73 24284.21 24765.17 28574.22 28526.87 28464.13 
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4.2. Simulation Study 

Here, the procedure of population generation and sample selection by Hidiroglou 
and Estevao (2014) was adopted. Bivariate observations ൫𝑥, 𝑦൯ were generated to 
comprise finite population of size 4950 units. The population 𝑈 considered was created 
by generating data for three separate subsets of the populations termed groups (strata) 
with different intercepts and slopes. Each group was split into ten domains that are 
mutually exclusive and exhaustive, as follows: Group 1; 𝑈ଵଵ, 𝑈ଶଵ, . . . , 𝑈ଵଵ, Group 2; 
𝑈ଵଶ, 𝑈ଶଶ, . . . , 𝑈ଵଶ, and Group 3; 𝑈ଵଷ, 𝑈ଶଷ. . . , 𝑈ଵଷ. The number of units in each cell 𝑁ௗ 
was sequentially allocated in a monotonic manner: cell 𝑈ଵଵ with 20 units; cell 𝑈ଶଵ with 
30 units; and cell 𝑈ଵଷ with 310 units. The values of 𝑥 in each group were generated 
from three different distributions, Gamma ሺ𝛼 ൌ 5, 𝛽 ൌ 10ሻ, Norm (5,1) and Exp (1.5) 
distributions. The simulation for the variable of interest 𝑦 was obtained using the model 
𝑦ௗ ൌ 𝛽  𝛽ଵ𝑥ௗ  𝑣ௗ  𝑒ௗ, where 𝑑 ൌ 1,2, . . . ,30;  𝑘 ൌ 1,2, . . . , 𝑁 and 𝑔 ൌ
1,2,3; 𝑒ௗ~𝑁ሺ0, 𝐶ௗ

ଶ 𝜎
ଶሻ, 𝑣ௗ~ 𝑁ሺ0, 𝜎௩

ଶሻ. It is assumed that 𝜎
ଶ ൌ 𝜎௩

ଶ ൌ 20ଶ ൌ 400 for 
the gamma distribution, 𝜎

ଶ ൌ 𝜎௩
ଶ ൌ 1ଶ ൌ 1 for normal and exponential distributions. 

𝑐ௗ ൌ 𝑥ௗ is set to reflect the heterogeneity of the model errors for the synthetic and 
calibration estimators. 

4.2.1. Simulation results  

The summary of the representation of units in each group across the domains is 
presented in Table 2 and 3. Table 2 shows how the population was split into the three 
groups with the respective values of intercepts and slopes for the Gamma, Normal and 
Exponential distributions. Table 3 illustrates the population under study divided into 
domains and further partitioned into groups that are larger than the domains and cut 
across the domains to form grids that are mutually exclusive and exhaustive. The result 
of the simulation study using R software for selection of independent samples of sizes 
𝑛 ൌ 248ሺ5%ሻ, 𝑛 ൌ 495ሺ10%ሻ,  𝑛 ൌ 744ሺ15%ሻ, 𝑛 ൌ 990ሺ20%ሻ, 𝑛 ൌ 1239ሺ25%ሻ 
drawn using SRSWOR from 𝑈 and the computation of various estimates is presented 
in Table 4. 

Summary statistics of the simulated data will be done using Average Percent 
Absolute Relative Bias, Average Percent Relative Efficiency and Average Percent 
Coefficient of Variation %𝐴𝑅𝐵തതതതതത, %𝑅𝐸തതതത and %𝐶𝑉തതതത respectively, and are obtained as 

%𝐴𝑅𝐵ሺ�̄�ௗሻ ൌ ቂ
ଵ


∑ 𝐴𝑅𝐵ሺ�̄�ௗሻ

ௗୀଵ ቃ ൈ 100,  

where 𝐴𝑅𝐵ሺ�̄�ௗሻ ൌ ฬ
ଵ

ோ
∑ ൬

௬̄ು
ሺೝሻ

ሜ 
െ 1൰ோ

ୀଵ ฬ 

%𝑅𝐸ሺ�̄�ௗሻ ൌ 
ெௌா൫௬̄ಶ൯

ெௌா൫௬̄ು൯
൨ ൈ 100,  
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where 𝑀𝑆𝐸ሺ�̄�ௗሻ ൌ
ଵ


∑ 𝑀𝑆𝐸ሺ�̄�ௗሻ

ௗୀଵ  and  

𝑀𝑆𝐸ሺ�̄�ௗሻ ൌ
ଵ

ோ
∑ ቀ�̄�ௗ

ሺሻ െ 𝑌ሜௗቁோ
ୀଵ

ଶ
  

%𝐶𝑉ሺ�̄�ௗሻ ൌ ቂ
ଵ


∑ 𝐶𝑉ሺ�̄�ௗሻ

ௗୀଵ ቃ ൈ 100, where 𝐶𝑉ሺ�̄�ௗሻ ൌ
ටெௌா൫௬̄ು൯

ሜ 
  

where �̄�ௗ
ሺሻ and �̄�ௗா

ሺሻ denote, say, the proposed and existing estimators respectively, 
produced for the 𝑟௧ sample, 𝑟 ൌ 1,2, . . . , 𝑅,  and for each small area 𝑑 ൌ 1,2, . . . , 𝐷.  
For each selected sample in each simulation run ൌ 1,2, . . . , 𝑅 ሺ𝑅 ൌ 100,000), we shall 

compute estimates of dY  for the estimators.  

Note: In small area estimation, Molina and Rao (2010) suggested a benchmark value 
for %𝐶𝑉ሺ�̄�ௗሻ at 20-25% as being reliable. As a result, a high value of %𝐶𝑉ሺ�̄�ௗሻ above 
25% is considered as unreliable estimates while estimators with values of %𝐶𝑉ሺ�̄�ௗሻ 
below 25% are considered reliable and suitable for SAE. 

Table 2.  Partitioning the Population into Groups with their Respective Slopes and Intercepts under 
Gamma, Normal and Exponential Distributions 

Distributions Gamma Normal and Exponential 

Group 
ሺ𝑔ሻ 

Cells in groups 𝛽 𝛽ଵ 𝛽 𝛽ଵ 

1 𝑈ௗଵ for 𝑘 ൌ 1,2, . . . ,10 200 30 5 1.5 

2 𝑈ௗଶ  𝑓𝑜𝑟 𝑘 ൌ 11, . . . ,20 300 20 10 1.0 

3 𝑈ௗଷ   𝑓𝑜𝑟 𝑘 ൌ 22, . . . ,30 400 10 15 0.5 

Table 3.  Summary of Splitting the Population into Cells, Groups and Domains 

Domain 
number (d) 

Group 
Number (g) Domains 

ሺ𝑈ௗሻ 1 2 3
1 𝑈ଵଵ 𝑈ଵଶ 𝑈ଵଷ 𝑈ଵ 
2 𝑈ଶଵ 𝑈ଶଶ 𝑈ଶଷ 𝑈ଶ 
3 𝑈ଷଵ 𝑈ଷଶ 𝑈ଷଷ 𝑈ଷ 
4 𝑈ସଵ 𝑈ସଶ 𝑈ସଷ 𝑈ସ 
5 𝑈ହଵ 𝑈ହଶ 𝑈ହଷ 𝑈ହ 
6 𝑈ଵ 𝑈ଶ 𝑈ଷ 𝑈 
7 𝑈ଵ 𝑈ଶ 𝑈ଷ 𝑈 
8 𝑈଼ଵ 𝑈଼ଶ 𝑈଼ଷ 𝑈଼ 
9 𝑈ଽଵ 𝑈ଽଶ 𝑈ଽଷ 𝑈ଽ 
10 𝑈ଵଵ 𝑈ଵଶ 𝑈ଵଷ 𝑈ଵ 
Groups (𝑼.𝒈ሻ 𝑈.ଵ 𝑈.ଶ 𝑈.ଷ 𝑈 
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Table 4.  Result of Simulation Evaluation for Gamma (5,10), Norm (5,1) and Exp (1.5) 

Sample 
size Distribution 

%𝐴𝑅𝐵തതതതതത %𝑅𝐸തതതത %𝐶𝑉തതതത 

�̄�𝒅
𝒔  �̄�𝒅𝒄𝒓

𝒔∗  �̄�𝒅𝒄𝑹𝑬𝑮
𝒔∗  �̄�𝒅

𝒔  �̄�𝒅𝒄𝒓
𝒔∗  �̄�𝒅𝒄𝑹𝑬𝑮

𝒔∗  �̄�𝒅
𝒔  �̄�𝒅𝒄𝒓

𝒔∗  �̄�𝒅𝒄𝑹𝑬𝑮
𝒔∗  

5% Gamma 65.7 13.4 13.7 100 2350 2360 65.7 13.4 13.7 

 Normal 73.2 5.5 5.5 100 12832.7 12845.9 73.2 5.5 5.5 

 Exponential 74.2 14.2 61.7 100 2451.9 145.5 74.2 15.3 61.8 

10% Gamma 65.7 13.3 13.4 100 4150 4110 65.7 13.3 13.4 

 Normal 71.9 5.5 5.5 100 12786.6 12846.4 71.9 5.5 5.5 

 Exponential 74.2 13.6 61.7 100 2383.3 145.4 74.2 14.6 61.8 

15% Gamma 65.7 13.3 13.4 100 4590 4520 65.7 13.3 13.4 

 Normal 71.9 5.5 5.5 100 12770.3 12844.3 71.9 5.5 5.5 

 Exponential 74.2 13.7 61.8 100 2360.8 145.3 74.2 14.4 61.8 

20% Gamma 65.7 13.2 13.7 100 4840 4740 65.7 13.2 13.7 

 Normal 71.9 5.5 5.5 100 12776.9 12859.7 71.9 5.5 5.5 

 Exponential 74.2 13.7 61.8 100 2358.7 145.3 74.2 14.8 61.8 

25% Gamma 65.7 13.2 13.8 100 4750 4750 65.7 13.2 13.8 

 Normal 71.9 5.5 5.5 100 12767.3 12853.1 71.9 5.5 5.5 

 Exponential 74.2 13.7 61.8 100 2353.9 145.3 74.2 14.1 61.8 

5.  Discussion of results 

From Table 1, it can be seen that the domain called ONDO has no estimate under 
the existing calibration estimators �̄�ௗ and �̄�ௗ because there was no sampled unit 
selected for that domain and the estimates of the population mean could not be 
computed. This agrees with Purcell and Kish (1979) and Rao (2003), that in areas 
without sample observations, the direct estimator could not be computed. However, 
the synthetic estimators (both existing and proposed) �̄�ௗ

ௌ, �̄�ௗ
௦∗  and �̄�ௗோாீ

ௌ∗  produced 
estimates (of 25239.92, 33167.93 and 33083.13 naira respectively) for the average 
population expenditure (of 33375.22 naira) for ONDO. This agrees with Rao (2003) 
proposition on testability of the assumption of structural similarities of characteristics 
and a careful choice of auxiliary variable in the use of synthetic estimators. It could also 
be seen that, although the existing synthetic estimator �̄�ௗ

ௌ produced estimate for ONDO 
where there are no sample units, the value obtained underestimated the population 
mean expenditure of the domain compared to the proposed synthetic estimators that 
made use of additional supplementary information. Furthermore, on average, the mean 
expenditures of all the domains produced by the proposed synthetic estimators �̄�ௗ

௦∗  
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and �̄�ௗோாீ
ௌ∗  as 28574.22 and 28526.87 naira respectively, are almost the same as the 

population mean expenditure (28464.13 naira) compared to that obtained from the 
existing synthetic and calibrated estimators. This agrees with the appealing property of 
the domain estimator (that the sum of the domains estimates will equal the population 
parameter) as suggested in the literature by Lundstrom and Sarndal (2001). These 
results confirm the need to borrow strength cross-sectionally in addition to a highly 
correlated auxiliary variable. In this case, the proposed synthetic estimator gained 
dominance over the existing synthetic and direct estimators in domains of interest 
where there are no sample observations. 

Results of analysis in Table 4 showed values of %𝐴𝑅𝐵തതതതതത between 5.5% to 14.2% and 
5.5% to 61.8%  for �̄�ௗ

௦∗  and �̄�ௗோாீ
௦∗  respectively, while that of the existing synthetic 

estimator �̄�ௗ
௦  was 65.7% to 71.9%. From the result, the proposed synthetic estimators 

have been found to exhibit a remarkably smaller %𝐴𝑅𝐵തതതതതത than the existing synthetic 
estimator for all the probability distributions and in all sample sizes under study. 

It was further observed that under normal distribution, the proposed estimators 
�̄�ௗ

௦∗  and �̄�ௗோாீ
௦∗  have a constant %𝐴𝑅𝐵തതതതതത of 5.5%,  which is regarded as the least for all 

sample sizes. Under gamma distribution, they recorded between 13.2% to 13.8%. 
However, under exponential distribution, the %𝐴𝑅𝐵തതതതതത values of  �̄�ௗ

௦∗  lies between 13.6% 
to 14.4%  while that of  �̄�ௗோாீ

௦∗  was seen to be highly biased with 61.7% to 61.8% as 
indicated in column 5 of Table 4 with bold points. This result conforms to an 
established fact in the literature by Clement and Enang (2017) that under domain 
estimation, the calibration approach combined ratio estimator outperforms the 
combined regression estimator. In addition, this result suggests that for real life data 
that follow exponential distribution, the proposed combined ratio is more preferred to 
the combined regression estimator. 

From Table 4, the proposed synthetic estimators �̄�ௗ
௦∗  and �̄�ௗோாீ

௦∗  were observed to 
have higher gains in efficiency than the existing estimator �̄�ௗ

௦  in all sample sizes for all 
the three probability distributions considered. Contrary to popular claims that the 
existing synthetic estimator produced estimates for domains without sample units with 
a very small mean square error, the proposed synthetic estimators have been shown to 
be more efficient and superior to the existing estimator. The %𝑅𝐸തതതത of the proposed 
synthetic estimators for the three distributions were observed to be between 12770.3% 
to 12894.3% for normal distribution followed by gamma distribution with 2350% to 
4840% and the exponential distribution between 145.5% to 2451.9%. Again, as 
expected, �̄�ௗ

௦∗  was clearly more efficient than �̄�ௗோாீ
௦∗  in all sample sizes under 

exponential distribution, which supports the results in the literature by Clement and 
Enang (2017). Furthermore, the gain in efficiency of the proposed �̄�ௗ

௦∗  for the three 
distributions and in all sample sizes considered is an improvement in SAE contrary to 
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the results in the literature by Rao and Choudhry (1996) on the instability of ratio 
synthetic MSE. 

Again, the result in Table 4 showed that �̄�ௗ
௦∗   has the smallest percent average 

coefficient of variation of 5.5% to 15.3%  while �̄�ௗோாீ
௦∗  has 5.5% to 61.8% against �̄�ௗ

௦  
with %𝐶𝑉തതതത of 65.7% to 71.9% for all the sample sizes considered in this work. This 
suggest that the proposed synthetic estimators are highly preferred for small area 
estimation having met the required benchmark of falling below 25% as suggested by 
Molina and Rao (2010) but the same could not be said about the existing synthetic 
estimator. It could be said that synthesizing on the approaches of borrowing strength 
cross-sectionally and through calibration has been profitable in this study. It was 
further observed that, for exponential distribution, the combined regression synthetic 
estimator �̄�ௗோாீ

௦∗  has a constant %𝐶𝑉തതതത  as high as 61.8% for all sample sizes. This is an 
indication that �̄�ௗோாீ

௦∗  is not suitable for any real-life data that follow exponential 
distribution for small domains under stratified sampling. It is convenient to say that the 
proposed combined ratio has an edge over the combined regression synthetic estimator 
under exponential distribution in small area estimation. The normal distribution 
produced a constant value of %𝐶𝑉തതതത of 5.5% and is seen as the smallest for all the sample 
sizes followed by Gamma with 13.2% to 13.8% and exponential with 14.4% to 61.8% for 
the proposed synthetic estimators. This points to the desired qualities of the Normal 
distribution in small area estimation under stratified sampling design. 

6.  Conclusion 

The synthetic estimation technique has been shown to be the only remedy if no 
sampled units are available in some domains of interest as shown by the result of this 
study. Therefore, it can be concluded that the proposed small area estimators (which 
borrowed strength cross-sectionally and with auxiliary variable) are an improvement 
over the Marker (1999) synthetic estimator (that only borrowed strength cross-
sectionally) and the calibration approach direct estimators for the estimation of 
population mean in areas that are characterized by small/no sample sizes.  Also, the 
proposed combined ratio synthetic estimator has shown dominance over the combined 
regression synthetic estimator suggesting that the latter is not suitable for any real-life 
data that follow exponential distribution for small domains under stratified sampling. 
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The Complex-Number Mortality Model (CNMM) based on 
orthonormal expansion of membership functions 

Andrzej Szymański1, Agnieszka Rossa2 

ABSTRACT 

The paper deals with a new fuzzy version of the Lee-Carter (LC) mortality model, in which 
mortality rates as well as parameters of the LC model are treated as triangular fuzzy numbers. 
As a starting point, the fuzzy Koissi-Shapiro (KS) approach is recalled. Based on this 
approach, a new fuzzy mortality model – CNMM – is formulated using orthonormal 
expansions of the inverse exponential membership functions of the model components. The 
paper includes numerical findings based on a case study with the use of the new mortality 
model compared to the results obtained with the standard LC model. 

Key words: exponential membership functions, Legendre’s polynomials, mortality 
modelling, orthonormal system. 

1. Introduction  

In the last four decades several approaches were proposed to model human 
mortality and to project future mortality evolution. Among the extrapolative methods, 
a model proposed by Lee and Carter (1992) is one of the most popular approaches, 
although other mortality models have been also developed, e.g. Heligman and Pollard 
(1980), Horiuchi and Coale (1990), Milevsky and Promislow (2001), Currie et al. 
(2004), Bongaarts (2005), Cairns et al. (2006).  

The Lee-Carter model (LC) has been extensively used for many real populations 
and extended in various directions (see, e.g. Renshaw et al. (1996), Tuljapurkar et al. 
(2000), Booth et al. (2002), (2006), Brouhns et al. (2002), Renshaw and Haberman 
(2003), De Jong and Tickle (2006), Koissi and Shapiro (2006), Pitacco et al. (2009), 
Haberman and Renshaw (2012), Danesi et al. (2015)).   

The Lee-Carter method (1992) can be treated as a special case of the principal 
component analysis with a single component (Bozik and Bell (1987)). The focus of this 
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approach is on central age-specific death rates 𝑚௫௧ for a range of ages 𝑥 ൌ 0,1,2, … , 𝑋 
and calendar years 𝑡 ൌ 1,2, … , 𝑇, organized in a two way table with rows referring to 
one-year age groups and columns referring to one-year period intervals.  

The LC method consists of a model of age-specific log-central death rates 𝑦௫௧ ൌ
ln 𝑚௫௧ with time and age components  

𝑦௫௧ ൌ 𝑎௫  𝑏௫𝑘௧  𝜀௫௧,       𝑥 ൌ 0,1,2, … 𝑋,   𝑡 ൌ 1,2, … , 𝑇,  (1) 

and a model of random walk with a drift to forecast time components 𝑘௧ for 𝑡  𝑇 

𝑘௧ ൌ 𝑑   𝑘௧ିଵ  𝜁௧,   (2) 

where ሼ𝑎௫ሽ in (1) is a set of age-related effects describing the age profile of mortality, 
ሼ𝑘௧ሽ is a set of the time-related effects representing the general trend of mortality, ሼ𝑏௫ሽ 
is a set of age-related effects describing patterns of deviations from the age profile in 
response to change of the general trend, 𝑑 in (2) is a constant (a drift), whereas 𝜀௫௧, 𝜁௧ 
in (1) and (2), respectively, are random residuals.  

Parameters ሼ𝑏௫ሽ show which death rates decline rapidly and which slowly over time 
in response to change of 𝑘௧. For some values of x,  𝑏௫ may be positive while negative for 
other values, indicating that log-central death rates 𝑦௫௧ ൌ ln 𝑚௫௧ are increasing at some 
ages while decreasing at other ages.  

For the full identification of (1), the following two constraints are imposed 

∑ 𝑏௫ ൌ 1, ∑ 𝑘௧ ൌ 0.்
௧ୀଵ


௫ୀ         (3)  

Lee and Carter used the SVD method (Singular Value Decomposition) to estimate 
𝑎௫, 𝑏௫, 𝑘௧ and assumed that error terms 𝜀௫௧ are normally distributed with a small 
constant variance. This is rather a strong assumption, which is often violated especially 
in the case of the imprecise input data. Moreover, prediction errors do not account for 
the estimation errors of the age-specific parameters 𝑎௫, 𝑏௫, except of incorporating 
uncertainty from the forecast of the time component 𝑘௧.  

It is well-known that various kinds of errors can occur in reporting death statistics. 
This could be e.g. incorrect year, area or age. Moreover, the midyear population data 
used to calculate period age-specific mortality rates 𝑚௫௧ are also the subject of errors. 
The midyear population size is the population at July 1 and is assumed to be the point 
at which half of the deaths during the year have occurred. Such estimates can be actually 
underestimated or overestimated and this affects the resulting death rates. Therefore, 
exact age-specific mortality rates are seldom known, hence incorporating the data 
uncertainty into the model structure seems to be a realistic and expected idea. 

The new trends in fuzzy analysis are based on the algebraic approach to fuzzy numbers 
(e.g. Ishikawa (1997), Kosiński et al. (2003), Rossa et al. (2017), Szymański and Rossa (2014), 
(2017)). The essential idea in such an approach is representing the membership function of 



STATISTICS IN TRANSITION new series, September 2021 

 

33

a fuzzy number as an element of the square-integrable function space. We will use this idea 
to propose a new fuzzy mortality model in the spirit of the Koissi-Shapiro approach.  

The log-central mortality rates as well as parameters of the underlying Koissi-Shapiro 
model are symmetric triangular fuzzy numbers, i.e. numbers with symmetric triangular 
membership functions. We believe that exponential functions could fit the data better. 
Therefore, our model is based on exponential membership functions of the model 
components instead of triangular ones. 

The paper is organized as follows. Section 2 recalls the data fuzzification method 
(Subsection 2.1) and the fuzzy mortality model (Subsection 2.2) as proposed by Koissi and 
Shapiro. The new complex-number fuzzy mortality model is formulated in Section 3. The 
concept is presented in six subsections: theoretical backgrounds (Subsection 3.1), 
formulation of the new mortality model CNMM (Subsection 3.2), estimation of the model 
parameters (Subsection 3.3), description of the modified fuzzification method (Subsection 
3.4), description of the forecasting method (Subsection 3.5) and a case study (Subsection 
3.6). Concluding remarks are contained in Section 4. Formal details about orthonormal 
expansions by means of the Legendre polynomials are included in the Appendix. 

2. The Koissi-Shapiro model  

2.1. Fuzzification of the input data 

In the Koissi-Shapiro model (2006), log-central death rates 𝑦௫௧ ൌ ln 𝑚௫௧ are 
transformed into symmetric triangular fuzzy numbers 

  𝑌௫௧ ൌ ሺ𝑦௫௧, 𝑒௫௧ሻ,   (4) 

where 𝑦௫௧, 𝑒௫௧ are centres and spreads of  fuzzy numbers 𝑌௫௧, respectively. 
The addition ⊕ and multiplication ⊗ of symmetric triangular numbers 𝐴 ൌ

ሺ𝑎, 𝑠ሻ and 𝐵 ൌ ሺ𝑏, 𝑠ሻ defined in the norm 𝑇௪ are expressed as  
 𝐴 ⊕ 𝐵 ൌ ሺ𝑎  𝑏, maxሺ𝑠, 𝑠ሻሻ,   (5) 
      𝐴 ⊗ 𝐵 ൌ ሺ𝑎𝑏, maxሺ𝑠|𝑏|, 𝑠|𝑎|ሻሻ,   (6) 

and the multiplication of 𝐴 ൌ ሺ𝑎, 𝑠ሻ by a scalar 𝑏 ∈ ℝ reduces to 
 𝐴 ⊗ 𝑏 ൌ ሺ𝑎𝑏, 𝑠|𝑏|ሻ.    (7) 

Parameters 𝑒௫௧ in (4) are also called fuzziness parameters. To determine their 
values, Koissi and Shapiro postulated using a fuzzy regression model. They assumed 
existing symmetric triangular fuzzy numbers ሺ𝑐௫, 𝑠௫ሻ and ሺ𝑐ଵ௫, 𝑠ଵ௫ሻ satisfying for 
each age group 𝑥 the following equalities 

 ሺ𝑦௫௧, 𝑒௫௧ሻ ൌ ሺ𝑐௫, 𝑠௫ሻ ⊕ ሺ𝑐ଵ௫, 𝑠ଵ௫ሻ ⊗ 𝑡,        𝑡 ൌ 1,2, … , 𝑇.   (8) 

This postulate leads to the equalities (9)–(10) of the form 
 𝑦௫௧ ൌ 𝑐௫  𝑐ଵ௫ ∙ 𝑡,        𝑡 ൌ 1,2, … , 𝑇.   (9) 
        𝑒௫௧ ൌ maxሺ𝑠௫, 𝑠ଵ௫ ∙ 𝑡 ሻ,        𝑡 ൌ 1,2, … , 𝑇.    (10) 
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To find coefficients in (9) the ordinary least-squares regression is used, i.e. 𝑐ଵ௫ and 
𝑐௫ are found from formulas 

 𝑐ଵ௫ ൌ
௬ೣ⋅௧ି௧⋅௬ೣ

௧మି௧
మ ,    (11) 

 𝑐௫ ൌ 𝑦௫௧ െ 𝑐ଵ௫ ∙ 𝑡,    (12) 
where 𝑧̅ means averaging over 𝑧௧’s. 

 
To find parameters 𝑠௫, 𝑠ଵ௫,‘’the minimum fuzziness criterion’’ is proposed by 

minimizing spreads of  𝑌௫௧ ൌ ሺ𝑦௫௧, 𝑒௫௧ሻ and requiring each log-central death rate 𝑦௫௧ to 
fall within the estimated death rates  𝑦ො௫௧ at a level ℎ ∈ ሾ0,1ሿ. Since 𝑒௫௧ are, by 
assumption, non-negative numbers and the smallest value they can take is 0, it is 
necessary to determine such values of 𝑠௫, 𝑠ଵ௫, that at a given 𝑥 they minimize the sum 

 𝑇 ⋅ 𝑠௫  𝑠ଵ௫ ⋅ ∑ 𝑡,்
௧ୀଵ  (13) 

subject to the constraints  

 𝑐௫  𝑐ଵ௫ ∙ 𝑡  ሺ1 െ ℎሻሺ𝑠௫  𝑠ଵ௫𝑡ሻ  ln 𝑚௫௧,   𝑡 ൌ 1,2, … , 𝑇,     (14) 

 𝑐௫  𝑐ଵ௫ ∙ 𝑡 െ ሺ1 െ ℎሻሺ𝑠௫  𝑠ଵ௫𝑡ሻ  ln 𝑚௫௧,   𝑡 ൌ 1,2, … , 𝑇, (15) 

where 𝑠௫, 𝑠ଵ௫  0, 𝑢 ∈ ሾ0,1ሻ and ℎ ∈ ሾ0,1ሿ is a predetermined value representing the 
degree of fit of the estimated model to the data. As lower h provides a better fit, we can 
use ℎ ൌ 0. After finding the parameters 𝑠௫, 𝑠ଵ௫ for each x, the fuzziness parameters 𝑒௫௧ 
can be determined using formula (10). 

2.2. The Koissi-Shapiro model 

Let us recall the fuzzy mortality model as proposed by Koissi and Shapiro (2006). 
The structure of their model is analogous to the Lee-Carter one (1992) and takes the 
form 

 𝑌௫௧ ൌ 𝐴௫ ⊕ ሺ𝐵௫ ⊗ 𝐾௧ሻ, (16) 

with the difference that 𝑌௫௧ ൌ ሺ𝑦௫௧, 𝑒௫௧ሻ for 𝑥 ൌ 0,1, … , 𝑋, 𝑡 ൌ 1,2, … , 𝑇 are fuzzified 
log-central death rates expressed as triangular numbers with centres 𝑦௫௧ and spreads 
𝑒௫௧. 

 
Model parameters are assumed to be symmetric triangular numbers 𝐴௫ ൌ

൫𝑎௫, 𝑠ೣ
൯,  𝐵௫ ൌ ൫𝑏௫, 𝑠ೣ

൯, 𝐾௧ ൌ ൫𝑘௧, 𝑠
൯ with unknown centres 𝑎௫, 𝑏௫, 𝑘௧ ∈ ℝ and 

spreads 𝑠ೣ
, 𝑠ೣ

, 𝑠
 0, respectively.  

To find parameters 𝑎௫, 𝑏௫, 𝑘௧, 𝑠ೣ
, 𝑠ೣ

, 𝑠
, Koissi and Shapiro postulated 

minimizing the Diamond distance 𝐷ଶ (Diamond (1988)) between the left and right-
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hand sides of (16). This leads to the criterion function defined for each separate 𝑥 and 
𝑡 as 

𝐷ଶሺ𝑌௫௧, 𝐴௫ ⊕ ሺ𝐵௫ ⊗ 𝐾௧ሻሻ ൌ ሺ𝑎௫  𝑏௫𝑘௧ െ 𝑦௫௧ሻଶ  ൣ𝑎௫  𝑏௫𝑘௧ െ

max൛𝑠ೣ, |𝑏௫|𝑠, |𝑘௧|𝑠ೣൟ െ ሺ𝑦௫௧ െ 𝑒௫௧ሻ൧
ଶ

 ൣ𝑎௫  𝑏௫𝑘௧ 

max൛𝑠ೣ, |𝑏௫|𝑠, |𝑘௧|𝑠ೣൟ െ ሺ𝑦௫௧  𝑒௫௧ሻ൧
ଶ

.   
  (17) 

Unfortunately, the criterion function contains a max-type operator 
max൛𝑠ೣ

, |𝑏௫|𝑠
, |𝑘௧|𝑠ೣ

ൟ, which does not allow using standard derivative based 
solution algorithms for minimization of (17). 

3. The Complex-Number Mortality Model CNMM 

3.1.   Theoretical backgrounds 

The new trends in fuzzy analysis are based on the algebraic approach to fuzzy 
numbers (see, e.g. Ishikawa (1997), Kosiński et al. (2003), Rossa et al. (2017), Szymański 
and Rossa (2014), (2017)). The essential idea in such an approach is representing the 
membership function of a fuzzy number as an element of the square-integrable 
function space.  

Let us consider the membership function of the exponential form 

 𝜇ሺ𝑧ሻ ൌ ൞

exp ቄെ൫ష
ഓ

൯
ଶ

ቅ ,       𝑧  𝑐,

exp ቄെ൫ష
ഌ

൯
ଶ

ቅ ,       𝑧  𝑐,

 (18) 

where 𝑐 ∈ ℝ, 𝜏, 𝜈  0  are some scalar parameters. 

Note that (18) can be decomposed into two parts – strictly increasing and strictly 
decreasing functions ሺ𝑧ሻ and ሺ𝑧ሻ, say, of the form 

 ሺ𝑧ሻ ൌ exp ቄെ൫ష
ഓ

൯
ଶ

ቅ ,      𝑧  𝑐, (19) 

 Φሺ𝑧ሻ ൌ exp ቄെ൫ష
ഌ

൯
ଶ

ቅ ,      𝑧  𝑐. (20) 

Then there exist inverse functions 

  ିଵሺ𝑢ሻ ൌ 𝑐  𝜓ሺ𝑢ሻ,    𝑢 ∈ ሾ0,1ሿ, (21) 

 Φିଵሺ𝑢ሻ ൌ 𝑐  𝜑ሺ𝑢ሻ,    𝑢 ∈ ሾ0,1ሿ, (22) 

where 𝜓ሺ𝑢ሻ and 𝜑ሺ𝑢ሻ are expressed as  

 𝜓ሺ𝑢ሻ ൌ െ𝜏ሺെln 𝑢ሻ
భ
మ,     𝜑ሺ𝑢ሻ ൌ 𝜈ሺെ ln 𝑢ሻ

భ
మ,     𝑢 ∈ ሾ0,1ሿ. (23) 



36                                                            A. Szymański ,A. Rossa: The Complex-Number Mortality Model … 

 

 

Denoting 𝑓ሺ𝑢ሻ ൌ Ψିଵሺ𝑢ሻ and 𝑔ሺ𝑢ሻ ൌ Φିଵሺ𝑢ሻ for 𝑢 ∈ ሾ0,1ሿ, we can write  

𝑓ሺ𝑢ሻ ൌ 𝑐  𝜓ሺ𝑢ሻ ൌ 𝑐 െ 𝜏ሺെln 𝑢ሻ
భ
మ,   𝑔ሺ𝑢ሻ ൌ 𝑐  𝜑ሺ𝑢ሻ ൌ 𝑐  𝜈ሺെ ln 𝑢ሻ

భ
మ, (24) 

Functions 𝑓, 𝑔  are square-integrable, so the ordered pair ሺ𝑓, 𝑔ሻ belongs to the 
Cartesian product 𝐿ଶሺ0,1ሻ ൈ 𝐿ଶሺ0,1ሻ. The scalar product in the space 𝐿ଶሺ0,1ሻ is given 
by the formula 

 〈𝑓, 𝑔〉 ൌ  𝑓ሺ𝑢ሻ
ଵ

 𝑔ሺ𝑢ሻ𝑑𝑢.  (25) 

Example 1. Figure 1(a) depicts functions ሺ𝑧ሻ and ሺ𝑧ሻ as defined in (19) and (20), 
while Figure 1(b) shows their inverse counterparts (21) and (22), respectively.  

 

 
(a) (b) 

Figure 1. Exponential functions ሺ𝑧ሻ, ሺ𝑧ሻ and the inverse functions ିଵሺ𝑢ሻ, ିଵሺ𝑢ሻ for 𝑐 ൌ 0.0, 
𝜏 ൌ 0.08, 𝜈 ൌ 0.09. 

Source: Developed by the authors. 

 
It is commonly known that a set of vectors {𝑃} in 𝐿ଶሺ0,1ሻ is called an orthonormal 

set if equalities 〈𝑃, 𝑃〉 ൌ 0 for 𝑗 ് 𝑘 and 〈𝑃, 𝑃〉 ൌ 1 are true.  
For any orthonormal set ሼ𝑃ሽ and 𝑓, 𝑔 ∈ 𝐿ଶሺ0,1ሻ the following relations hold  

 𝑓 ൌ ∑ 〈𝑃, 𝑓〉𝑃,       
ஶ
ୀ 𝑔 ൌ ∑ 〈𝑃, 𝑔〉𝑃

ஶ
ୀଵ . (26) 

Denoting 𝛼 ൌ 〈𝑃, 𝑓〉 and 𝛽 ൌ 〈𝑃, 𝑔〉, expressions (26) can also be written as  

 𝑓ሺ𝑢ሻ ൌ ∑ 𝛼
ஶ
ୀ 𝑃ሺ𝑢ሻ,     𝑔ሺ𝑢ሻ ൌ ∑ 𝛽𝑃ሺ𝑢ሻஶ

ୀ . (27) 

Let 𝐴ሺேሻ be a pair of functions ൫𝑓ሺேሻ, 𝑔ሺேሻ൯, where 𝑓ሺேሻ, 𝑔ሺேሻ for 𝑁 ∈ ℕ are some 
orthonormal expansions of inverse exponential functions ሺ24ሻ, i.e. 

 𝑓ሺேሻሺ𝑢ሻ ൌ ∑ 𝛼
ே
ୀ 𝑃ሺ𝑢ሻ,         𝑔ሺேሻሺ𝑢ሻ ൌ ∑ 𝛽𝑃ሺ𝑢ሻ,ே

ୀ  (28) 
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where ൛𝑃ൟ is a set of the Legendre polynomials and 𝛼, 𝛽 are some coefficients of the 
orthonormal expansion (see Appendix for more details). 

Example 2. Let us consider functions 𝑓ሺ𝑢ሻ, 𝑔ሺ𝑢ሻ as depicted in Figure 1(b). Their 
approximations for 𝑁 ൌ 3 are plotted in Figure 2. 

 
Figure 2.  Functions 𝑓ሺ𝑢ሻ ൌ 𝑐 െ 𝜏ሺെln 𝑢ሻ

భ
మ,   𝑔ሺ𝑢ሻ ൌ 𝑐  𝜈ሺെln 𝑢ሻ

భ
మ (solid lines) and their 

approximations 𝑓ሺଷሻሺ𝑢ሻ ൌ ∑ 𝛼𝑃
ଷ
ୀ ,  𝑔ሺଷሻሺ𝑢ሻ ൌ ∑ 𝛽𝑃

ଷ
ୀ  (dashed lines). 

Source: developed by the authors 

Further, we will treat the pairs of functions ሺ𝑓, 𝑔ሻ or ൫𝑓ሺேሻ, 𝑔ሺேሻ൯ given in (24), 
(28), respectively, in terms of the complex analysis. They will be called complex-valued 
fuzzy numbers. 

Let the addition, the subtraction and the multiplication of two complex-valued 
fuzzy numbers 𝐴 ൌ ሺ𝑓, 𝑔ሻ, 𝐵 ൌ ሺ𝑓, 𝑔ሻ be defined as  

   A ⊕ 𝐵 ൌ ሺ𝑓  𝑓, 𝑔  𝑔ሻ,  (29) 
 𝐴 ⊖ 𝐵 ൌ ሺ𝑓 െ 𝑓, 𝑔 െ 𝑔ሻ,  (30) 
       𝐴 ⨀ 𝐵 ൌ ሺ𝑓𝑓 െ 𝑔𝑔, 𝑓𝑔  𝑔𝑓ሻ,  (31) 

while the multiplication of  𝐴 ൌ ሺ𝑓, 𝑔ሻ by a scalar 𝑑 ∈ ℝ as 

 𝑑 ⊙ 𝐴 ൌ ሺ𝑑 ∙ 𝑓, 𝑑 ∙ 𝑔ሻ. (32) 

3.2.   The CNMM model formulation 

We propose the Complex-Number Mortality Model (CNMM) of the form 

 𝑌௫௧
ሺேሻ ൌ 𝐴௫

ሺேሻ ⊕ 𝐾௫௧
ሺேሻ, (33) 

where 𝑥 ൌ 0,1, … , 𝑋, 𝑡 ൌ 1,2, … , 𝑇 are age and time indices, respectively,  𝑌௫௧
ሺேሻ ൌ

ቀ𝑓ೣ 

ሺேሻ,  𝑔ೣ 

ሺேሻቁ are complex-valued fuzzy numbers representing fuzzified log-central 

mortality rates, and 𝐴௫
ሺேሻ ൌ ቀ𝑓ೣ

ሺேሻ,  𝑔ೣ

ሺேሻቁ , 𝐾௫௧
ሺேሻ ൌ ቀ𝑓ೣ

ሺேሻ, 𝑔ೣ

ሺேሻቁ  are some complex-
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valued fuzzy numbers with functions 𝑓ೣ

ሺேሻ,  𝑔ೣ

ሺேሻ, 𝑓ೣ

ሺேሻ, 𝑔ೣ

ሺேሻ and 𝑓ೣ 

ሺேሻ,  𝑔ೣ 

ሺேሻ being 
orthonormal expansions (28) of the following functions  

 𝑓ೣ
ሺ𝑢ሻ ൌ 𝑎௫ െ 𝜏ೣ

ሺെln 𝑢ሻ
భ
మ ,   𝑔ೣ

ሺ𝑢ሻ ൌ 𝑎௫  𝜈ೣ
ሺെln 𝑢ሻ

భ
మ,   (34) 

   𝑓ೣ
ሺ𝑢ሻ ൌ 𝑏௫𝑘௧ െ 𝜏ೣ

𝜔௧ሺെln 𝑢ሻ
భ
మ,   𝑔ೣ

ሺ𝑢ሻ ൌ 𝑏௫𝑘௧  𝜈ೣ
𝜛௧ሺെln 𝑢ሻ

భ
మ,  (35) 

   𝑓ೣ 
ሺ𝑢ሻ ൌ 𝑦௫௧ െ 𝑒௫௧ሺെln 𝑢ሻ

భ
మ ,   𝑔ೣ 

ሺ𝑢ሻ ൌ 𝑦௫௧  𝜐௫௧ሺെln 𝑢ሻ
భ
మ,   (36) 

Coefficients 𝑎௫, 𝑏௫, 𝑘௧, 𝜏ೣ
, 𝜈ೣ

 𝜏ೣ
, 𝜈ೣ

, 𝜔௧, 𝜛௧ in (34)–(36) constitute a set of 
unknown parameters,  𝑦௫௧ ൌ ln 𝑚௫௧ are log-central death rates, and 𝑒௫௧, 𝜐௫௧ represent 
fuzziness of log-central mortality rates evaluated at the fuzzification stage (see 
Subsection 3.4). 

Let us express the model in terms of complex analysis using an algebraic 
representation, i.e. 

 𝑌௫௧
ሺேሻ ൌ 𝑓ೣ 

ሺேሻ  𝑖 ∙ 𝑔ೣ 

ሺேሻ,     𝐴௫
ሺேሻ ൌ 𝑓ೣ

ሺேሻ  𝑖 ∙ 𝑔ೣ

ሺேሻ,      𝐾௫௧
ሺேሻ ൌ 𝑓ೣ

ሺேሻ  𝑖 ∙ 𝑔ೣ

ሺேሻ, (37) 

where 𝑖 ൌ √െ1 is an imaginary unit. 

Then, taking into account (28) we can write  

 𝐴௫
ሺேሻ ൌ ∑ 𝛼௫

ே
ୀ 𝑃  𝑖 ∑ 𝛽௫

ே
ୀ 𝑃 ൌ ∑ ሺ𝛼௫  𝑖ே

ୀ 𝛽௫ሻ𝑃, (38) 

 𝐾௫௧
ሺேሻ ൌ ∑ 𝜂௧௫

ே
ୀ 𝑃  𝑖 ∑ 𝜆௧௫

ே
ୀ 𝑃 ൌ ∑ ሺ𝜂௧௫  𝑖ே

ୀ 𝜆௧௫ሻ𝑃. (39) 

Thus, the right-hand side of (33) can be expressed as  

 𝐴௫
ሺேሻ ⊕ 𝐾௫௧

ሺேሻ ൌ ∑ ൣሺ𝛼௫  𝜂௫௧ሻ  𝑖ሺ𝛽௫  𝜆௫௧ሻ൧ே
ୀ 𝑃. (40) 

By analogy, the left-hand side of (33) can be written in the form  

 𝑌௫௧
ሺேሻ ൌ ∑ 𝜖௫௧

ே
ୀ 𝑃  𝑖 ∑ 𝜃௫௧

ே
ୀ 𝑃 ൌ ∑ ሺ𝜖௫௧  𝑖ே

ୀ 𝜃௫௧ሻ𝑃. (41) 

Coefficients 𝛼௫, 𝜂௫௧, 𝛽௫, 𝜆௧௫ and 𝜖௫௧, 𝜃௫௧ in expansions (40), (41), respectively, 
correspond to parameters 𝑎௫, 𝑏௫, 𝑘௧, 𝜏ೣ

, 𝜈ೣ
 𝜏ೣ

, 𝜈ೣ
, 𝜔௧, 𝜛௧ via relations (42), (43).  

For 𝑗 ൌ 0 we have 
 𝛼௫ ൌ 𝑎௫ െ  𝜏ೣ

𝑐, 𝛽௫ ൌ 𝑎௫  𝜈௫𝑐,  
 𝜂௧௫ ൌ 𝑏௫𝑘௧ െ 𝜏௫𝜔௧𝑐, 𝜆௧௫ ൌ 𝑏௫𝑘௧  𝜈ೣ

𝜛௧𝑐, (42) 
 𝜖௫௧ ൌ 𝑦௫௧ െ  𝑒௫௧𝑐, 𝜃௫௧ ൌ 𝑦௫௧  𝜐௫௧𝑐,  

and for 𝑗 ൌ 1,2, … , 𝑁 there is 
 𝛼௫ ൌ  െ𝜏௫𝑐,  𝛽௫ ൌ 𝜈௫𝑐,   
 𝜂௫௧ ൌ  െ𝜏௫𝜔௧𝑐, 𝜆௫௧ ൌ 𝜈ೣ

𝜛௧𝑐,                      (43) 
 𝜖௫௧ ൌ  െ𝑒௫௧𝑐, 𝜃௫௧ ൌ 𝜐௫௧𝑐,  

where 𝑐 are some known constants (see Appendix for more details).  
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For 𝑗 ൌ 0,1,2,3 we get 𝑐 ൌ √గ

ଶ
, 𝑐ଵ ൌ √3𝜋 ቀ

ଵ

ଶ√ଶ
െ

ଵ

ଶ
ቁ ,  𝑐ଶ ൌ √5𝜋 ቀ 

ଵ

√ଷ
െ

ଷ

ଶ√ଶ


ଵ

ଶ
ቁ ,  𝑐ଷ ൌ √7𝜋 ቀെ

ହ

√ଷ


ଵହ

ସ√ଶ
െ

ଷ

ସ√ଶ


ଷ

ସ
ቁ. 

3.3.   Estimation of the model parameters 

To estimate parameters of the CNMM model we apply the metric in the Hilbert 
space 𝐿ଶሺ0,1ሻ between the left and right-hand sides of (33), i.e. between 𝑌௫௧

ሺேሻ and 
𝐴௫

ሺேሻ ⊕ 𝐾௫௧
ሺேሻ. The estimation problem requires minimizing functional 𝐹ሺேሻ in the 

Hilbert space 𝐿ଶሺ0,1ሻ of the form  

 𝐹ሺேሻ ൌ ∑ ∑ ቛ𝑌௫௧
ሺேሻ ⊖ ቀ𝐴௫

ሺேሻ ⊕ 𝐾௫௧
ሺேሻቁቛ

ଶ
்
௧ୀଵ


௫ୀ .  (44) 

Thus, 𝑌௫௧
ሺேሻ ⊖ ቀ𝐴௫

ሺேሻ ⊕ 𝐾௫௧
ሺேሻቁ can be expressed as  

𝑌௫௧
ሺேሻ ⊖ ቀ𝐴௫

ሺேሻ ⊕ 𝐾௫௧
ሺேሻቁ ൌ 

ൌ ∑ ൣ𝜖௫௧ െ ሺ𝛼௫  𝜂௫௧ሻ  𝑖ሺ𝜃௫௧ െ ሺ𝛽௫  𝜆௫௧ሻሻ൧𝑃.ே
ୀ  (45) 

After some rearrangements, we get 

𝐹ሺேሻ ൌ ∑ ∑ ቛ𝑌௫௧
ሺேሻ ⊖ ቀ𝐴௫

ሺேሻ ⊕ 𝐾௫௧
ሺேሻቁቛ

ଶ
ൌ ∑ ∑ ฮ∑ ൣ𝜖௫௧ െ ሺ𝛼௫ ே

ୀ
்
௧ୀଵ


௫ୀ

்
௧ୀଵ


௫ ୀ

𝜂௫௧ሻ  𝑖ሺሺ𝜃௫௧ െ ሺ𝛽௫  𝜆௫௧ሻሻ൧𝑃ฮ
ଶ

.  (46) 

Using Pythagorean theorem for the Hilbert space of complex functions, i.e.  

 ฮ∑ 𝛼𝑃
ே
ୀ ฮ

ଶ
ൌ ∑ ห𝛼ห

ଶே
ୀ ,  (47) 

the criterion function 𝐹ሺேሻ takes the form 

𝐹ሺேሻ ൌ ∑ ∑ ∑ ห𝜖௫௧ െ ሺ𝛼௫  𝜂௫௧ሻ  𝑖ሺ𝜃௫௧ െ ሺ𝛽௫  𝜆௫௧ሻሻห
ଶே

ୀ
்
௧ୀଵ


௫ୀ ൌ

∑ ∑ ∑ ቄൣ𝜖௫௧ െ ሺ𝛼௫  𝜂௫௧ሻ൧
ଶ

 ൣ𝜃௫௧ െ ሺ𝛽௫  𝜆௫௧ሻ൧
ଶ

ቅே
ୀ

்
௧ୀଵ


௫ୀ .       (48) 

On the basis of relations (42) and (43), we have also  
𝐹ሺேሻ ൌ ∑ ∑ ൣ𝑦௫௧ െ 𝑎௫ െ 𝑏௫𝑘௧   𝑐൫െ𝑒௫௧   𝜏ೣ

  𝜏௫𝜔௧൯൧
ଶ

்
௧ୀଵ


௫ୀ

∑ ∑ ൣ𝑦௫௧ െ 𝑎௫ െ 𝑏௫𝑘௧  𝑐ሺ𝜐௫௧ െ 𝜈௫ െ 𝜈ೣ
𝜛௧ሻ൧

ଶ
்

௧ୀଵ

௫ୀ

𝐷ሺேሻ ∑ ∑ ቄ൫െ𝑒௫௧  𝜏௫  𝜏௫𝜔௧൯
ଶ

 ൫𝜐௫௧ െ 𝜈௫ െ 𝜈ೣ
𝜛௧൯

ଶ
ቅ ,்

௧ୀଵ

௫ୀ     

(49) 
where 𝐷ሺேሻ ൌ ∑ 𝑐

ଶே
ୀଵ . 
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The criterion function 𝐹ሺேሻ can also be written as 

𝐹ሺேሻ ൌ ∑ ∑ ቂ2ሺ𝑦௫௧ െ 𝑎௫ െ 𝑏௫𝑘௧ሻଶ  𝐶ሺேሻ൫𝑒௫௧ െ  𝜏ೣ
െ 𝜏௫𝜔௧൯

ଶ
்

௧ୀଵ

௫ୀ

𝐶ሺேሻ൫𝜐௫௧ െ  𝜈ೣ
െ 𝜈ೣ

𝜛௧൯
ଶ

െ 2𝑐ሺ𝑦௫௧ െ 𝑎௫ െ 𝑏௫𝑘௧ሻ൫𝑒௫௧ െ  𝜏ೣ
െ 𝜏௫𝜔௧൯ 

2𝑐ሺ𝑦௫௧ െ 𝑎௫ െ 𝑏௫𝑘௧ሻ൫𝜐௫௧ െ  𝜈ೣ
െ 𝜈ೣ

𝜛௧൯ቃ ,  
(50) 

where 𝐶ሺேሻ ൌ 𝑐
ଶ  𝐷ሺேሻ. 

To satisfy identifiability of the model, we impose constraints analogous to (3) as 
well as some additional constraints, i.e. 

   ∑ 𝑘௧
்
௧ୀଵ ൌ 0,    ∑ 𝑏௫


௫ୀ ൌ 1, 

   ∑ 𝜏ೣ

௫ୀ ൌ 1, ∑ 𝜈ೣ


௫ୀ ൌ 1, (51) 

   ∑ 𝜔௧
்
௧ୀଵ ൌ 𝐶, ∑ 𝜛௧

்
௧ୀଵ ൌ 𝐷,  

where 𝐶, 𝐷  0 are some fixed constants. 

Moreover, we impose also boundary constraints of the form 
∑ 𝑦௫௧

்
௧ୀଵ ൌ ∑ ሺ𝑎௫  𝑏௫𝑘௧ሻ்

௧ୀଵ ,     ∑ 𝑦௫௧

௫ୀ ൌ ∑ ሺ𝑎௫  𝑏௫𝑘௧ሻ

௫ୀ ,      (52) 

∑ 𝑒௫௧
்
௧ୀଵ ൌ  ∑ ൫𝜏ೣ

  𝜏௫𝜔௧൯்
௧ୀଵ ,     ∑ 𝑒௫௧


௫ୀ ൌ  ∑ ൫𝜏ೣ

  𝜏௫𝜔௧൯,
௫ୀ  (53) 

∑ 𝜐௫௧
்
௧ୀଵ ൌ ∑ ൫𝜈௫  𝜈ೣ

𝜛௧൯்
௧ୀଵ ,     ∑ 𝜐௫௧


௫ୀ ൌ ∑ ൫𝜈௫  𝜈ೣ

𝜛௧൯
௫ୀ  . (54) 

It follows from requirements (51)(54) that the following equalities hold 

𝑎௫ ൌ
ଵ

்
∑ 𝑦௫௧,்

௧ୀଵ  (55) 

𝑘௧ ൌ ∑ ሺ𝑦௫௧ െ 𝑎௫ሻ
௫ୀ ,  (56) 

𝜏ೣ
ൌ

ଵ

்
∑ 𝑒௫௧ െ



்
𝜏ೣ

்
௧ୀଵ ,   𝜈ೣ

ൌ
ଵ

்
∑ 𝜐௫௧ െ



்
𝜈ೣ

்
௧ୀଵ . (57) 

𝜔௧ ൌ ∑ ൫𝑒௫௧ െ 𝜏ೣ
൯

௫ୀ ,       𝜛௧ ൌ ∑ ൫𝜐௫௧ െ 𝜈ೣ
൯

௫ୀ . (58) 

Partial derivatives of  𝐹ሺேሻ with respect to the remaining parameters 𝑏௫ and 
𝜏ೣ

, 𝜈ೣ
 are of the form 

డிሺಿሻ

డೣ
ൌ െ ∑ 𝑘௧൛4ሺ𝑦௫௧ െ 𝑎௫ െ 𝑏௫𝑘௧ሻ െ 2𝑐ൣ൫𝑒௫௧ െ  𝜏ೣ

െ 𝜏௫𝜔௧൯ െ்
௧ୀଵ

            ൫𝜐௫௧ െ  𝜈ೣ
െ 𝜈ೣ

𝜛௧൯൧ൟ,    (59) 

డிሺಿሻ

డఛಳೣ
ൌ െ2 ∑ 𝜔௧ൣ𝐶ሺேሻ൫𝑒௫௧ െ  𝜏ೣ

െ 𝜏௫𝜔௧൯ െ 𝑐ሺ𝑦௫௧ െ 𝑎௫ െ 𝑏௫𝑘௧ሻ൧,்
௧ୀଵ   (60) 

డிሺಿሻ

డఔಳೣ
ൌ െ2 ∑ 𝜛௧ൣ𝐶ሺேሻ൫𝜐௫௧ െ  𝜈ೣ

െ 𝜈ೣ
𝜛௧൯  𝑐ሺ𝑦௫௧ െ 𝑎௫ െ 𝑏௫𝑘௧ሻ൧.்

௧ୀଵ   (61) 
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Setting (59)(61) equal to zero we receive 

 𝑏௫ ൌ
∑ ൣଶ௬ೣିబ൫ೣିజೣିఛಳೣఠାఔಳೣధ൯൧

సభ

ଶ ∑ 
మ

సభ
, (62) 

 𝜏ೣ
ൌ

ሺಿሻ ∑ ఠ൫ೣିఛಲೣ൯ିబ ∑ ఠሺ௬ೣିೣିೣሻ
సభ


సభ

ሺಿሻ ∑ ఠ
మ

సభ
, (63) 

 𝜈ೣ
ൌ

ሺಿሻ ∑ ధ൫జೣିఔಲೣ൯ାబ ∑ ధሺ௬ೣିೣିೣሻ
సభ


సభ

ሺಿሻ ∑ ధ
మ

సభ
.  (64) 

The exact solution can be found  using  an iterative procedure. After choosing a set 
of starting values for unknown parameters, expressions  (57), (58) and (62)(64) can be 
computed sequentially using the most recent set of estimates. 

It is worth noting that coefficients 𝑘௧, 𝑏௫, 𝜏ೣ
, 𝜈ೣ

, 𝜔௧, 𝜛௧ satisfy conditions (51). 
Indeed, we have 

∑ 𝑘௧ ൌ ∑ ∑ ሺ𝑦௫௧ െ 𝑎௫ሻ ൌ ∑ ∑ 𝑦௫௧ െ ∑ ∑ ቀ
ଵ

்
∑ 𝑦௫௧

்
௧ୀଵ ቁ்

௧ୀଵ

௫ୀ


௫ୀ

்
௧ୀଵ ൌ

௫ୀ
்
௧ୀଵ

்
௧ୀଵ

∑ ∑ 𝑦௫௧ െ ∑ ∑ 𝑦௫௧ ൌ 0்
௧ୀଵ


௫ୀ


௫ୀ

்
௧ୀଵ ,  (65) 

and similarly, there is 

∑ 𝜏ೣ

௫ୀ ൌ

ଵ

ሺಿሻ ∑ ఠ
మ

సభ
∑ ൣ𝐶ሺேሻ ∑ 𝜔௧൫𝑒௫௧ െ 𝜏ೣ

൯ െ 𝑐 ∑ 𝜔௧ሺ𝑦௫௧ െ்
௧ୀଵ

்
௧ୀଵ


௫ୀ

𝑎௫ െ 𝑏௫𝑘௧ሻ൧ ൌ
ଵ

ሺಿሻ ∑ ఠ
మ

సభ
ൣ𝐶ሺேሻ ∑ 𝜔௧ ∑ ൫𝑒௫௧ െ 𝜏ೣ

൯
௫ୀ െ்

௧ୀଵ

𝑐 ∑ 𝜔௧ ∑ ሺ𝑦௫௧ െ 𝑎௫ሻ  𝑐 ∑ 𝑏௫

௫ୀ ∑ 𝜔௧𝑘௧

்
௧ୀଵ


௫ୀ

்
௧ୀଵ ൧.   

(66) 

From (51), (56), (58) we have  ∑ 𝑏௫ ൌ 1,
௫ୀ  ∑ ሺ𝑦௫௧ െ 𝑎௫ሻ ൌ

௫ୀ  𝑘௧, ∑ ൫𝑒௫௧ െ
௫ୀ

𝜏ೣ
൯ ൌ 𝜔௧. Thus, we can write 

∑ 𝜏ೣ

௫ୀ ൌ

ଵ

ሺಿሻ ∑ ఠ
మ

సభ
ൣ𝐶ሺேሻ ∑ 𝜔௧

ଶ െ 𝑐 ∑ 𝜔௧𝑘௧  𝑐 ∑ 𝜔௧
்
௧ୀଵ 𝑘௧

்
௧ୀଵ

்
௧ୀଵ ൧ ൌ 1.  (67) 

We also have 

 ∑ 𝜔௧
்
௧ୀଵ ൌ ∑ ∑ ൫𝑒௫௧ െ 𝜏ೣ

൯ ൌ ∑ ∑ ൫𝑒௫௧ െ 𝜏ೣ
൯ ൌ்

௧ୀଵ

௫ୀ ∑ ∑ 𝑒௫௧ െ்

௧ୀଵ

௫ୀ


௫ୀ

்
௧ୀଵ

𝑇 ∑ 𝜏ೣ

௫ୀ ൌ ∑ ∑ 𝑒௫௧ െ ∑ ∑ 𝑒௫௧ ்

௧ୀଵ

௫ୀ

்
௧ୀଵ


௫ୀ 𝐶 ∑ 𝜏ೣ

ൌ 𝐶 ∙ 1 ൌ 𝐶.
௫ୀ        (68) 

Similar derivations refer to ∑ 𝜈ೣ

௫ୀ  and ∑ 𝜛௧

்
௧ୀଵ . Hence, there following equalities 

hold 
    ∑ 𝜏ೣ


௫ୀ ൌ ∑ 𝜈ೣ

ൌ 1
௫ୀ     and    ∑ 𝜔௧

்
௧ୀଵ ൌ 𝐶,    ∑ 𝜛௧

்
௧ୀଵ ൌ 𝐷.  (69) 

There is also 

∑ 𝑏௫ ൌ ∑
∑ ൣଶ௬ೣାబ൫ೣିజೣିఛಳೣఠାఔಳೣధ൯൧

సభ

ଶ ∑ 
మ

సభ
ൌ

௫ୀ

௫ୀ

ଵ

ଶ ∑ 
మ

సభ
ൣ2 ∑ 𝑘௧ ∑ ሺ𝑦௫௧ െ 𝑎௫ሻ  𝑐 ∑ 𝑘௧ ∑ ൫𝑒௫௧ െ 𝜏ೣ

൯ െ
௫ୀ

்
௧ୀଵ


௫ୀ

்
௧ୀଵ

𝑐 ∑ 𝑘௧ ∑ ൫𝜐௫௧ െ 𝜈ೣ
൯

௫ୀ െ்
௧ୀଵ 𝑐 ∑ 𝑘௧൫𝜔௧ ∑ 𝜏ೣ


௫ୀ െ 𝜛௧ ∑ 𝜈ೣ


௫ୀ ൯்

௧ୀଵ ൧.  
(70) 
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Using relations (56), (58) and (51) we obtain 

 ∑ 𝑏௫

௫ୀ ൌ

ଶ ∑ 
మାబൣ∑ ሺఠିధሻ

సభ ି∑ ሺఠିధሻ
సభ ൧

సభ

ଶ ∑ 
మ

సభ
ൌ 1. (71) 

The special case. Let us assume that 𝑒௫௧ ൌ 𝜐௫௧ for 𝑥 ൌ 0,2, … , 𝑋, 𝑡 ൌ 1,2 … , 𝑇, 
then the criterion function (50) reduces to 

 𝐹ሺேሻ ൌ 2 ∑ ∑ ቂሺ𝑦௫௧ െ 𝑎௫ െ 𝑏௫𝑘௧ሻଶ  𝐶ሺேሻ൫𝑒௫௧ െ  𝜏ೣ
െ 𝜏ೣ

𝜔௧൯
ଶ

ቃ்
௧ୀଵ


௫ୀ        (72) 

and formulas (62) and (63) defining parameters  𝑏௫ and 𝜏ೣ
 simplify to the following 

ones 

𝑏௫ ൌ
∑ ௬ೣ


సభ

∑ 
మ

సభ
. (73) 

 

𝜏ೣ
ൌ

∑ ఠ൫ೣିఛಲೣ൯
సభ

∑ ఠ
మ

సభ
, (74) 

where ∑ 𝑏௫ ൌ 1,
௫ୀ  ∑ 𝜏ೣ


௫ୀ ൌ 1.  

It follows from these derivations that the main parameters 𝑎௫, 𝑏௫, 𝑘௧ have similar 
interpretation as in the standard Lee-Carter model (see Section 1). The age-related 
effects 𝑎௫ describe the age profile of mortality, time-related effects 𝑘௧ describe the 
overall trend of mortality, and 𝑏௫ represent the mean change of log-central mortality 
rate 𝑦௫௧ in response to change of  the time component 𝑘௧. However, the CNMM model 
also has additional parameters 𝜏ೣ

, 𝜏ೣ
, 𝜔௧ and 𝜈ೣ

, 𝜈ೣ
, 𝜛௧ treated as fuzziness of the 

model parameters. They will be used to determine the fuzziness boundaries of mortality 
forecasts. 

3.4. Data fuzzification  

There are several methods proposed to fuzzify the data. One of them  is an approach 
proposed by Koissi and Shapiro (2006) discussed in Subsection 2.1. 

What we propose here is to consider a modified version of the Koissi-Shapiro 
fuzzification method. Let the fuzziness parameters 𝑒௫௧ and 𝜐௫௧ satisfy the following 
respective equations for each fixed x 

 𝑒௫௧ ൌ  𝑠௫  𝑠ଵ௫𝑡,   𝜐௫௧ ൌ 𝑟௫  𝑟ଵ௫𝑡,         𝑡 ൌ 1,2, … , 𝑇, (75) 

where 𝑠௫, 𝑠ଵ௫, 𝑟௫, 𝑟ଵ௫ are found by solving the following optimization problem  

 minimize  ∑ ሺ𝑒௫௧  𝜐௫௧ሻ்
௧ୀଵ ൌ  𝑇 ⋅ ሺ𝑠௫  𝑟௫ሻ  ሺ𝑠ଵ௫  𝑟ଵ௫ሻ ∑ 𝑡,்

௧ୀଵ   (76) 

subject to the constraints  

 𝑎௫  𝑏௫ ∙ 𝑘௧  ሺ𝑠௫  𝑠ଵ௫𝑡ሻ  ln 𝑚௫௧,   𝑡 ൌ 1,2, … , 𝑇, (77) 

 𝑎௫  𝑏௫ ∙ 𝑘௧ െ ሺ𝑟௫  𝑟ଵ௫𝑡ሻ  ln 𝑚௫௧,   𝑡 ൌ 1,2, … , 𝑇, (78) 
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where 𝑎௫, 𝑘௧, 𝑏௫ are defined in (55), (56) and (73), and 𝑠௫, 𝑠ଵ௫  0 as well as 𝑟௫, 𝑟ଵ௫ 
0 are the smallest values satisfying inequalities (77) and (78), respectively. Once, the 
coefficients 𝑠௫, 𝑠ଵ௫, 𝑟௫, 𝑟ଵ௫ are found, the fuzziness parameters 𝑒௫௧ and 𝜐௫௧ can be 
determined from equations (75). 

3.5.  Mortality prediction 

To forecast log-central mortality rates, time component 𝑘௧ can be viewed, 
analogously to the Lee-Carter approach, as a stochastic process. The estimated or 
forecasted values 𝑦ො௫௧ of log-central death rates 𝑦௫௧ will be derived for from the 
following formula  

 𝑦ො௫௧ ൌ 𝑎௫  𝑏௫𝑘௧,  (79) 
where 𝑎௫, 𝑏௫ are time invariant, and 𝑘௧ is a time dependent component. For 𝑡  𝑇, the 
time component will be forecasted via a time series model of the form 

 𝑘௧ ൌ 𝛿   𝑘௧ିଵ  𝜁௧,  (80) 
with 𝛿 and 𝜁௧’s denoting, respectively, a drift and independent and identically 
distributed Gaussian random terms. 

Similar approach applies to parameters 𝑒௫௧, 𝜐௫௧ expressing fuzziness of log-central 
death rates. The estimated or forecasted values �̂�௫௧, 𝜐ො௫௧ will be derived from the 
following formulas 

 �̂�௫௧ ൌ 𝜏ೣ
 𝜏ೣ

𝜔௧,         𝜐ො௫௧ ൌ 𝜈ೣ
 𝜈ೣ

𝜛௧,        (81) 
where 𝜏ೣ

, 𝜏ೣ
, 𝜈ೣ

, 𝜈ೣ
 are time invariant, while 𝜔௧, 𝜛௧ are time dependent model 

parameters. Thus, for 𝑡  𝑇, both 𝜔௧ and 𝜛௧ will be forecasted using the following time 
series models 

 𝜔௧ ൌ 𝜇  𝜔௧ିଵ  𝜍௧,      𝜛௧ ൌ 𝛾  𝜛௧ିଵ  𝜉௧,  (82) 
with 𝜇, 𝛾 denoting some drifts and 𝜍௧, 𝜉௧ denoting independent and identically 
distributed Gaussian random terms. 

The ML estimates  𝛿መ, �̂�, 𝛾ො of parameters 𝛿, 𝜇, 𝛾 are as follows 

 𝛿መ ൌ
ିభ

்ିଵ
,         �̂� ൌ

ఠିఠభ

்ିଵ
,     𝛾ො ൌ

ధିధభ

்ିଵ
 .   (83) 

 

3.6.   The case study 

To illustrate theoretical discussions presented in this section, the estimates of 
𝑎௫, 𝑏௫, 𝑘௧  and 𝜏ೣ

, 𝜏ೣ
, 𝜔௧, 𝜈ೣ

, 𝜈ೣ
, 𝜛௧  were estimated using the real mortality data. 

Next, the ex-post forecasts from the model (33) were derived and the prediction 
accuracy with results yielded by the Lee-Carter model compared. 
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The analysis was based on the central death rates in Poland from the years 1965–
2019. For computational reasons, age-specific death rates multiplied by 1000 were used. 
The necessary data were sourced from the Human Mortality Database 
(www.mortality.org), separately for males and females. The 2014–2019 death rates 
served the purpose of evaluating predicted rates and were not used in the estimation. 
Estimates of the parameters were obtained using scaled central death rates for males 
and females recorded in the years 1965–2013. To ensure the clarity of data presentation, 
estimates of  𝑎௫, 𝑏௫, 𝑘௧’s vs. 𝑥 or 𝑡 are plotted in the separate Figures 3–5. 

 
 

 
Figure 3.  Estimates of parameters 𝑎௫, 𝑥 ൌ 0,1,2, … , 𝑋 (Poland, males and females) 

Source: Developed by the authors. 
 
 
Curves illustrated in Figure 3 show the average profiles of mortality for males and 

females over the age range ሾ0,100ሿ. Both curves exhibit a typical “bath tube” shapes 
with high values around the infant ages, followed by minimal rates at the childhood 
ages, higher accidental mortality at young adulthood ages and increasing mortality at 
adulthood and old ages with nearly constant rate of increase. The “accident hump” at 
adolescence stands for higher mortality rates due to accidental deaths caused by 
augmented risk-taking behaviour as well as increased suicide rates. Note that the more 
demonstrable hump refers to the subpopulation of males. 

The arrangement of curves in Figure 4 shows that log-central mortality rates for 
males in young and old age groups are more sensitive to temporal changes in mortality 
than analogous rates for females. The reverse relationship applies to other age groups. 
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Figure 4.  Estimates of parameters 𝑏௫,   𝑥 ൌ 0,1,2, … , 𝑋 (Poland, males and females) 

Source: Developed by the authors. 

 
Figure 5. Estimates of parameters 𝑘௧, 𝑡 ൌ 1,2, … , 𝑇 (Poland, males and females) and forecasts up to 

2019 
Source: Developed by the authors. 

Figure 5 illustrates the trend of mortality both for males and females and forecasts 
up to 2019. It can be seen that curves are generally decreasing, with the decline being 
faster for women. However, the trend in mortality before 1991 shows a slight flattening, 
apart from certain fluctuations, which can be explained by the health crisis of the 1970s 
and 1980s in Poland. 

Figures 6െ11 exhibit both the real and estimated mortality rates for selected age 
groups. Estimates of log-central death rates 𝑦௫௧ were obtained for males and females by 
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using formula (79). In this case, as before, the estimation period was 19652013 and the 
period of ex-post forecasts spanned the years 2014െ2019. Forecasts of 𝑘௧ after 2013 
were determined from the model (80). Similar models (81), (82) were used to estimate 
and forecast fuzziness parameters 𝑒௫௧, 𝜐௫௧ necessary to determine fuzziness boundaries 
for mortality forecasts up to 2019.  

 
Figure 6.  The real and predicted log-central death rates obtained with the LC and CNMM models 

together with the fuzziness areas (Poland, males aged 0 years) 
Source: Developed by the authors.  

 
Figure 7.  The real and predicted log-central death rates obtained with the LC and CNMM models 

together with the fuzziness boundaries (Poland, females aged 0 years) 

Source: Developed by the authors. 
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Figure 8.  The real and predicted log-central death rates obtained with the LC and CNMM models 
together with the fuzziness boundaries (Poland, males at the age of 30 years) 

Source: Developed by the authors. 

 
 

 

Figure 9. The real and predicted log-central death rates obtained with the LC and CNMM models 
together with the fuzziness boundaries (Poland, females at the age of 30 years) 

Source: Developed by the authors. 
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Figure 10. The real and predicted log-central death rates obtained with the LC and CNMM models  
  together with the fuzziness boundaries (Poland, males at the age of 60 years) 

Source: Developed by the authors. 

 

 

 

Figure 11. The real and predicted log-central death rates obtained with the LC and CNMM models  
  together with the fuzziness boundaries (Poland, females at the age of 60 years) 

Source: Developed by the authors. 
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The CNMM model as well as the LC model were then compared using ex-post mean 
squared prediction error (𝑀𝑆𝐸) based on the differences between real and estimated 
log-central mortality rates, i.e. 

 𝑀𝑆𝐸௧ ൌ ට ଵ

ାଵ
∑ ሺ𝑦௫௧ െ 𝑦ො௫௧ሻଶ

௫ୀ ,    𝑡  𝑇, (84) 

where 𝑦ො௫௧ are estimated log-central death rates obtained from the CNMM or LC model. 

Table 1. Prediction accuracy of the LC model vs. the CNMM model  in terms of the ex-post MSE 
errors  

Year 
Males Females 

LC CNMM LC CNMM 

POLAND 

2014 0.166 0.112 0.118 0.116 

2015 0.152 0.107 0.111 0.105 

2016 0.167 0.116 0.140 0.131 

2017 0.174 0.124 0.126 0.125 

2018 0.158 0.117 0.150 0.158 

2019 0.171 0.129 0.134 0.142 

NORWAY 

2014 0.265 0.243 0.305 0.302 

2015 0.297 0.273 0.272 0.234 

2016 0.294 0.270 0.255 0.248 

2017 0.302 0.269 0.340 0.328 

2018 0.308 0.283 0.316 0.310 

CHECHIA 

2014 0.227 0.220 0.230 0.227 

2015 0.281 0.276 0.247 0.238 

2016 0.253 0.247 0.235 0.222 

2017 0.245 0.242 0.265 0.251 

Source: Developed by the authors. 

Table 1 summarizes the results of comparisons between the LC and CNMM models 
in terms of their prediction accuracy for Poland and for two selected European 
countries. MSE errors were assessed for those years for which the real mortality rates 
were available. 

On the basis of the results obtained, it can be noticed that the CNMM model 
utilizing complex-valued fuzzy numbers provides comparable or smaller ex-post 
forecast errors, in terms of the MSE measure, than the LC model. 
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4. Concluding remarks 

In the paper an algebraic approach to mortality modelling was introduced. For the 
formal purposes, the concept of complex-valued fuzzy numbers was also discussed.  

The popularity of the widely used Lee-Carter mortality model lies in its simplicity 
and ease of interpretation. However, due to the uncertainty and imprecision of 
empirical age-specific mortality rates, it seems justified to use a fuzzy mortality model 
instead. In our approach, the log-central death rates were viewed as complex-valued 
fuzzy numbers derived for each age-time cell. The parameters of fuzzified log-central 
death rates were found in the data fuzzification stage, which was the first step of the 
model estimation. Next, fuzzy log-central death rates were transformed into complex-
valued fuzzy numbers and modelled using the complex analysis. 

What makes the CNMM model superior to the standard LC model is that the 
proposed approach allows for determination of fuzziness boundaries for the mortality 
trajectories. For the standard LC model, the confidence intervals for log-central 
mortality rates can also be derived, but they reflect the error term in the random walk 
model, ignoring the estimation errors of other parameters, so the confidence intervals 
can only be derived for the prediction window. 
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APPENDIX 

A.1. The orthogonal expansion  
Two vectors 𝜑, 𝜓 ∈ 𝐿ଶሺ0,1ሻ are called orthogonal ሺ𝜑 ⊥ 𝜓ሻ if 〈𝜑, 𝜓〉 ൌ 0 and 

parallel if one is multiple of the other. If φ and ψ are orthogonal ሺ𝜑 ⊥ 𝜓ሻ, then the 
Pythagorean theorem is satisfied 

∥ 𝜑  𝜓 ∥ଶൌ∥ 𝜑 ∥ଶ∥ 𝜓 ∥ଶ. 

A vector φ is called a unit vector if ∥ 𝜑 ∥ൌ 1.  
Suppose φ is a unit vector. Then, the projection of ψ in the direction of φ is given 

by 

𝜓∥ ൌ൏ 𝜑, 𝜓  𝜑 
and 𝜓ୄ, defined as 

𝜓ୄ ൌ 𝜓െ൏ 𝜑, 𝜓  𝜑, 

is orthogonal to φ. 

It is commonly known that a set of vectors {𝑃} in 𝐿ଶሺ0,1ሻ  is called an orthonormal set 
if 〈𝑃, 𝑃〉 ൌ 0 for 𝑗 ് 𝑘 and 〈𝑃, 𝑃〉 ൌ 1. 

A.2. The Legendre polynomials as the basis of the orthonormal expansion 
Let us consider the set of orthonormal Legendre polynomials. The first four 

polynomials take the form  
𝑃ሺ𝑢ሻ ൌ 1, 

𝑃ଵሺ𝑢ሻ ൌ √3ሺ2𝑢 െ 1ሻ, 

𝑃ଶ ൌ
√5
2

ሾ3ሺ2𝑢 െ 1ሻଶ െ 1ሿ, 

𝑃ଷ ൌ
√7
2

ሾ5ሺ2𝑢 െ 1ሻଷ െ 3ሺ2𝑢 െ 1ሻሿ, 
and recursively 

𝑃ାଵሺ𝑢ሻ ൌ
ඥሺ2𝑛  1ሻሺ2𝑛  3ሻ

ሺ𝑛  1ሻ
ሺ2𝑢 െ 1ሻ𝑃ሺ𝑢ሻ െ

𝑛
𝑛  1

ඨ
2𝑛  3
2𝑛 െ 1

𝑃ିଵሺ𝑢ሻ. 

By putting 𝑗 ൌ 𝑛  1 we have for 𝑛 ൌ 2, 3, … 

𝑃ሺ𝑢ሻ ൌ
ඥሺ2𝑗 െ 1ሻሺ2𝑗  1ሻ

𝑗
ሺ2𝑢 െ 1ሻ𝑃ିଵሺ𝑢ሻ െ

𝑗 െ 1
𝑗

ඨ
2𝑗  1
2𝑗 െ 3

𝑃ିଶሺ𝑢ሻ. 

We will use the recursive formula to  find the  Legendre polynomials 𝑃ସ, 𝑃ହ 
orthonormal on the interval ሾ0, 1ሿ. We get 

𝑃ସ ൌ √ଽ

଼
ሾ35ሺ2𝑢 െ 1ሻସ െ 30ሺ2𝑢 െ 1ሻଶ  3ሿ, 
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𝑃ହ ൌ √ଵଵ

଼
ሾ63ሺ2𝑢 െ 1ሻହ െ 70ሺ2𝑢 െ 1ሻଷ  15ሺ2𝑢 െ 1ሻሿ. 

For 𝑗 ൌ 3 there is 𝑃ଷ ൌ √

ଶ
ሾ5ሺ2𝑢 െ 1ሻଷ െ 3ሺ2𝑢 െ 1ሻሿ.   

Let us calculate the scalar products 〈𝑃, 𝑃ଷ〉, 〈𝑃ଵ, 𝑃ଷ〉, 〈𝑃ଶ, 𝑃ଷ〉.  

For 𝑃ሺ𝑢ሻ ൌ 1, 𝑃ଷ ൌ √

ଶ
ሾ5ሺ2𝑢 െ 1ሻଷ െ 3ሺ2𝑢 െ 1ሻሿ there is 

〈𝑃, 𝑃ଷ〉  ൌ √

ଶ
ቂ5  ሺ2𝑢 െ 1ሻଷଵ

 𝑑𝑢 െ 3  ሺ2𝑢 െ 1ሻ𝑑𝑢
ଵ

 ሿቃ ൌ 0.  
 

For 𝑃ଵሺ𝑢ሻ ൌ √3ሺ2𝑢 െ 1ሻ,  𝑃ଷ ൌ √

ଶ
ሾ5ሺ2𝑢 െ 1ሻଷ െ 3ሺ2𝑢 െ 1ሻሿ we have 

 

〈𝑃ଵ, 𝑃ଷ〉  ൌ
√21

2
ቈ5 න ሺ2𝑢 െ 1ሻସ

ଵ


െ 3 න ሺ2𝑢 െ 1ሻଶ𝑑𝑢

ଵ


ሿ ൌ 0. 

 

For 𝑃ଶ ൌ √ହ

ଶ
ሾ3ሺ2𝑢 െ 1ሻଶ െ 1ሿ, 𝑃ଷ ൌ √

ଶ
ሾ5ሺ2𝑢 െ 1ሻଷ െ 3ሺ2𝑢 െ 1ሻሿ we get 

 

〈𝑃ଶ, 𝑃ଷ〉 ൌ
√35

4
ቈ15 න ሺ2𝑢 െ 1ሻହ𝑑𝑢

ଵ


െ 14 න ሺ2𝑢 െ 1ሻଷ𝑑𝑢  3 න ሺ2𝑢 െ 1ሻ𝑑𝑢

ଵ



ଵ


 ൌ 0. 

Hence, it follows that 𝑃 ⊥ 𝑃ଷ,   𝑃ଵ ⊥ 𝑃ଷ,    𝑃ଶ ⊥ 𝑃ଷ. 
Now, let us verify the normality of the element 𝑃ଷ ∈ 𝐿ଶሺ0,1ሻ, i.e. we will verify the 

equality ∥ 𝑃ଷ ∥ଶൌ 1. Note that 𝑃ଷ
ଶ is equal to 

𝑃ଷ
ଶ ൌ

7
4

ሾ5ሺ2𝑢 െ 1ሻଷ െ 3ሺ2𝑢 െ 1ሻሿଶ

ൌ
7
4

ሾ25ሺ2𝑢 െ 1ሻ െ 30ሺ2𝑢 െ 1ሻሿସ  9ሺ2𝑢 െ 1ሻଶሿ. 

The squared norm of the element 𝑃ଷ ∈ 𝐿ଶሺ0,1ሻ is as follows 

∥ 𝑃ଷ ∥ଶൌ
7
4

ቈ25 න ሺ2𝑢 െ 1ሻ
ଵ


𝑑𝑢 െ 30 න ሺ2𝑢 െ 1ሻସ𝑑𝑢

ଵ


 9 න ሺ2𝑢 െ 1ሻଶ𝑑𝑢

ଵ




ൌ
7
4

൬
25
7

െ
30
5


9
3

൰ ൌ 1. 

Thus, 𝑃ଷ ∈ 𝐿ଶሺ0,1ሻ belongs to the orthonormal system ൛𝑃ൟ
ୀ

ଷ . 

A.3. Orthonormal expansions of inverse triangular functions 

Let us assume that 𝑓, 𝑔 take the following forms 

𝑓ሺ𝑢ሻ ൌ 𝑎 െ 𝑠ሺ1 െ 𝑢ሻ,     𝑔ሺ𝑢ሻ ൌ 𝑎  𝑠ሺ1 െ 𝑢ሻ,     𝑢 ∈ ሾ0,1ሿ, 

and let ሼ𝑃ሽ be an orthonormal set of Legendre polynomials in 𝐿ଶሺ0,1ሻ.  
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First, we will find coefficients 𝛼, 𝛽 for 𝑗 ൌ 0, 1. We have 

𝛼 ൌ 〈𝑃, 𝑓〉 ൌ න 𝑓ሺ𝑢ሻ𝑑𝑢 ൌ 𝑎 െ 𝑠
ଵ


නሺ1 െ 𝑢ሻ𝑑𝑢 ൌ 𝑎 െ

𝑠
2

,

ଵ



 

𝛽 ൌ 〈𝑃, 𝑔〉 ൌ න 𝑓ሺ𝑢ሻ𝑑𝑢 ൌ 𝑎  𝑠
ଵ


නሺ1 െ 𝑢ሻ𝑑𝑢 ൌ 𝑎 

𝑠
2

,

ଵ



 

𝛼ଵ ൌ 〈𝑃ଵ, 𝑓〉 ൌ න √3ሺ2𝑢 െ 1ሻሾ𝑎 െ ሺ1 െ 𝑢ሻ𝑠ሿ𝑑𝑢 ൌ
ଵ



𝑠

2√3
 , 

 𝛽ଵ ൌ 〈𝑃ଵ, 𝑔〉 ൌ න √3ሺ2𝑢 െ 1ሻሾ𝑎  ሺ1 െ 𝑢ሻ𝑠ሿ𝑑𝑢 ൌ
ଵ


െ

𝑠

2√3
 . 

Thus, we obtain 

𝑓ሺ𝑢ሻ ൌ 𝑓ሺଵሻሺ𝑢ሻ ൌ  𝛼𝑃 ൌ

ଵ

ୀ

𝑎 െ
𝑠
2

 𝑠 ൬𝑢 െ
1
2

൰ ൌ 𝑎 െ 𝑠ሺ1 െ 𝑢ሻ, 

𝑔ሺ𝑢ሻ ൌ 𝑔ሺଵሻሺ𝑢ሻ ൌ  𝛽𝑃

ଵ

ୀ

ൌ 𝑎 
𝑠
2

 𝑠 ൬െ𝑢 
1
2

൰ ൌ 𝑎  𝑠ሺ1 െ 𝑢ሻ. 

A.4. Orthonormal expansions of inverse exponential functions 
Suppose that 𝑓, 𝑔 are expressed as 

𝑓ሺ𝑢ሻ ൌ 𝑐 െ 𝜏ሺെln 𝑢ሻ
భ
మ,    𝑔ሺ𝑢ሻ ൌ 𝑐  𝜈ሺെ ln 𝑢ሻ

భ
మ,   𝑢 ∈ ሾ0,1ሿ.    (A.1) 

First, we will find coefficients 𝛼, 𝛽 for 𝑗 ൌ 0,1,2,3. We have 

𝛼 ൌ 〈𝑃, 𝑓〉 ൌ 〈𝑃, 𝑐  𝜓〉  ൌ 〈𝑃, 𝑐〉  〈𝑃, 𝜓〉, 

𝛽 ൌ 〈𝑃, 𝑔〉 ൌ 〈𝑃, 𝑐  𝜑〉 ൌ 〈𝑃, 𝑐〉  〈𝑃, 𝜑〉. 
For scalar products 〈𝑃, 𝜓〉 and 〈𝑃, 𝜑〉  we need to calculate the integral 

 𝑢ሺെ ln 𝑢ሻ
భ
మ 𝑑𝑢

ଵ
 .  After some basic calculations we obtain 

න 𝑢ሺെ ln 𝑢ሻ
భ
మ 𝑑𝑢 ൌ

√𝜋

2ሺ𝑗  1ሻ
య
మ

ଵ


. 

For 𝑗 ൌ 0, we get 𝑃ሺ𝑢ሻ ൌ 1 and 

〈𝑃, 𝑐〉 ൌ 〈1, 𝑐〉 ൌ න 𝑐𝑑𝑢 ൌ 𝑐.
ଵ


 

Thus, 

𝛼 ൌ  〈𝑃, 𝑓〉  ൌ  〈1, 𝑐〉   〈1, 𝑓〉  ൌ 𝑐  න 𝜓ሺ𝑢ሻ𝑑𝑢
ଵ


, 

𝛽 ൌ 〈𝑃, 𝑔〉  ൌ  〈1, 𝑐〉   〈1, 𝑔〉  ൌ 𝑐  න 𝜑ሺ𝑢ሻ𝑑𝑢
ଵ


. 

 



56                                                            A. Szymański ,A. Rossa: The Complex-Number Mortality Model … 

 

 

Hence, there is 

𝛼 ൌ 𝑐 െ 𝜏  ሺെln 𝑢ሻଵ


భ
మ 𝑑𝑢,  

 𝛽 ൌ 𝑐  𝜈  ሺെln 𝑢ሻ
భ
మ𝑑𝑢.

ଵ
  

For 𝑗 ൌ 0, we have  ሺെln 𝑢ሻ
భ
మ𝑑𝑢

ଵ
 ൌ √

ଶ
, and 𝛼,  𝛽 can be reduced to 

𝛼 ൌ  𝑓ሺ𝑢ሻ𝑑𝑢
ଵ

 ൌ 𝑐 െ 𝜏 √
ଶ

,  (A.2) 

𝛽 ൌ  𝑔ሺ𝑢ሻ𝑑𝑢
ଵ

 ൌ 𝑐  𝜈 √
ଶ

.  (A.3) 
 
Using the recursive formula, we can obtain next orthonormal expansion for  𝑗 ൌ

1,2,3, …. 
 
Let us take 𝑗 ൌ 1, then  𝑃ଵሺ𝑢ሻ ൌ √3ሺ2𝑢 െ 1ሻ and 
 

〈𝑃ଵ, 𝑐〉  ൌ √3𝑐  ሺ2𝑢 െ 1ሻଵ
 𝑑𝑢 ൌ √3ሺ𝑐 െ 𝑐ሻ ൌ 0. 

We have also 

〈𝑃ଵ, 𝜓〉  ൌ െ𝜏 න 𝑃ଵሺെ ln 𝑢ሻ
భ
మ

ଵ


𝑑𝑢 ൌ െ𝜏 √3 න ሺ2𝑢 െ 1ሻሺെ ln 𝑢ሻ

భ
మ

ଵ


𝑑𝑢 

ൌ െ𝜏 √ଷగ
ଶ

ቀ ଵ

√ଶ
െ 1ቁ, 

〈𝑃ଵ, 𝜑〉  ൌ   𝜈 න 𝑃ଵሺെ ln 𝑢ሻ
భ
మ

ଵ


𝑑𝑢 ൌ   𝜈 √3 න ሺ2𝑢 െ 1ሻሺെ ln 𝑢ሻ

భ
మ

ଵ


𝑑𝑢 

ൌ    𝜈 √ଷగ
ଶ

ቀ ଵ

√ଶ
െ 1ቁ. 

Thus, we receive 
 𝛼ଵ ൌ 〈𝑃ଵ, 𝑓〉  ൌ  െ𝜏 √యഏ

మ
ቀ భ

√మ
െ 1ቁ, (A.4) 

𝛽ଵ ൌ 〈𝑃ଵ, 𝑔〉  ൌ  𝜈 √యഏ
మ

ቀ భ

√మ
െ 1ቁ. (A.5) 

For 𝑗 ൌ 2, there is 𝑃ଶ ൌ √ହ

ଶ
ሾ3ሺ2𝑢 െ 1ሻଶ െ 1ሿ and 

𝛼ଶ ൌ 〈𝑃ଶ, 𝑓〉  ൌ 〈𝑃ଶ, 𝑐〉  〈𝑃ଶ, 𝜓〉 ,    𝛽ଶ ൌ 〈𝑃ଶ, 𝑔〉  ൌ 〈𝑃ଶ, 𝑐〉  〈𝑃ଶ, 𝜑〉, 
where 

〈𝑃ଶ, 𝑐〉  ൌ 𝑐
√5
2

න ሺ3ሺ2𝑢 െ 1ሻଶ െ 1ሻ𝑑𝑢
ଵ


ൌ 2𝑐√5 െ 3𝑐√5 

3𝑐√5
2

െ
𝑐√5

2
ൌ 0 

〈𝑃ଶ, 𝜓〉  ൌ െ𝜏 න 𝑃ଶሺെ ln 𝑢ሻ
భ
మ

ଵ


𝑑𝑢 ൌ െ𝜏√5𝜋 ൬

1

√3
െ

3

2√2


1
2

൰, 

〈𝑃ଶ, 𝜑〉  ൌ 𝜐 න 𝑃ଶሺെ ln 𝑢ሻ
భ
మ

ଵ


𝑑𝑢 ൌ  𝜐√5𝜋 ൬

1

√3
െ

3

2√2


1
2

൰. 
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Hence,  

𝛼ଶ ൌ 〈𝑃ଶ, 𝑓〉  ൌ  െ𝜏√5𝜋 ൬
1

√3
െ

3

2√2


1
2

൰, 

𝛽ଶ ൌ 〈𝑃ଶ, 𝑔〉   ൌ 𝜐√5𝜋 ൬ 
1

√3
െ

3

2√2


1
2

൰. 

Let us find coefficients 𝛼ଷ and 𝛽ଷ, i.e. 
𝛼ଷ ൌ 〈𝑃ଷ, 𝑓〉  ൌ 〈𝑃ଷ, 𝑐〉  〈𝑃ଷ, 𝜓〉, 

𝛽ଷ ൌ 〈𝑃ଷ, 𝑔〉  ൌ 〈𝑃ଷ, 𝑐〉  〈𝑃ଷ, 𝜑〉. 
We have 𝑃ଷ ൌ √

ଶ
ሾ5ሺ2𝑢 െ 1ሻଷ െ 3ሺ2𝑢 െ 1ሻሿ and 

〈𝑃ଷ, 𝑐〉  ൌ 𝑐
√7
2

න ሺ5ሺ2𝑢 െ 1ሻଷ െ 3ሺ2𝑢 െ 1ሻሻ𝑑𝑢
ଵ


ൌ

𝑐√7
2

ሺ10 െ 20  12 െ 2ሻ ൌ 0, 

〈𝑃ଷ, 𝜓〉  ൌ െ𝜏 න 𝑃ଷሺെ ln 𝑢ሻ
భ
మ

ଵ


𝑑𝑢 ൌ െ𝜏√7𝜋 ൬െ

5

√3


15

4√2
െ

3

4√2


3
4

൰. 

〈𝑃ଷ, 𝜑〉  ൌ 𝜐 න 𝑃ଷሺെ ln 𝑢ሻ
భ
మ

ଵ


𝑑𝑢 ൌ 𝜐√7𝜋 ൬െ

5

√3


15

4√2
െ

3

4√2


3
4

൰ 

Hence,  
𝛼ଷ ൌ 〈𝑃ଷ, 𝑓〉  ൌ െ𝜏√7𝜋 ቀെ

ହ

√ଷ


ଵହ

ସ√ଶ
െ

ଷ

ସ√ଶ


ଷ

ସ
ቁ, (A.6) 

𝛽ଷ ൌ 〈𝑃ଷ, 𝑔〉  ൌ  𝜐√7𝜋 ቀെ
ହ

√ଷ


ଵହ

ସ√ଶ
െ

ଷ

ସ√ଶ


ଷ

ସ
ቁ. (A.7) 

 
Thus, orthonormal expansions of 𝑓ሺ𝑢ሻ and 𝑔ሺ𝑢ሻ defined in (A.1) are as follows 
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Bayesian estimation and prediction
based on Rayleigh record data with applications

Raed R. Abu Awwad1, Omar M. Bdair2, Ghassan K. Abufoudeh3

ABSTRACT

Based on a record sample from the Rayleigh model, we consider the problem of estimating
the scale and location parameters of the model and predicting the future unobserved record
data. Maximum likelihood and Bayesian approaches under different loss functions are used
to estimate the model’s parameters. The Gibbs sampler and Metropolis-Hastings methods
are used within the Bayesian procedures to draw the Markov Chain Monte Carlo (MCMC)
samples, used in turn to compute the Bayes estimator and the point predictors of the future
record data. Monte Carlo simulations are performed to study the behaviour and to compare
methods obtained in this way. Two examples of real data have been analyzed to illustrate the
procedures developed here.

Key words: Bayesian estimation and prediction, Rayleigh distribution, record values, Markov
Chain Monte Carlo samples.

1. Introduction

Assume we have a sequence of independent and identically distributed (iid) random
variables from Rayleigh distribution. The two-parameter Rayleigh distribution with param-
eters λ and µ has the cumulative distribution function (CDF) and the probability density
function (PDF), respectively

F(x;λ ,µ) = 1− e−λ (x−µ)2
,x > µ, (1)

and

f (x;λ ,µ) =

{
2λ (x−µ)e−λ (x−µ)2

i f x > µ,

0 i f x ≤0 ,
(2)

where λ and µ are the scale and location parameters, respectively, and λ > 0 and µ >

0. From now on the Rayleigh distribution with parameters λ and µ will be denoted by
Ra(λ , µ). The Rayleigh distribution has many applications in reliability, life testing and
survival analysis. More details on the Rayleigh distribution can be found in Johnson et al.
(1994).
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The random variable X j is called a record (upper record) if X j > Xi for all i = 1,2, ..., j−
1. By convention X1 is a record. Then, the record times sequence {U(n),n ≥ 1} is defined
as U(1) = 1 with probability one, and for n ≥ 2, U(n) = min{ j : j >U(n−1)}. The ran-
dom variables XU(n),n ≥ 1 denote the record values from X-sequence. Naturally, record
values appear in many real life situations including data related to weather, sports, eco-
nomics and life-tests. For more details about the applications of record values, we refer the
reader to Arnold et al. (1998), Nevzorov (2000), and Gulati and Padgett (2003). Extensive
studies for estimating parameters from the Rayleigh distribution based on different types of
ordered data are available in the literature, but no attempt has been made for comparing the
performances in estimating and predicting under different types of loss functions based on
record values. Many authors in the literature worked on record data, among others; Bdair
and Raqab (2016) considered the Bayesian prediction of future records from Weibull distri-
bution when one- and two-sequence are used. Raqab et al. (2007) obtained the maximum
likelihood estimator and Bayes estimators for the parameters of the Pareto distribution based
on the record data. Raqab et al. (2018) studied the estimation and prediction problem of
bathtube-shaped distribution based on record values. Madi and Raqab (2004) studied the
problem of temperature records as an application to Pareto Bayesian prediction problem.
Based on a set of observed records from the exponential distribution, Ahsanullah M. (1980)
discussed the problem of predicting the unseen records. Ahmadi and Doostparast (2006)
discussed the Bayesian estimation and prediction based on record values for some distri-
butions like Weibull, Pareto and Burr type XII. Bdair and Raqab (2009) studied the mean
residual lifetime of record data and many of its mathematical properties.

Bayesian estimation of the distribution’s parameters as well as prediction of future
records are of natural interest in this context. For estimating θ by a decision δ , we con-
sider three types of loss functions. The first one is a symmetric quadratic loss function,
which is given by

LF1(θ ,δ ) = (θ −δ )2.

The second one is an alternative to the squared loss function, namely the absolute loss
function and it is given by

LF2(θ ,δ ) = |θ −δ |.

Varian (1975) proposed the LINEX loss function which is more commonly used form
of asymmetric loss. LINEX loss function can be defined by

LF3(θ ,δ ) = ea∗(δ−θ)−a∗(δ −θ)−1, a∗ ̸= 0.

To perform a Bayesian estimates of the Rayleigh distribution parameters, their prior
distributions should be specified. When both parameters λ and µ are unknown, we assume
that λ has the gamma prior distribution. The gamma prior distribution of λ denoted by
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Gamma(a,b) and is given by

π1(λ |a,b) =

{
ba

Γ(a)λ a−1e−bλ if λ > 0,

0 if λ ≤ 0.
(3)

Here, the hyper-parameters a > 0, b > 0, and Γ(a) is the gamma function, i.e. Γ(a) =∫
∞

0 xa−1e−xdx. The prior of µ (π2(µ)) is assumed with support (0,xU(1)). For more details,
one may refer to Kundu (2008) and Abu Awwad et al. (2018) and the reference therein.

The remaining sections of the paper are organized as follows. In Section 2, we propose
the maximum likelihood estimator (MLE) of the parameters of Rayleigh distribution. In
Section 3, we use the Metropolis-Hastings method with normal proposal (see Metropolis,
et al. (1953)) and the Gibbs sampling approach to compute the Bayes estimators (BEs)
of λ and µ under different loss functions LF1,LF2 and LF3. The implementation of Gibbs
sampling and Metropolis-Hastings methods to compute sample-based estimators for the
predictive density functions of the future record values based on some current available
records is discussed in Section 4. In Section 5, we show numerical data analyses for illus-
trative purpose. For this, we employ Monte Carlo simulation to compare the BEs with the
corresponding maximum likelihood estimates as well as to predict and compare between
the predicted values based on the suggested types of loss functions. We conclude the results
obtained in this work in Section 6.

2. Maximum likelihood estimation

Let xU(1),xU(2), ...,xU(n) be a sequence of n Rayleigh upper record values with respective
PDF and CDF given in Eq. (1) and Eq. (2). The likelihood function of this sample, see for
example Arnold et al. (1998) and Ahsanullah (2004), is given by

L(λ ,µ|data) =
n−1

∏
i=1

f (xU(i)|λ ,µ)
1−F(xU(i)|λ ,µ)

f (xU(n)|λ ,µ)

= 2n
λ

n
n

∏
i=1

(xU(i)−µ) e−λ (xU(n)−µ)2
. (4)

The natural logarithm of the likelihood function is

lnL(λ ,µ|data) = n ln2+n lnλ +
n

∑
i=1

ln(xU(i)−µ)−λ (xU(n)−µ)2. (5)

By equating the partial derivatives of Eq. (5), ∂ lnL(λ ,µ|data)
∂λ

and ∂ lnL(λ ,µ|data)
∂ µ

, to zero,
we readily conclude the following two normal equations

n
λ
− (xU(n)−µ)2 = 0,and (6)
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−
n

∑
i=1

(xU(i)−µ)−1 −2λ (xU(n)−µ) = 0. (7)

Equations (6) and (7) cannot be solved explicitly to obtain exact solutions for λ and µ ,
hence fixed point iteration method is employed for that. From Eq. (6), we can find the MLE
of λ as a function of µ , say λ̂ (µ), as follows

λ̂ (µ) =
n

(xU(n)−µ)2 . (8)

Substituting Eq. (8) in Eq. (5), without adding the constant term, we obtain the natural
logarithm of the likelihood function of µ as

g(µ) =−n ln(xU(n)−µ)2 +
n

∑
i=1

ln(xU(i)−µ). (9)

By maximizing Eq. (9) with respect to µ , we get the MLE of µ , say µ̂MLE . Applying
the fixed point solution method on Eq.’s (10) and (11) below, we can directly obtain the
maximum of Eq. (9).

h(µ) = µ, (10)

where

h(µ) = xU(n)+2n

(
n

∑
i=1

(xU(i)−µ)−1

)−1

. (11)

Very simple iterative procedure h(µ( j)) = µ( j+1), where µ( j) is the j-th iterative, can be
used to solve Eq. (10). Once µ̂MLE is obtained, the MLE of λ , say λ̂MLE , can be calculated
from Eq. (8) as λ̂MLE = λ̂ (µ̂MLE).

3. Bayesian estimation and corresponding CIs

Let us first consider the case when the location parameter µ is known. Based on the n
observed upper record data xU(1),xU(2), ...,xU(n), and by combining the likelihood function
Eq. (4) and the prior density Eq. (3), the marginal density of λ given µ and data can be
obtained to be Gamma(a+n, b+(xU(n)−µ)2) of the form

π1(λ |µ,data) =
(b+(xU(n)−µ)2)a+n

Γ(a+n)
λ

a+n−1 e−λ (b+(xU(n)−µ)2). (12)

Under the squared error loss function LF1, the BE λ̂B1 of λ is the posterior mean which
is given by

λ̂B1 = Eposterior(λ |µ,data) =
a+n

b+(xU(n)−µ)2 .
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Clearly, the BE under LF1 loss function, λ̂B1 is the same as the the corresponding MLE
of λ when Jeffrey’s prior (a = b = 0) is employed. The median of the posterior density, λ̂B2 ,
is the BE of λ in case of absolute error loss function LF2. Since the median of the posterior
density cannot have an explicit expression, a numerical solution is required by solving the
following equation in w:

Γ
(
a+n, (b+(xU(n)−µ)2)w

)
− Γ(a+n)

2
= 0,

where
Γ(a,c) =

∫
∞

c
xa−1 e−x dx, a > 0,c > 0,

is the incomplete gamma function. Under the LINEX loss function LF3 and for any given
a∗ ̸= 0, the BE λ̂B3 of λ can be computed using the PDF of the gamma distribution as
follows:

λ̂B3 = − 1
a∗

ln
[
Eposterior[e−a∗λ |data]

]
= − 1

a∗
ln
[∫

∞

0
e−a∗λ

π1(λ |µ,data) dλ

]
= −a+n

a∗
ln

[
b+(xU(n)−µ)2

a∗+b+(xU(n)−µ)2

]
.

Since the posterior distribution of λ given µ and data follows a gamma distribution, a
credible interval of λ can be easily obtained using the percentiles from the gamma distribu-
tion. In particular, if a is positive integer, then the chi-square table values can be easily used
for constructing credible interval for λ .

Now, we consider the case when both parameters λ and µ are unknown. By using the
prior distributions π1(λ |a,b) and π2(µ), the joint posterior function of λ and µ is given by

π(λ ,µ|data) =
L(λ ,µ|data) .π1(λ |µ,a,b)π2(µ)

∞∫
0

∞∫
0

L(λ ,µ|data) .π1(λ |µ,a,b)π2(µ)dλ dµ

. (13)

The marginal density of µ is obtained to be

π(µ|λ ,data) ∝

n

∏
i=1

(xu(i)−µ) eλ (xU(n)−µ)2
π2(µ), (14)

where π2(µ) is a prior distribution with support (0, xU(1)). Here, we follow the approach
suggested by Berger and Sun (1993) that no specific form of prior π2(µ) on µ is assumed.
For more details about this type of prior, the reader is referred to Abu Awwad et al. (2018).
Under the squared error loss function LF1, the BE of θ = g(λ ,µ), a function λ and µ , can
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be presented as

θ̂B1 = Eposterior(θ |data) =
∞∫

0

∞∫
0

θ π(λ ,µ|data)dλ dµ.

The BE of θ (θ̂B2 ), when the absolute error loss function LF2 is used, is just the median
of the posterior distribution, i.e.

θ̂B2 = Medposterior(θ |data).

The BE θ̂B3 of θ , under the LINEX loss function LF3, can be obtained as

θ̂B3 =− 1
a∗

ln
[
Eposterior(e−a∗θ |data)

]
=− 1

a∗
ln

 ∞∫
0

∞∫
0

e−a∗θ
π(λ ,µ|data)dλ dµ

 .
Here, the Bayes point estimators θ̂B1 , θ̂B2 and θ̂B3 cannot be obtained in closed forms.

It can be easily checked that λ can be generated directly using Eq. (12), while µ cannot be
generated directly from Eq. (14). For this, we implement the Metropolis-Hastings (M-H)
method (see Metropolis, et al. (1953)) with normal proposal distribution to generate ran-
dom values of µ from Eq. (14). The MLEs of λ and µ can be considered as initial values.
We can apply this method of generation, M times, to obtain {(λi,µi); i = 1, ...,M}. We use
these MCMC samples to obtain the Bayes estimates of θ = g(λ ,µ) and the corresponding
credible intervals. The M-H algorithm proceeds as follows.

M-H algorithm for prediction problem:

1. Start with an initial values (λ (0),µ(0)) and set k = 1;

2. Given µ(k−1), generate µ from π(µ|data) appeared in Eq. (14) with the N(µ(k−1),S2
µ)

proposal distribution, where S2
µ is the variance of µ . The values of µ can be generated

as follows:

a. Generate ζk from Ω(.|µ(k−1),S2
µ) = N(µ(k−1),S2

µ) and u from the uniform dis-
tribution U(0,1)

b. If u < min(1,ν) then let µ(k) = ζk, else go to (a), where

ν =
π(ζk|data)

π(µ(k−1)|data)

Ω(µ(k−1)|ζk,S2
µ)

Ω(ζk|µ(k−1),S2
µ)

.

3. Given µ , generate λ from Gamma(a+n, b+(xU(n)−µ)2);

4. Set k = k+1.

5. Repeat steps 2-4, M times.
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The BE of θ = g(λ ,µ) under the squared error loss function LF1 is obtained as

θ̂B1 =
1
M

M

∑
i=1

g(λi,µi).

To obtain the BE of θ = g(λ ,µ), under the absolute error loss function LF2, we compute
θi = g(λi,µi), i = 1,2, ...,M and order θ1,θ2, ...,θM as θ(1),θ(2), ...,θ(M), then the BE of
θ = g(λ ,µ) is θ̂B2 = Median{θ(1),θ(2), ...,θ(M)}.

We evaluate the Bayes estimator of θ = g(α,λ ) with respect to the LINEX loss function
LF3 with a∗ ̸= 0 as

θ̂B3 =− 1
a∗

ln

[
1
M

M

∑
i=1

e−a∗g(λi,µi)

]
.

Obtain the posterior variance of θ = g(λ ,µ) as

V̂ ar(θ |data) =
1
M

M

∑
i=1

(θi − θ̂B1,2,or3)
2

To compute the CI of θ = g(λ ,µ), we order θ1,θ2, ...,θM as θ(1),θ(2), ...,θ(M). Then,

(1− γ)100% symmetric CI of θ is given by
(

θ
([M γ

2 ])
,θ

([
M (1−γ)

2 ])

)
.

4. Bayesian prediction for future records and corresponding PIs

Here, we predict the future unseen records based on a sequence of observed records,
under different loss functions LF1, LF2 and LF3 with a∗ ̸= 0, when the one-sample predic-
tion problem is used. Naturally, we can notice the prediction problems in many real life
situations such as the prediction of extremes of rainfall, water levels and sea surface. In
the past two decades, many improvements have been done to this field. The readers may
refer to Ahsanullah (1980) and Nagaraja (1984). Al-Hussaini and Ahmad (2003) studied
the Bayesian prediction interval for the future generalized order statistics.
Suppose that we can only notice the first m upper records x

∼
= (xU(1),xU(2), ...,xU(m)). Our

goal is to obtain the Bayes point prediction of unobserved records under different loss func-
tions LF1,LF2 and LF3, as well as to construct the Bayes predictive interval for the nth future
upper record XU(n), where 1 ≤ m < n. The posterior predictive density of XU(n) at any point
y > xU(m) is given by

f P
XU(n)|x∼

(y|α,λ ) = Eposterior

[
fXU(n)|x∼

(y|λ ,µ)
]
,

where fXU(n)|x∼
(y|λ ,µ) is the conditional PDF of XU(n) given the records data x

∼
. Applying

the Markovian property on the record values, then fXU(n)|x∼
(y|λ ,µ) = fXU(n)|xU(m)

(y|λ ,µ) and
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the posterior predictive density of XU(n) at any point y > xU(m) is obtained as

f P
XU(n)|x∼

(y|α,λ ) = Eposterior

[
fXU(n)|xU(m)

(y|λ ,µ)
]

=

∞∫
0

∞∫
0

fXU(n)|xU(m)
(y|λ ,µ)π(λ ,µ|x

∼
)dλ dµ

=

∞∫
0

∞∫
0

[H(xU(n))−H(xU(m))]
n−m−1

(n−m−1)!
f (xU(n))

1−F(xU(m))
π(λ ,µ|x

∼
)dλ dµ

where H(x) =− ln(1−F(x)). Using Eq’s (1) and (2) and the binomial expansion, we have

f P
XU(n)|x∼

(y|λ ,µ) =

∞∫
0

∞∫
0

2λ n−m

(n−m−1)!

n−m−1

∑
i=0

(
n−m−1

i

)
(−1)i (xU(m)−µ)2i eλ (xU(m)−µ)2

× (y−µ)2(n−m−i− 1
2 )e−λ (y−µ)2

π(λ ,µ|x
∼
)dλdµ, y > xU(m).

Under LF1, the BP of Y = XU(n) can be evaluated as

XBP1
U(n) = E f P(Y |x

∼
)

=

∞∫
xU(m)

y

 ∞∫
0

∞∫
0

2λ n−m

(n−m−1)!

n−m−1

∑
i=0

(
n−m−1

i

)
(−1)i (xU(m)−µ)2i eλ (xU(m)−µ)2

× (y−µ)2(n−m−i− 1
2 )e−λ (y−µ)2

π(λ ,µ|x
∼
)dλdµ

dy.

=

∞∫
0

∞∫
0

eλ (xU(m)−µ )
2

(n−m−1)!

n−m−1

∑
i=0

(
n−m−1

i

)
(−1)i (xU(m)−µ)2i

×

λ
i− 1

2 Γ

(
n−m− i+

1
2
,λ (xU(m)−µ)2

)
+µλ

i
Γ
(
n−m− i,λ (xU(m)−µ)2)

π(λ ,µ|x
∼
)dλdµ.
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Based on the MCMC samples {(λ j,µ j); j = 1,2, ...,M} obtained in Section 3, a simu-
lation predictor X̂BP1

U(n) of Y = XU(n) can be computed as

X̂BP1
U(n) =

1
M

M

∑
j=1

e
λ j(xU(m)−µ j

)2

(n−m−1)!

n−m−1

∑
i=0

(
n−m−1

i

)
(−1)i (xU(m)−µ j)

2i
λ

i− 1
2

j

×

[
Γ

(
n−m− i+

1
2
,λ j(xU(m)−µ j)

2
)

+µ jλ
i
jΓ
(
n−m− i,λ j(xU(m)−µ j)

2)] .
(15)

Usually, it is important to predict the first unseen record value XU(m+1), the simulation-
based consistent predictor of the first unseen record value can be evaluated by submitting
n = m+1 in Eq. (15) as

X̂BP1
U(n) =

1
M

M

∑
j=1

e
λ j(xU(m)−µ j

)2
[

λ
− 1

2
j Γ

(
3
2
,λ j(xU(m)−µ j)

2
)
+µ jΓ

(
1,λ j(xU(m)−µ j)

2)] .
Under LF2, the BP of Y = XU(n) is given by

XBP2
U(n) = Med f P(Y |x

∼
),

which is obtained by solving the equation

XBP2
U(n)∫

xU(m)

f P
XU(n)|x∼

(y|λ ,µ)dy =
1
2
,

or the equation

∞∫
XBP2

U(n)

f P
XU(n)|x∼

(y|λ ,µ)dy =
1
2
.

Which are equivalent to the simultaneous equations

∞∫
XBP2

U(n)

 ∞∫
0

∞∫
0

2λ n−m

(n−m−1)!

n−m−1

∑
i=0

(
n−m−1

i

)
(−1)i (xU(m)−µ)2i eλ (xU(m)−µ)2

× (y−µ)2(n−m−i− 1
2 )e−λ (y−µ)2

π(λ ,µ|x
∼
)dλdµ

dy =
1
2
,
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and  ∞∫
0

∞∫
0

1
(n−m−1)!

n−m−1

∑
i=0

(
n−m−1

i

)
(−1)i (xU(m)−µ)2i eλ (xU(m)−µ)2

× λ
i
Γ

(
n−m− i,λ (XBP2

U(n)−µ)2
)

π(λ ,µ|x
∼
)dλdµ

=
1
2
.

Based on the MCMC samples {(λ j,µ j); j = 1,2, ...,M} obtained in Section 3, a simu-
lation predictor X̂BP2

U(n) of Y = XU(n) can be obtained by solving the equation, for X̂BP2
U(n)

1
M

M

∑
j=1

[
1

(n−m−1)!

n−m−1

∑
i=0

(
n−m−1

i

)
(−1)i (xU(m)−µ j)

2i eλ j(xU(m)−µ j)
2

× λ
i
j Γ

(
n−m− i,λ j(X̂

BP2
U(n)−µ j)

2
)=

1
2
.

In the similar way of the BP under the square error loss function, the BP of Y = XU(n)
under the the LINEX loss function LF3 can be obtained as

XBP3
U(n) = − 1

a∗
ln
[
E f P(e−a∗Y |x

∼
)
]

= − 1
a∗

ln

 ∞∫
xU(m)
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∞∫

0

∞∫
0
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)
(−1)i (xU(m)−µ)2i

× eλ (xU(m)−µ)2
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2 )e−λ (y−µ)2
π(λ ,µ|x

∼
)dλdµ dy

]
= − 1

a∗
ln
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4λ
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∑
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(−1)k(
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2λ
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(
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2λ
)
)

λ n−m−i−k−1 π(λ ,µ|x
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)dλdµ

]
. (16)



STATISTICS IN TRANSITION new series, September 2021 69

Based on the MCMC samples {(λ j,µ j); j = 1,2, ...,M}, a simulation predictor X̂BP3
U(n) of

Y = XU(n) can be obtained as

X̂BP3
U(n) = − 1

a∗
ln

 1
M

M

∑
j=1

λ
n−m−1
j e

−a∗µ j+
a∗2
4λ j

(n−m−1)!

n−m−1

∑
i=0

(
n−m−1

i

)
(−1)i (xU(m)−µ j)

2i

× eλ j(xU(m)−µ j)
2

2(n−m−i− 1
2 )

∑
k=0

(
2(n−m− i− 1

2 )

k

)
(−1)k(

a∗

2λ j
)k

×
Γ

(
n−m− i− k,λ j((xU(m)−µ j)+

a∗
2λ j

)
)

λ
n−m−i−k−1
j

 . (17)

The method for obtaining prediction intervals for the nth record value Y = XU(n), 1 ≤
m< n under different loss functions depends on the predictive survival function of Y =XU(n)
at any point y > xU(m), which is defined as follows:

SP
XU(n)|x∼

(y|λ ,µ) = Eposterior

(
SXU(n)|x∼

(y|λ ,µ)
)
,

where SXU(n)|x∼
(y|λ ,µ) is the survival function of Y = XU(n). Based on the Markovian prop-

erty of record values, we have

SXU(n)|x∼
(y|λ ,µ) = SXU(n)|xU(m)

(y|λ ,µ)

=

∞∫
y

fXU(n)|xU(m)
(z|λ ,µ)

=
2λ n−m

(n−m−1)!

n−m−1

∑
i=0

(
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i
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×
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(z−µ)2(n−m−i− 1
2 )e−λ (z−µ)2

dz

=
1
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∑
i=0

(
n−m−1

i

)
(−1)i (xU(m)−µ)2i eλ (xU(m)−µ)2

×
Γ
(
n−m− i,λ (y−µ)2

)
λ−i

(18)
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The predictive survival function of Y = XU(n) at any point y > xU(m), is then

SP
XU(n)|x∼

(y|λ ,µ) =

∞∫
0

∞∫
0

[
1

(n−m−1)!

n−m−1

∑
i=0

(
n−m−1

i

)
(−1)i (xU(m)−µ)2i

× eλ (xU(m)−µ)2 Γ
(
n−m− i,λ (y−µ)2

)
λ−i

π(λ ,µ|x
∼
)dλ dµ.

(19)

Eq. (19) cannot be evaluated analytically. Based on the MCMC samples{
(λ j,µ j); j = 1, ...,M

}
and under the square error loss function LF1, the estimate of the

predictive survival function for XU(n) can be written as

ŜP
XU(n)|x∼

(y) =
1
M

M

∑
j=1

[
1

(n−m−1)!

n−m−1

∑
i=0

(
n−m−1

i

)
(−1)i (xU(m)−µ j)

2i eλ j(xU(m)−µ j)
2

×
Γ
(
n−m− i,λ j(y−µ j)

2
)

λ
−i
j

 .
Under the absolute error loss function LF2, and based on the MCMC samples

{(λi,µi); i = 1, ...,M}, we find the estimate predictive survival function of XU(n) as follows:
Evaluate Eq. (18) for each {(λi,µi), i = 1, ...,M} to get S1 , S2 , ... , SM , where Si =

SXU(n)|x∼
(y|λi,µi). Order S1 , S2 , ... , SM to get S(1) < S(2) < ... < S(M), then the es-

timate predictive survival function of XU(n) is

ŜP
XU(n)|x∼

(y) = Median
[
S(1) , S(2) , ... , S(M)

]
Under the LINEX loss function LF3, the estimate predictive survival function of XU(n) is
obtained as

ŜP
XU(n)|x∼

(y) =− 1
a∗

ln

[
1
M

M

∑
j=1

e
−a∗SXU(n)| x∼

(y|λ j ,µ j)

]
.

Consider

ŜP
XU(n)|x∼

(L) = 1− γ

2
, (20)

and

ŜP
XU(n)|x∼

(U) =
γ

2
. (21)

Solving the non-linear equations (20) and (21) for L and U under different loss functions
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LF1, LF2 and LF3, give the (1− γ)100% prediction interval for XU(n), n > m. We need to
apply a suitable numerical technique to solve these non-linear equations as they cannot be
solved analytically.

5. Simulation and data analysis

Here, we conduct a simulation study to examine the behaviour of the MLEs and BEs
as well as BPs that developed in the previous sections under different loss functions based
on record data and study a real life examples with the Rayleigh fitting distribution. All
computations are performed using Mathematica 11 software.

5.1. Simulation study

In this simulation, the values of the Rayleigh parameters are considered as λ = 2, µ = 1
to generate record data from Ra(λ ,µ). The first n observed records are generated by using
the transformation:

XU(k) =

(
∑

k
i=1 e(i)

µ

) 1
λ

,k = 1,2, ...,n,

where {e(i), i ≥ 0} is a sequence of iid Exp(1), [see Arnold et al. (1998), p.20]. For the
Rayleigh parameters λ and µ , we have computed the BEs, under the three different loss
functions; LF1,LF2 and LF3 for some values of a∗ (0.1,1.0,5). To compute the different
BEs we have assumed π1(λ ), the prior of λ , has gamma density function with the shape and
scale parameters c and d, respectively. Regarding the computations of BEs, we consider two
types of prior for both λ and µ; Prior 0: the non-informative prior (i.e. a = b = c = d = 0)
and Prior 1: the informative prior (i.e. a = b = 1, c = 2,d = 1). We have computed the
mean squared errors (MSEs) for BEs and MLEs based on 1000 replications to compare
their performances under different number of observed records. The CIs for the Rayleigh
parameters λ and µ are also computed. In the prediction problem and based on observed
sequences of record data, we compute the point predictors and 95% PIs for the future nth

record XU(n) for Prior 1 under the suggested loss functions; LF1, LF2 and LF3 and for the
values of a∗ (0.1,1.0,5.0). The prediction computations are conducted for the following
cases of sample sizes n = 3,n = 5, and n = 7.

In Table 1, we present the MLEs as well as the BEs of the scale and location param-
eters of the Rayleigh distribution λ and µ , under the different loss functions used in this
paper, when Prior 0 is used. Also, we present the MSEs of MLEs and BEs for the scale
and location parameters λ and µ . MCMC samples are used to compute the MSEs based on
M = 1000 replications. In Table 2, we present the BEs of λ and µ , under the different loss
functions, when Prior 1 is used. In Table 3, we show numerical comparisons between the
average lengths of the credible intervals of λ and µ when Prior 0 and 1 are used for all of
the considered cases.
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Table 1: MLEs and BEs (Bayes Estimates) with respect to different loss functions when
Prior 0 is used, for λ = 2 and µ = 1.

Cases MLE Sq. err. Abs. err. a∗ = 0.1 a∗ = 1.0 a∗ = 5
Bayes 1 Bayes 2 Bayes 3 Bayes 4 Bayes 5

λ 3.5966 1.9841 1.9761 1.9784 1.9738 1.9537
n = 3 (0.9098) (0.0206) (0.0208) (0.0206) (0.0207) (0.0215)

µ 1.2771 0.9165 0.9069 0.9069 0.8991 0.8668
(0.0210) (0.0163) (0.0170) (0.0164) (0.0166) (0.0191)

λ 2.1131 1.9695 1.9566 1.9639 1.9594 1.9400
n = 5 (0.0971) (0.0202) (0.0206) (0.0203) (0.0203) (0.0211)

µ 1.2794 0.9488 0.9496 0.9389 0.9307 0.8953
(0.0186) (0.0169) (0.0178) (0.0170) (0.0173) (0.0203)

λ 1.5667 1.9402 1.9160 1.9351 1.9310 1.9140
n = 7 (0.0521) (0.0183) (0.0190) (0.0183) (0.0184) (0.0190)

µ 1.2753 0.9629 0.9652 0.9530 0.9448 0.9089
(0.0195) (0.0171) (0.0180) (0.0172) (0.0175) (0.0205)

Note: The first entry represents the average estimate and the second entry is the MSE.

Table 2: BEs with respect to different loss functions when Prior 1 is used, for λ = 2 and
µ = 1.

Cases Sq. err. Abs. err. a∗ = 0.1 a∗ = 1.0 a∗ = 5
Bayes 1 Bayes 2 Bayes 3 Bayes 4 Bayes 5

λ 1.9775 1.9687 1.9719 1.9674 1.9479
n = 3 (0.0202) (0.0204) (0.0202) (0.0203) (0.0210)

µ 0.9521 0.9512 0.9428 0.9352 0.9020
(0.0161) (0.0170) (0.0162) (0.0164) (0.0190)

λ 1.9620 1.9464 1.9567 1.9523 1.9339
n = 5 (0.0194) (0.0198) (0.0195) (0.0195) (0.0202)

µ 0.9614 0.9695 0.9526 0.9452 0.9123
(0.0153) (0.0159) (0.0154) (0.0156) (0.0180)

λ 1.9352 1.9092 1.9302 1.9262 1.9097
n = 7 (0.0179) (0.0188) (0.0180) (0.0180) (0.019)

µ 0.9853 0.9879 0.9783 0.9726 0.9468
(0.0123) (0.0131) (0.0124) (0.0125) (0.0141)

Table 3: Average CI lengths (AL) and coverage percentage (CP).

Prior 0 Prior 1
Cases AL CP AL CP

n = 3 λ 0.7468 0.96 0.7249 0.95
µ 0.6377 0.96 0.5697 0.96

n = 5 λ 0.7265 0.94 0.6789 0.93
µ 0.6343 0.95 0.5628 0.93

n = 7 λ 0.6972 0.95 0.6610 0.95
µ 0.6273 0.96 0.5585 0.92
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From Tables 1 and 2, it is clear that as n increases the performances of MLEs of λ and
µ become better in terms of the MSEs. Also, we observe that the Bayes estimates of λ and
µ obtained by using Prior 0 and with respect to different loss functions LF1,LF2 and LF3,
are quite close to each other and are much better than the MLEs of λ and µ in terms of
the MSEs for all considered cases. It can also noticed that the Bayes estimators of λ and µ

obtained by using Prior 1 (informative prior) are much better than the Bayes estimators of λ

and µ obtained by using Prior 0 (non-informative prior) in terms of the MSEs in most of the
considered cases. Moreover, it is worth noting here that the BEs based on the squared error
loss function (LF1) are much better than other BEs that depends on other loss functions
based on the reported MSEs values. In Table 3, we observe that the average lengths of
the credible intervals for λ and µ , when Prior 1 is used, become smaller as expected, and
decrease as n increases. For both Prior 0 and 1, the simulated probabilities for 0.95 are quite
close to 0.95.

In Table 4, we present the point predictors and the corresponding 95% PIs for the
future nth record XU(n),1 ≤ m < n, based on set of observed records of size m, for all
considered cases and for all used loss functions LF1, LF2 and LF3 with many choices of
a∗ : 0.1,1.0,5.0. The simulated point predictors and 95% PIs are computed based on MCMC
samples {(λi,µi), i= 1,2, ...,M} and M = 1000. In this table the first three future nth records
after the last observed record are computed. It is observed from Table 4 that the predicted
values for the future records XU(n) (unobserved record) under different loss functions, are
quite close to each other and fall in their corresponding 95% PIs. It can be also noticed that
the PIs computed based on LINEX loss function (LF3) when a∗ = 0.5 are better than other
PIs in terms of the length of the PIs reported in the table. Also, as expected, the PIs lengths
increase as n increases for given values of m.

5.2. Data analysis

Example 1 (real data):
In this example, we analyze the data of thirty successive March precipitation (in inches)

observations. These data are presented in Hinkley (1977), pp. 67-69. The data set is:

0.77 1.74 0.81 1.20 1.95 1.20 0.47 1.43 3.37
2.2 3 3.09 1.51 2.1 0.52 1.62 1.31 0.32
0.59 0.81 2.81 1.87 1.18 1.35 4.75 2.48 0.96
1.89 0.90 2.05

The Kolmogorov-Smirnov (KS) distance is found to be 0.0770 and the corresponding
p-value is 0.9900. Therefore, KS indicates that the Rayleigh distribution can be used to
analyze these data. Moreover, graphical tools of empirical and theoretical CDFs and the
Q-Q plot given in Figures 1 and 2, give a very good evidence that the Rayleigh distribution
fits the data very well. From these data, we have n = 5 observed upper record values: 0.77,
1.74, 1.95, 3.37 and 4.75.
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Table 4: Point predictors and the corresponding PIs for future records XU(n),1 ≤ m < n
based on some observed records.

Cases XU(n) Loss function Predicted 95% PIs

m = 3 XU(4) LF1 2.4043 (2.2988, 3.2135)
LF2 2.4699 (2.3009, 3.4610)

LF3(a∗ = 0.1) 2.5331 (2.2987, 3.0233)
LF3(a∗ = 1.0) 2.5241 (2.2987, 2.9080)
LF3(a∗ = 5.0) 2.4921 (2.2987, 2.7335)

XU(5) LF1 2.6253 (2.3511, 3.6133)
LF2 2.6903 (2.3628, 3.5598)

LF3(a∗ = 0.1) 2.7460 (2.3509, 3.2943)
LF3(a∗ = 1.0) 2.7308 (2.3507, 3.1122)
LF3(a∗ = 5.0) 2.6749 (2.3500, 2.8980)

XU(6) LF1 2.8236 (2.4329, 3.9355)
LF2 2.8870 (2.4643, 3.8435)

LF3(a∗ = 0.1) 2.9381 (2.4322, 3.5032)
LF3(a∗ = 1.0) 2.9181 (2.4317, 3.2669)
LF3(a∗ = 5.0) 2.8434 (2.4291, 3.0304)

m = 5 XU(6) LF1 3.1282 (3.0323, 4.0164)
LF2 3.3455 (3.0327, 3.7852)

LF3(a∗ = 0.1) 3.3799 (3.0321, 3.8923)
LF3(a∗ = 1.0) 3.3715 (3.0319, 3.8292)
LF3(a∗ = 5.0) 3.3378 (3.0311, 3.6714)

XU(7) LF1 3.3592 (3.1533, 4.3148)
LF2 3.5844 (3.2271, 4.3505)

LF3(a∗ = 0.1) 3.6084 (3.1516, 4.1179)
LF3(a∗ = 1.0) 3.5980 (3.1501, 4.0403)
LF3(a∗ = 5.0) 3.5558 (3.1432, 3.8750)

XU(8) LF1 3.5373 (3.2850, 4.5489)
LF2 3.7616 (3.4005, 4.5491)

LF3(a∗ = 0.1) 3.7851 (3.2822, 4.2852)
LF3(a∗ = 1.0) 3.7736 (3.2797, 4.1954)
LF3(a∗ = 5.0) 3.7269 (3.2680, 4.0173)

m = 7 XU(8) LF1 3.7850 (3.6146, 4.3022)
LF2 3.7377 (3.6166, 4.4392)

LF3(a∗ = 0.1) 3.7909 (3.6146, 4.2066)
LF3(a∗ = 1.0) 3.7872 (3.6146, 4.1380)
LF3(a∗ = 5.0) 3.7728 (3.6146, 4.0217)

XU(9) LF1 3.9596 (3.6527, 4.6313)
LF2 3.9096 (3.6504, 4.4205)

LF3(a∗ = 0.1) 3.9616 (3.6526, 4.4628)
LF3(a∗ = 1.0) 3.9547 (3.6526, 4.3459)
LF3(a∗ = 5.0) 3.9278 (3.6522, 4.1901)

XU(10) LF1 4.1248 (3.7153, 4.9056)
LF2 4.0737 (3.7120, 4.6262)

LF3(a∗ = 0.1) 4.1233 (3.7150, 4.6696)
LF3(a∗ = 1.0) 4.1137 (3.7147, 4.5100)
LF3(a∗ = 5.0) 4.0758 (3.7135, 4.3282)
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Figure 1: Empirical and fitted distribution functions and Q-Q Plots for data set of example
1.

Example 2 (real data):

In this example, we analyze the survival times in (days) of a group of size m = 16 lung
cancer patients (Lawless [1982, p. 319]) were considered as follows:

6.96 9.30 6.96 7.24 9.30 4.90 8.42 6.05
10.18 6.82 8.58 7.77 11.94 11.25 12.94 12.94

From these data, we have n = 5 observed upper record values: 6.96, 9.30, 10.18, 11.94
and 12.94. Soliman and Al-Aboud (2008) showed that the Rayleigh distribution fits the ob-
served record values well. Seo and Kim (2018) used this real example to apply an objective
Bayesian method under the observed upper record values.

For the above mentioned examples, we compute the BEs based on different loss func-
tions: LF1,LF2 and LF3 and for the values a∗ (0.1,1.0,5.0). The results are presented in
Tables 5 and 6. We can simply see from Tables 5 and 6 that all the estimates are quite
close to each other. Furthermore, we obtain the 95% credible intervals for λ and µ , respec-
tively for both examples. For example 1, the 95% CI are given by (1.5457,2.4826) and
(0.5693,1.4614). For example 2, they are (1.5473,2.4828) and (0.6092,1.4683). It can be
noticed that the BEs of λ and µ are falling in their credible intervals.

Also, we consider the prediction of the 6th, 7th and 8th future records. The predicted
values and the 95% PIs for the 6th, 7th and 8th future records are presented in Tables 7 and
8, for examples 1 and 2, respectively. It is observed that all predicted values, under different
loss functions, are all ordered and fall in their corresponding prediction intervals.
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Table 5: BEs based on different loss functions for example 1.

LF1 LF2 LF3(a∗ = 0.1) LF3(a∗ = 1.0) LF3(a∗ = 5.0)

λ 2.0848 2.1239 2.0636 2.0455 1.9614

µ 1.0215 1.0263 0.9867 0.9568 0.8284

Table 6: BEs based on different loss functions for example 2.

LF1 LF2 LF3(a∗ = 0.1) LF3(a∗ = 1.0) LF3(a∗ = 5.0)

λ 2.0841 2.1229 2.0628 2.0446 1.9608

µ 1.0774 1.0899 1.0457 1.0177 0.8874

Table 7: Point predictors and PIs for the 6th, 7th and 8th future records for example 1.

Number of observed records XU(n) Loss function Predicted 95% PIs
values

m = 5 XU(6) LF1 4.8320 (4.7548,5.5207)
LF2 4.8840 (4.7559,5.4676)

LF3(a∗ = 0.1) 4.9453 (4.7548,5.3315)
LF3(a∗ = 0.5) 4.9418 (4.7548,5.2064)
LF3(a∗ = 1.0) 4.9278 (4.7547,5.0566)

XU(7) LF1 4.9840 (4.7928,5.8867)
LF2 5.0593 (4.8058,5.7628)

LF3(a∗ = 0.1) 5.1235 (4.7926,5.5638)
LF3(a∗ = 0.5) 5.1169 (4.7925,5.3605)
LF3(a∗ = 1.0) 5.0908 (4.7918,5.1797)

XU(8) LF1 5.1589 (4.8531,6.1875)
LF2 5.2227 (4.8893,5.9981)

LF3(a∗ = 0.1) 5.2881 (4.8523,5.7464)
LF3(a∗ = 0.5) 5.2788 (4.8518,5.4798)
LF3(a∗ = 1.0) 5.2418 (4.8490,5.2816)
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Table 8: Point predictors and PIs for the 6th, 7th and 8th future records for example 2.

Number of observed records XU(n) Loss function Predicted 95% PIs
values

m = 5 XU(6) LF1 13.4808 (12.9604,15.6118)
LF2 13.4851 (12.9617,15.6530)

LF3(a∗ = 0.1) 13.6791 (12.9604,15.5010)
LF3(a∗ = 0.5) 13.6638 (12.9603,15.4030)
LF3(a∗ = 1.0) 13.6036 (12.9603,15.0070)

XU(7) LF1 14.1850 (13.1308,16.7771)
LF2 14.2062 (13.1448,16.8060)

LF3(a∗ = 0.1) 14.3694 (13.1307,16.5900)
LF3(a∗ = 0.5) 14.3428 (13.1306,16.4170)
LF3(a∗ = 1.0) 14.2361 (13.1301,16.6830)

XU(8) LF1 14.8853 (13.4155,17.7224)
LF2 14.8836 (13.4533,17.7340)

LF3(a∗ = 0.1) 15.0188 (13.4150,17.4670)
LF3(a∗ = 0.5) 14.9836 (13.4146,17.2250)
LF3(a∗ = 1.0) 14.8406 (13.4128,16.6900)

6. Conclusion

In this work, we have considered the problem of classical and Bayesian estimations of
the Rayleigh record model. We have also developed a Bayesian approach to compute the
point future records as well as their corresponding prediction intervals. For comparison
purposes, we have employed Markov Chain Monte Carlo (MCMC) samples generated from
the Rayleigh record model to compute the Bayesian estimators and the point predictors of
the future data. Monte Carlo simulations are used to study the behaviour of the obtained
methods. Also, two real data examples have been analyzed to illustrate the procedures
developed in this article.
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Trade potential under the SAFTA between India and other 
SAARC countries: the augmented gravity model approach 

Vipin Sharma1, Vinod Kumar2 

ABSTRACT 

The study attempts to analyse India’s trade potential with other SAARC member states 
under the SAFTA agreement by means of the augmented gravity model, at annual frequency 
from 1992 to 2019 in general and from 2004 to 2019 in particular. The findings of this paper 
prove that the intra-regional trade volumes between SAARC countries can be increased and 
encouraged. Moreover, the research shows that it is important to introduce structural 
reforms aiming to boost trade with non-member states. It would be advisable for researchers 
to take into account the effect locational and infrastructural advantages have on transport 
costs through the application of a gravity model. Previous research has also demonstrated 
that the augmented gravity model may prove helpful in explaining some key features of 
South Asian trade, which traditional gravity models fail to do. 

Key words: Cooperation/integration, augmented gravity model, panel data, trade potential, 
SAARC, SAPTA, SAFTA. 

1. Introduction  

Globalization has led to many economic activities both at the national and 
international levels. It has also brought fundamental changes in these economic 
activities.  Economic integration implies close cooperation among member countries 
and the removal of all types of barriers in intra-regional trade. The SAARC, a regional 
bloc of 8 countries is a good example of economic cooperation in South Asia.  

SAFTA agreement under SAARC, a collective effort of 8 participating countries, 
aims to enhance their intra-regional trade. There was a perceptible improvement 
in India’s trade performance under SAFTA. It is clear from the rise in trade to gross 
domestic product (GDP) ratio. From 23% (1991-2003) in the pre-SAFTA, this ratio 
increased to 48.56% period under SAFTA (2004-2019). India is the largest and more 
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developed country among SAARC countries. Its exports as a proportion of SAARC 
exports rose from 57.90% in 1992 to 67.53% in 2004 and further to 77.93% in 2019. 
Therefore, it can enhance the volume of total exports to and imports from. In this 
regard, it would be appropriate to estimate India’s trade potential under SAFTA. 

2.  Review of literature 

Velde, Dirk William Te (2011) analyzed how regional integration was important for 
convergence and growth in developing nations. He used panel data and studied 100 counties 
over the period 1970-2004. They made use of various analytical techniques both at the micro 
and macro levels. Among these techniques were “Regional Integration Index, and β and σ-
convergence tests”. The study found that regional integration did not lead to rapid growth 
at the macro level. But, it had positive effects on trade and investment in developing 
countries. The study recommended that regional integration was essential for the growth of 
member countries as it led to increased trade and investment.  
Gul, Najia and Yasin, Hafiz M. (2011) in order to examine the trade potential of Pakistan, 
made use of the technique of the gravity model of trade. The data for the period 1981-2005 
were obtained from the trade statistics of the IMF and World Bank. The trade potential of 
the country, both worldwide and within a specific region, was estimated using the 
coefficients obtained in the analysis. The study found that the volume of trade between 
Pakistan and other SAARC countries and the Economic Cooperation Organization (ECO) 
was very low. This was in spite of the fact that there existed tremendous trade potential. 
They cited political and social tensions as the main obstacles among South Asian nations, 
particularly between India and Pakistan, the two major countries of the SAARC region. 
Hassan, M. Kabir (2001) attempted to analyse the viability of economic cooperation arising 
out of the potential for free trade among the SAARC countries. Data were collected from 
IMF’s DOTS, UNCTAD, and UN COMTRADE for the period 1991-97, and the gravity 
model was used. The study found that Intra-SAARC trade was low and the countries of the 
SAARC region traded less with other countries of the world. This study suggested that in 
order to achieve trade creating benefits the SAARC countries must trade more among 
themselves and also with the outside world. 
Hiranath, S. W. (2004) evaluated the working of the SAARC regional group under SAPTA 
and also examined the future possibilities of SAFTA. The Panel and Cross-sectional data on 
bilateral trade flow, GDP, and Per Capita GDP was taken from DOTS (IMF) and the 
publications of the World Bank for the period 1996-2002. The Gravity Equation was 
estimated by using the “Generalized Least Squares (GLS) regression technique” and it was 
corrected for the problems of Heteroscedasticity and Autocorrelation. The study found that 
there was a significant trade creation effect under SAFTA. However, the study found no 
evidence of trade diversion effect with the other remaining countries of the world. 



STATISTICS IN TRANSITION new series, September 2021 

 

83

Batra, Amita (2006) analysed the world trade flow of 146 countries in her study. She used 
an “Augmented Gravity Model” equation for her analysis. The main objective of the study 
was to estimate trade potential for India. The data on population and GNP was taken from 
WDI (World Bank, CD-ROM, 2003). The study used the OLS estimation technique for the 
purposes of estimation of the model using cross-sectional data for the year 2000. The 
findings revealed that the size of India’s trade potential was highest in the “Asia-Pacific 
Region”. This was followed by “Western Europe and North America”. 
Rahman, Shadat, and Das (2006) investigated the effects of the “trade creation and trade 
diversion on Regional Trade Agreements (RTAs)”, with a particular focus on SAFTA. For 
the purposes of their analysis, they used the gravity model. ‘The panel data approach with 
country-pair specific fixed effect’ was used in the study. In addition to that, the regression 
model included the year-specific fixed effect. They used the bilateral export flow as 
a dependent variable. The data on bilateral flows of trade and other variables were taken 
from DOTS, IMF database, World Development Indicator (WDI), IFS CD-ROM for the 
sample of 61 countries with the time period 1991-2003. All coefficients of the gravity 
variables were found to carry an expected sign and were also significant statistically. The 
study concluded that the reduction in “tariff and non-tariff barriers” and the introduction 
of Rules of Origin (RoO) would increase intra-regional trade in the SAARC countries. 
Ekanayake, Mukhergee, and Veeramacheneni (2010) made an attempt to study the effects 
of trade creation and trade diversion on RTAs in Asian countries and also their effects on 
intra-regional trade flows. The study made use of an AGM model for the purposes of 
analysis. The data for the study were taken from various publications of the UN, IMF, and 
World Bank for the period 1980-2009. A total number of nineteen Asian nations were 
selected. The results of the model showed that most of the coefficients pertaining to regional 
dummy variables were positive. They were also found to be significant statistically. This 
implied that the effect of the multilateral trade agreement on trade was more than BTAs. 
The study suggested that the fast evolving economic and political environment provided 
vast possibilities for analysing the success of economic integration in the Asian region. 
Akhter and Ghani Ejaz (2010) analysed the trade agreement SAFTA and examined its role 
in increasing the trade potential of the members of the SAARC region and bringing in trade 
benefits for the countries. The study for the purposes of analysis uses the gravity model to 
estimate bilateral trade flows and trade potential among SAARC nations. The data on “GDP 
and per capita GDP were taken from the publications of World Bank, UNCTAD and WTO” 
for the time period 2003-2008. The findings of the study showed that the potential for trade 
creation existed provided there was a regional trade agreement among India, Pakistan, and 
Sri Lanka. However, as far as the potential for trade creation is concerned, it would be little 
if the SAARC members signed FTAs with other non-member countries. The basis of these 
findings was the data pertaining to SAPTA. The study found that SAFTA was more useful 
in the long run than in the short run.  The trade diversion effects under SAFTA would be 
minimized if trade industrialization, as well as trade liberalization, continued in the region. 
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Therefore, the study suggested a conducive economic and social setup and also a strong 
political will for “economic integration and trade liberalization in the region”.  
Rizwanulhassan & Shafiqurrehman (2015) attempted to evaluate the extent of intra-
regional trade among SAARC nations by using the “Extended Gravity Model” for the time 
period 1991-2010. The data on trade were taken from DOTS (IMF), on population and real 
GDP from WDI (World Bank), and on distance from the time and date website 
(timeanddate.com). The study found a significant effect of “GDP, GDP per capita, Exchange 
Rate Volatility, and Common Border on intra-regional trade”. 
Abhyaratne, Anoma, and Varma, Sumati (2017) examined the effect of the “India-Sri 
Lanka Free Trade Agreement (ISLFTA)” on their bilateral trade flows. The study collected 
panel data for the period 1990-2014 to estimate the “gravity model using the Weighted Least 
Squares (WLS) Method”. It was found that ISLFTA had increased their bilateral trade and 
produced ample trade creation effects.  

2.1.  Objective and methodology 

The objective of this study is to explore trade possibilities under SAFTA between 
India and other SAARC member nations by making use of the augmented gravity 
model. To analyze bilateral trade, the gravity approach is the most widely used 
empirical technique. Determination of factors affecting bilateral trade and their 
influence on economic growth is a highly debatable issue among the researchers. Trade 
potential is generally computed with the help of the gravity model in empirical research. 
The flow and direction of potential trade in the literature are determined by subtracting 
the estimated trade flows (predicted by the gravity model) and actual trade flows. Thus, 
the coefficients obtained from the gravity model are used to forecast trade potential for 
India. In the case of India, the untapped trade potential is shown by actual trade with 
any other member country and is less than what is predicted by the gravity model.  

In the present study, the augmented gravity model is utilized to find the trade 
potential of India under SAFTA with other SAARC member countries from 1992 to 
2019 at an annual frequency in general and from 2004 to 2019 in particular.   

3.  Methodological construct  

3.1. The model  

The gravity equation is an applied model of trade. It analyses bilateral trade among 
nations/states. It is similar to Newton’s physics function, which describes the “force of 
gravity”. “The model explains the flow of trade between a pair of countries as being 
proportional to their economic ‘‘mass’’ (national income) and inversely proportional 
to the distance between them” (Maryam and Kashim, 2015). Tinbergen (1962) and 
Poyhonen (1963) used the following equation: 
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Tij = (GDPi *GDPj)/Distanceij                               (1) 

In this equation, Tij represents the trade between two participating country i and j, 
GDPi and GDPj are country i and j’s national incomes respectively. Distanceij measures 
the bilateral distance between the two countries and is taken to be a constant of 
proportionality. Taking logarithms of the gravity equation in (1) as given above, the 
model becomes linear and the estimable equation becomes: 

Log Tij= β0 + β1 log (GDPi . GDPj) + β2 log (Distanceij) +Uij                      (2) 

Where β0, β1, and β2 are coefficients to be estimated. Equation (2) is the main 
equation where trade is found to be a positive function of income and an inverse 
function of distance. 

The basic logic of this model is that trade has a positive relationship with the size of 
the trading country and a negative relation with the distance between countries.  Here, 
the distance is taken as a proxy for information and transportation costs. As the 
distance increases trade decreases and vice versa. Tinbergen (1962) used the following 
modified equation: 

Tij = β0 Yiβ1 Yjβ2Dijβ3Nijβ4 Pc
β5Pb

β6                                         (3) 

Where, Nij is the border dummy for country i and j, Yi stands for GDP of country 
i while Yj depicts the GDP of country j, Dij is the distance between country i and country 
j, Pc shows the commonwealth preference dummy variable. 

3.2.  Econometric technique used in this paper 

The study makes use of the augmented gravity model. According to this model, the 
total trade between countries depends on GDP or population, distance (a proxy of 
transportation costs), and other dummies that may promote or restrict the trade 
between them. Apart from the basic gravity variables, there are some other factors that 
affect bilateral trade such as cultural similarities, trade agreements, geographical 
location, factor endowment, and the role of development. Such factors are used to find 
out the trade potential of India.  Real exchange is another important determinant of the 
trade potential. However, there were many missing values for this variable for several 
countries. Therefore, we are unable to include it in our model. The present study makes 
use of the Tinbergen (1962) following equation:  

Tij =β0 X1i
β1 X2j

β2 X3ij
β3Aij

β4 Dij
β5                                                                     (4) 

Where, Tij represents country i and country j’s total trade, X1i and X2j show the 
GDPs of country i and country j respectively, X3ij shows the distance between the two 
countries, Aij is the set of other explanatory control variables, Dij shows the set of all 
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dummy variables for the two countries, and β0 is the vector of the coefficient of all 
explanatory variables.  

In order to make the model linear, the logarithm of the equation (4) is taken. Thus, 
the model in the log-linear form becomes:  

logTijt = β0 +β1logX1it +β2logX2jt +β3logX3ijt+β4 logAijt+β5Dijt+Uijt  (5) 

In the above equation, the variable 𝑨𝒊𝒋𝒕 represents explanatory variables such as per 
capita GDP differential (PCGDPD), and total trade to GDP (T/Yi, T/Yj) ratio. Dijt is used 
for dummies like common border, language, etc. 

Per Capita GDP differential (PCGDPD) is used to test the Heckscher-Ohlin (H-O) 
or Linder’s hypothesis. The total trade to GDP ratio is taken for showing trade 
openness. Following the Wang and Winter (1991) study, the present study includes the 
border and language variables to estimate the effects of cultural factors between the 
countries.  

The study used three gravity models for India’s bilateral trade with 7 trading 
countries from 1992 to 2014: “(i) the gravity model of total trade (export + import), (ii) 
the gravity model of exports, and (iii) the gravity model of India’s imports”.   

Thus, the gravity model for total trade becomes: 
log(𝑇𝑖𝑗𝑡) = β0 + β1 log(𝐺𝐷𝑃𝑖𝑡)+ β2 log (𝐺𝐷𝑃𝑗𝑡) + β3𝑙𝑜𝑔(𝑃𝐶𝐺𝐷𝑃𝐷𝑖𝑗𝑡) + β4 log(𝐷𝑖𝑠𝑖𝑗𝑡) 

+  β5𝑙𝑜𝑔(𝑇/𝑌𝑖𝑡) + β6𝑙𝑜𝑔 (𝑇/𝑌𝑗𝑡) + β7 (𝐵𝑜𝑟𝑑𝑒𝑟𝑖𝑗) + β8 (𝐿𝑎𝑛𝑖𝑗) +  𝑈𝑖𝑗𝑡        (6)  

log(EXP𝑖𝑗𝑡) = β0 + β1 log(𝐺𝐷𝑃𝑖𝑡)+ β2 log (𝐺𝐷𝑃𝑗𝑡) + β3𝑙𝑜𝑔(𝑃𝐶𝐺𝐷𝑃𝐷𝑖𝑗𝑡) + β4 log(𝐷𝑖𝑠𝑖𝑗𝑡) 

+  β5𝑙𝑜𝑔(𝑇/𝑌𝑖𝑡) + β6𝑙𝑜𝑔 (IMP/𝑌𝑗𝑡) + β7 (𝐵𝑜𝑟𝑑𝑒𝑟𝑖𝑗) + β8 (𝐿𝑎𝑛𝑖𝑗) +  𝑈𝑖𝑗𝑡(7)  

log(IMP𝑖𝑗𝑡) = β0 + β1 log(𝐺𝐷𝑃𝑖𝑡)+ β2 log (𝐺𝐷𝑃𝑗𝑡) + β3𝑙𝑜𝑔(𝑃𝐶𝐺𝐷𝑃𝐷𝑖𝑗𝑡) + β4 log(𝐷𝑖𝑠𝑖𝑗𝑡) 

+  β5𝑙𝑜𝑔(𝑇/𝑌𝑖𝑡) + β6𝑙𝑜𝑔 (EXP/𝑌𝑗𝑡) + β7 (𝐵𝑜𝑟𝑑𝑒𝑟𝑖𝑗) + β8 (𝐿𝑎𝑛𝑖𝑗) +  𝑈𝑖𝑗𝑡(8)  

Where, Tij represents country i and country j’s total trade, EXPij represents the total 
exports between two countries, IMPij is the total imports between the two countries, 
GDPi is the income of country i, GDPj shows the income of country j, PCGDPDij is per 
capita gross domestic product differential between countries, Distij is the distance 
between the two countries, T/Yi  is the total trade to GDP ratio j, EXP/Yj, IMP/Yj is the 
total trade/export/import to GDP ratio of country j respectively. 

3.3. Panel data framework  

There are several merits of using panel data methods which are not there in the case 
of time series and cross-sectional data. Panel data control due to individual 
heterogeneity and produces efficient estimates by dealing with multicollinearity 
in explanatory variables. The most common and widely used panel data estimation 
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models are the random effect model (REM) and the fixed effect model (RFM) (Gujrati, 
2008). REM assumes that the intercept of each cross-section is a random variable 
(Gujrati, 2008). This model is more used when random intercepts are uncorrelated with 
explanatory variables, whereas, in the Fixed Effect Model (FEM), both individual and 
time effects are accounted for. In the FE model, the slope coefficients do not change.  
The model is useful when individual intercepts are correlated with the independent 
variables (Gujrati, 2008).  

The present study proposes to calculate the effects of both time-invariant and time-
variant variables in the factors affecting bilateral trade and India’s trade potential. 
Therefore, Random Effect Model is preferred to the Fixed Effect Model. “REM is also 
preferred as numbers of cross-sections are greater than time period” (Gujrati, 2008).  

3.4. Trade potentials  

The calculation of trade potential is also related to the gravity model. Several studies 
have used various methods to find out trade potentials. The most widely used one is to 
use point estimates of coefficients on explanatory variables to estimate the trade 
potential. The study has calculated the trade potentials using the following equation:  

Trade Potential = Predicted trade flows – Actual trade flows                  (9) 

Predicted values are calculated from gravity models of total trade, total exports, and 
total imports. The positive value means that there is a chance of increasing trade 
expansion and the negative value means that trade potential with selected trading 
countries has been already exhausted (Batra, 2004).   

3.5. Results  

3.5.1. Total trade determinants  

The present study has used the REM to estimate the augmented gravity approach 
equation. The REM was selected on the basis of the Hausman Test, which resulted in p 
values greater than 0.05 in all the cases. We used the STATA statistical package to 
conduct this test. The logged dependent and independent variables mean that the 
estimated coefficients of the independent variables show the elasticity of variables. They 
show the marginal effect of the predictor variable while keeping the other variables 
unchanged. The present study has estimated seven models using REM so as to find the 
determinants of trade in India. The variables, which are considered to be significant, 
have been included one by one in the model. The results of the augmented gravity 
model are presented in Table 3.1.  

Model 1 shows the standard gravity variables such as GDP and distance as used by 
Tinbergen (1962). The results of the study reveal that in model 1, the GDP of India and 
partner countries, i.e. economic size, and distance are significant with expected signs.  
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We include significant variables one by one to estimate the effect on other variables. 
We begin with lnPCGDPDij variables, and model 2 takes into account the lnPCGDPDij 

variable while keeping all other variables used in model 1. There is a slight change in 
the estimated coefficients of model 2 as compared to model 1. In model 3, Distij 

(distance) is included and is found significant at the level of 5%. Model 4 includes lnT/Yi 

and ln T/Yj (log trade GDP ratio of country i and j respectively) and excluded 
lnPCGDPDij and Distij (distance). LnT/Yi is significant at the level of 1%. Model 5 
includes border and language dummy variables and lnPCGDPDij which make lnGDPi 

again significant at the level of 1%. Model 6 includes Distij (distance), which makes 
lnPCGDPDij and language dummy variables significant at the level of 1%. Distij 

(distance) itself is significant at the level of 1%. Model 7 is the final model that has the 
GDP of India and other partner countries, PCGDP differential which validates the H-
O theory. This implies that countries which have a different factor of endowments 
generally, trade more, other variables of the model include trade openness of the two 
countries, distance, and dummy variables. Most of these variables turn out to be 
significant and show expected signs. The explanatory power of all the estimated models, 
as measured by R2, has been found to be approximately the same.   

The final augmented gravity model used for ascertaining the determinants of 
India’s total trade is as follows:  
log(𝑇𝑖𝑗𝑡) = β0 + β1 log(𝐺𝐷𝑃𝑖𝑡) + β2 log (𝐺𝐷𝑃𝑗𝑡) + β3𝑙𝑜𝑔(𝑃𝐶𝐺𝐷𝑃𝐷𝑖𝑗𝑡) + β4 log(𝐷𝑖𝑠𝑖𝑗𝑡)    
                +  β5𝑙𝑜𝑔(𝑇/𝑌𝑖𝑡) + β6𝑙𝑜𝑔 (𝑇/𝑌𝑗𝑡) + β7 (𝐵𝑜𝑟𝑑𝑒𝑟𝑖𝑗) + β8 (𝐿𝑎𝑛𝑖𝑗) +  𝑈𝑖𝑗𝑡 
log(𝑇SP𝑖𝑗𝑡) = β0 + β1 log(𝐺𝐷𝑃𝑖𝑡) + β2 log (𝐺𝐷𝑃𝑗𝑡) + β3𝑙𝑜𝑔(𝑃𝐶𝐺𝐷𝑃𝐷𝑖𝑗𝑡) + β4 log(𝐷𝑖𝑠𝑖𝑗𝑡)    
                   +  β5𝑙𝑜𝑔(𝑇/𝑌𝑖𝑡) + β6𝑙𝑜𝑔 (𝑇/𝑌𝑗𝑡) + β7 (𝐵𝑜𝑟𝑑𝑒𝑟𝑖𝑗) + β8 (𝐿𝑎𝑛𝑖𝑗) +  𝑈𝑖𝑗𝑡 
log(𝑇SF𝑖𝑗𝑡) = β0 + β1 log(𝐺𝐷𝑃𝑖𝑡) + β2 log (𝐺𝐷𝑃𝑗𝑡) + β3𝑙𝑜𝑔(𝑃𝐶𝐺𝐷𝑃𝐷𝑖𝑗𝑡) + β4 log(𝐷𝑖𝑠𝑖𝑗𝑡)    
                    +  β5𝑙𝑜𝑔(𝑇/𝑌𝑖𝑡) + β6𝑙𝑜𝑔 (𝑇/𝑌𝑗𝑡) + β7 (𝐵𝑜𝑟𝑑𝑒𝑟𝑖𝑗) + β8 (𝐿𝑎𝑛𝑖𝑗) +  𝑈𝑖𝑗𝑡 

The results of the estimated results for the gravity model of total trade are given 
below: 
log(𝑇𝑖𝑗𝑡) = -28.48 + 0.286 log(𝐺𝐷𝑃𝑖𝑡)+ 0.602 log(𝐺𝐷𝑃𝑗𝑡) + 0.841𝑙𝑜𝑔(𝑃𝐶𝐺𝐷𝑃𝐷𝑖𝑗𝑡) – 0.871  

log(𝐷𝑖𝑠𝑖𝑗𝑡) + 1.362𝑙𝑜𝑔(𝑇/𝑌𝑖𝑡) -0.217𝑙𝑜𝑔(𝑇/𝑌𝑗𝑡) + 0.159 (𝐵𝑜𝑟𝑑𝑒𝑟𝑖𝑗) + 1.305 (𝐿𝑎𝑛𝑖𝑗)  
log(𝑇SP𝑖𝑗𝑡) = -51.11 + 0.964 log(𝐺𝐷𝑃𝑖𝑡)+ 0.648 log(𝐺𝐷𝑃𝑗𝑡) + 1.246𝑙𝑜𝑔(𝑃𝐶𝐺𝐷𝑃𝐷𝑖𝑗𝑡) – 0.504     

log(𝐷𝑖𝑠𝑖𝑗𝑡) + 1.015𝑙𝑜𝑔(𝑇/𝑌𝑖𝑡) -0.0457𝑙𝑜𝑔(𝑇/𝑌𝑗𝑡) + 0.262(𝐵𝑜𝑟𝑑𝑒𝑟𝑖𝑗) + 1.779 
(𝐿𝑎𝑛𝑖𝑗) 

log(𝑇SF𝑖𝑗𝑡) = -28.60 + 0.311 log(𝐺𝐷𝑃𝑖𝑡)+ 0.788 log(𝐺𝐷𝑃𝑗𝑡) + 0.607𝑙𝑜𝑔(𝑃𝐶𝐺𝐷𝑃𝐷𝑖𝑗𝑡) – 1.328     
log(𝐷𝑖𝑠𝑖𝑗𝑡) + 0.215𝑙𝑜𝑔(𝑇/𝑌𝑖𝑡) +0.567𝑙𝑜𝑔(𝑇/𝑌𝑗𝑡) + 0.388 (𝐵𝑜𝑟𝑑𝑒𝑟𝑖𝑗) + 0.782 
(𝐿𝑎𝑛𝑖𝑗) 

The GDP of trading countries has an expected sign, which is a conventional and 
important factor of AGM. It has an expected coefficient and is statistically significant. The 
result provides evidence in favour of a positive relationship between the size of countries 
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and trade. The coefficient of per capita GDP differential is statistically significant and 
positive. The observed sign of the coefficient reveals that the H-O theory has a dominating 
impact on Linder’s hypothesis. This implies that those nations usually trade more which 
have different factors of the endowments. Distance is also statistically significant and 
shows an expected negative sign. Distance has been used as a proxy for transportation 
costs and other time-related costs. The trade to GDP ratio shows an expected positive 
sign, which is significant. The trade to GDP ratio for country j shows a negative sign. The 
results reveal that trade openness leads to increased trade volume among them.  

In order to capture the cultural effects on trade flows, the study took into  
account some dummy variables, namely Border and Language. The dummy variable 
Border takes the value 1 for Afghanistan, Bangladesh, Bhutan Nepal, and Pakistan as 
they share common borders with India. However, the results contradict the theoretical 
reasoning of this variable. Such results occur because due to military and political 
tensions a large volume of trade takes place between India and Pakistan.  Another 
dummy variable, which has been taken into account to study the effects of culture on 
trade, is Language. This variable has the expected positive sign and is also found to be 
statistically significant. It is usually believed that countries sharing a common language 
have more trade.  

3.5.2. Total trade potential of India 

An important aspect of the gravity model is to estimate trade potentials. The study 
has calculated the total trade potentials of India with SAARC and bilateral total trade 
potential with 6 other SAARC member countries for the Pre-SAFTA period (1992-
2003) and Under-SAFTA period (2004-2014).  

In Table 3.1 we show the mean of total trade potentials by subtracting predicted 
trade value (P) from actual trade flows (A), i.e. value of P-A. A  

Table 3.1. Total Trade Potential of India (Average) 

Indicator 
Countries 

Pre-SAFTA Under-SAFTA 
(P-A) 

1992-1997 
(P-A) 

1998-2003 
(P-A) 

2004-2009 
(P-A) 

2010-2014 
SAARC -184.01 -370.21 1404.22 1567.26 
Afghanistan     
Bangladesh -238.32 -260.45 1210.03 1424.73 
Bhutan 5.23 -1.05 -42.39 -60.09 
Maldives -6.54 -1.92 -5.09 34.56 
Nepal 27.24 -126.13 -80.15 -751.60 
Pakistan 20.43 62.89 -105.91 388.66 
Sri Lanka 7.95 -43.56 427.72 531.01 
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As shown in Table 3.1, the study has estimated an average of 6 years in the Pre-
SAFTA period, while the last average (2010-2014) is of 5 years under SAFTA. The 
average trade potential of India was highest for Nepal followed by Pakistan, Sri Lanka, 
and Bhutan in that order under the Pre-SAFTA period during 1992-1997. This shows 
that India had maximum trade potential with these countries, whereas for those 
countries which show negative value India exceeded its total trade potential, i.e. SAARC 
as a whole, Bangladesh and Maldives. For the period 1998 to 2003, under Pre-SAFTA, 
the average value of total trade potential exceeded for all except for Pakistan. So, during 
this period India had the highest total trade potential with Pakistan. 

During the recent years, i.e. 2010 to 2014, under SAFTA, India had the highest trade 
potential with Bangladesh and Sri Lanka. This is clear from Table 3.1, which shows the 
highest average P-A value between these two countries. Also in this period, India 
exceeded its trade potential with Nepal and Bhutan.   

3.6. Conclusion and summary 

This study provides a more detailed analysis of trade potential using the augmented 
gravity model and commodity-wise trade possibilities using the Potential Trade 
Approach among the SAARC countries. This research work has computed trade 
possibilities and potential under SAFTA of India with other SAARC participating 
nations using the gravity model. The gravity model has been widely used in research 
for estimating the trade potential. In our case, the coefficients obtained from the model 
are then used to forecast trade potential for India. The gravity model shows that in the 
case of India actual trade with any country is less than predicted and there is untapped 
trade potential. The analysis is based on the panel data. Panel data estimation has many 
advantages and is preferred over cross-sectional and time-series data because it controls 
individual heterogeneity. Panel data technique enhances the efficiency of the regression 
estimates by decreasing collinearity among explanatory variables with ample degrees of 
freedom.  

The results presented in this study obtained from the analysis of the gravity model 
show that the GDP of trading partners (a proxy for economic size) has a positive 
coefficient and it is also found to be significant statistically. This result lends support to 
the positive relationship between the economic size of trading nations and the trade 
flows. The estimated coefficient of per capita GDP differential (country i and country j) 
shows a positive sign and is also found to be statistically significant at a 1% level of 
significance. The positive sign of the estimated coefficient verifies the H-O hypothesis 
and Linder’s hypothesis. This implies that the countries that generally trade more have 
different factor endowments. Distance is another important variable. This variable 
shows the expected negative sign and is also found to be statistically significant at a 1% 
level of significance. The variable is used as a proxy for transportation cost and other 
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time-related costs. Theoretically, a negative relationship exists between trade flows and 
the distance between trading partners. This implies that as the distance between the 
partners' increases, the trade flows decrease. Thus, there is a theoretical justification for 
including the distance variable in the hypothesis of the gravity model.  Another variable, 
i.e. Trade to GDP ratio of country, which is the proxy for trade openness, shows an 
expected positive sign and is also statistically significant at a 1 % level of significance. 
And Trade to GDP ratio for country j shows a negative sign. The results support the 
theoretical reasoning of the variable, which states that the more the open economy of 
trading partners, the more will be the trade between them.  

Apart from the above variables, the present study has also made use of some 
dummy variables in the analysis using the gravity model. The dummy variables were 
included to assess the impact of cultural effects on intra-regional trade flows. For 
example, the Border is a dummy, which takes the value 1 for countries like Afghanistan, 
Bangladesh, Bhutan, Nepal, and Pakistan as they share a common border with India. 
And the value zero when they do not share a common border with India. However, it is 
assumed that the countries sharing common borders generally share common 
traditions, customs, and consumption patterns also. Consequently, a positive 
association between a common border and trade flows is expected. But the results are 
contradictory and are not in harmony with the theoretical reasoning of this variable. 
For example, in the case of India and Pakistan, this may be because the low volume of 
trade between the two countries is due to political factors and strained relations. 
Another dummy variable used in the model for assessing cultural effects is Language. 
This variable shows the desired positive sign and is statistically significant. Generally, it 
is assumed that countries sharing a common language have more trade.  

The findings of this study show that intra-regional trade volumes between SAARC 
nations can be increased and encouraged. It is important to undertake structural 
reforms so that the trade with non-member countries can also be boosted. The 
researchers should try to take into account the effect of locational and infrastructural 
advantages on transportation costs using gravity. Previous research has also argued that 
an augmented gravity model may help in explaining some key features of South Asian 
trade, which may not be explained by traditional gravity models. 

3.7. Future area of research 

The researchers should try to take into account the effect of locational and 
infrastructural advantages on transportation costs using gravity. Services ought to 
likewise be included and accentuation ought to incorporate whatever number of 
services as could be expected under the circumstances. 
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APPENDIX  

Table A.1.  Panel Data Results of Gravity Trade Model (Random Effects Model) 

 (1) (2) (3) (4) (5) (6) (7) 

VARIABLES Lntrade Lntrade Lntrade lntrade Lntrade lntrade lntrade 

        

Lngdpi 1.098*** 1.051*** 1.005*** 0.369 1.011*** 0.991*** 0.286 

 (0.146) (0.152) (0.120) (0.240) (0.126) (0.0565) (0.203) 

Lngdpj 0.598*** 0.635*** 0.697*** 0.578*** 0.667*** 0.649*** 0.602*** 

 (0.146) (0.146) (0.116) (0.157) (0.118) (0.0303) (0.0523) 

Lnpcgdpdij  0.176   0.321 0.854*** 0.841*** 

  (0.221)   (0.228) (0.112) (0.107) 

Lndistij   -1.172**   -
0.886*** 

-
0.871*** 

   (0.506)   (0.0991) (0.0951) 

Lntyi    1.348***   1.362*** 

    (0.327)   (0.345) 

Lntyj    -0.0587   -0.217 

    (0.192)   (0.201) 

Border     0.566 0.286 0.159 

     (1.048) (0.196) (0.220) 

Language     0.929 1.330*** 1.305*** 

     (1.005) (0.149) (0.143) 

Constant -
37.85*** 

-
37.35*** 

-
36.98*** 

-
21.98*** 

-
44.02*** 

-
45.15*** 

-
28.48*** 

 (1.439) (1.558) (1.436) (4.106) (7.813) (1.823) (4.465) 

        

Observations 138 138 138 138 138 138 138 

Number of 
countrypair1 

6 6 6 6 6 6 6 

Note: Standard errors are in parentheses 
*** p<0.01, ** p<0.05, * p<0.1 

 

  



96                                                                                        V. Sharma, V. Kumar: Trade potential under the… 

 

 

Table A.2.  Gravity Model of Total Trade under Pre-SAFTA 

 (1) (2) (3) (4) (5) (6) (7) 

VARIABLES model1 model2 model3 model4 model5 model6 model7 

        

Lngdpi 1.621*** 1.649*** 1.524*** 1.311* 1.678*** 1.628*** 0.964 

 (0.269) (0.270) (0.258) (0.780) (0.227) (0.215) (0.799) 

Lngdpj 0.595*** 0.586*** 0.689*** 0.539** 0.595*** 0.641*** 0.648*** 

 (0.169) (0.170) (0.152) (0.211) (0.0705) (0.0409) (0.110) 

Lnpcgdpdij  0.392   1.274*** 1.233*** 1.246*** 

  (0.350)   (0.267) (0.178) (0.185) 

Lndistij   -0.982   -
0.512*** 

-
0.504*** 

   (0.643)   (0.150) (0.153) 

Lntyi    0.569   1.015 

    (1.114)   (1.159) 

Lntyj    -0.165   0.0457 

    (0.464)   (0.526) 

Border     0.0641 0.226 0.262 

     (0.586) (0.267) (0.584) 

Language     1.585*** 1.760*** 1.779*** 

     (0.538) (0.207) (0.301) 

Constant -
51.78*** 

-
52.15*** 

-
50.79*** 

-
43.37*** 

-
64.29*** 

-
65.12*** 

-
51.11*** 

 (5.513) (5.509) (5.538) (16.54) (7.049) (5.821) (17.29) 

        

Observations 72 72 72 72 72 72 72 

Number of 
country1 

6 6 6 6 6 6 6 

Note: Standard errors are in parentheses 
*** p<0.01, ** p<0.05, * p<0.1 
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Table A.3  Gravity Model of Total Trade under SAFTA 

 (1) (2) (3) (4) (5) (6) (7) 

VARIABLES Model 1 Model 2 Model 3 Model 4 Model 5 Model 6 Model 7 

        

Lngdpi 0.689*** 0.640*** 0.500*** 0.591*** 0.670*** 0.468*** 0.311** 

 (0.158) (0.177) (0.106) (0.185) (0.255) (0.111) (0.121) 

Lngdpj 0.494*** 0.542*** 0.675*** 0.513*** 0.513** 0.708*** 0.788*** 

 (0.142) (0.162) (0.0864) (0.158) (0.240) (0.0916) (0.0241) 

Lnpcgdpdij  0.168   0.131 0.307* 0.607*** 

  (0.205)   (0.287) (0.172) (0.0839) 

Lndistij   -
1.330*** 

  -
1.403*** 

-
1.328*** 

   (0.322)   (0.322) (0.0565) 

Lntyi    0.277   0.215 

    (0.306)   (0.367) 

Lntyj    0.142   0.567*** 

    (0.162)   (0.132) 

Language     0.0957 0.911 0.782*** 

     (2.152) (0.714) (0.120) 

Border     0.131 0.626 0.388*** 

     (2.207) (0.756) (0.148) 

Constant -
24.03*** 

-
23.77*** 

-
22.27*** 

-
23.38*** 

-24.71 -
29.05*** 

-
28.60*** 

 (1.779) (1.829) (1.689) (2.110) (16.53) (5.626) (2.457) 

        

Observations 77 77 77 77 77 77 77 

Number of 
country1 

7 7 7 7 7 7 7 

Note: Standard errors are in parentheses 
*** p<0.01, ** p<0.05, * p<0.1 
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A new reciprocal Rayleigh extension: properties, copulas, different 
methods of estimation and a modified right-censored 

 test for validation 

Haitham M. Yousof1, M. Masoom Ali2, Hafida Goual3, Mohamed Ibrahim4 

ABSTRACT 

In this article, a new reciprocal Rayleigh extension called the Xgamma reciprocal Rayleigh 
model is defined and studied. The relevant statistical properties are derived, and the useful 
results related to the convexity and concavity are addressed. We discussed the estimation of 
the parameters using different estimation methods such as the maximum likelihood 
estimation method, the ordinary least squares estimation method, the weighted least squares 
estimation method, the Cramer-Von-Mises estimation method, and the bootstrapping 
method. A simulation study was conducted to assess the performances of the proposed 
estimation methods are investigated through a simulation study. Many bivariate and 
multivariate type model have also been derived based on Farlie-Gumbel-Morgenstern 
copula, the Clayton copula, Renyi’s entropy copula and the Ali-Mikhail-Haq copula. 
A modified Nikulin-Rao-Robson test for right-censored validation is applied to a censored 
real data set. 

Key words: Xgamma model, reciprocal Rayleigh model, simulations, bootstrapping, Farlie 
Gumbel Morgenstern copula, least squares, Cramer-Von-Mises, bootstrapping, Ali-Mikhail-
Haq copula, convexity, concavity. 

1.  Introduction 

The probability density function (PDF) and cumulative distribution function 
(CDF) of the reciprocal Rayleigh (RR) distribution are given, respectively, by 
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where 𝜃ଶ  0 refers to the scale parameter. The RR model is a special case from the 
well-known inverse Weibull distribution. The RR model was originally proposed by 
Fréchet (1927). It has many applications in accelerated life testing, earthquakes, floods, 
wind speed, horse racing, rainfall, queues in supermarkets, and sea waves. Gusmao et 
al. (2011) defined and studied the generalized reciprocal Rayleigh (GRR) distribution. 
Krishna et al. (2013) proposed some applications of the Marshall-Olkin reciprocal 
Rayleigh (MORR) distribution. Mahmoud and Mandouh (2013) proposed and studied 
the transmuted reciprocal Rayleigh (TRR) distribution. Haq et al. (2017) presented 
a new four-prarameter reciprocal Rayleigh version for modeling extreme values. 
Korkmaz et al. (2017) studied some theoretical and computational aspects of the odd 
Lindley reciprocal Rayleigh (OLRR) distribution. Yousof et al. (2018d) defined a new 
family called the odd reciprocal Rayleigh G (ORR-G) family of distributions. Yousof et 
al. (2019) defined a new compound version of the reciprocal Rayleigh (OBRR) 
distribution. Salah et al. (2020) defined and studied a new version of RR model called 
the odd Burr RR model with different copula, different estimation methods, 
applications and validation testing. Recently, Cordeiro (2020) proposed and studied the 
Xgamma-G (Xg-G) family of distribution with CDF and PDF (for 𝜃ଵ  0) given by  
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(1) 

and  
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(2) 

respectively, where 𝑔𝛏ሺ𝑦ሻ and 𝐺𝛏ሺ𝑦ሻ are the baseline PDF and CDF respectively with a 
parameter vector 𝛏. To this end, we define the CDF of the Xgamma reciprocal Rayleigh 
(XgRR) model. Using (1), the CDF of the XgRR can be written as  

𝐹ఏభ,ఏమ
ሺ𝑦ሻ ൌ 1 െ

1
1  𝜃ଵ

ቈ1 െ 𝑒
ିቀഇమ


ቁ

మ


ఏభ

⎝

⎜
⎛

1  𝜃ଵ െ 𝜃ଵ log ቈ1 െ 𝑒
ିቀഇమ


ቁ

మ




1
2

𝜃ଵ
ଶ ቊlog ቈ1 െ 𝑒

ିቀഇమ


ቁ
మ

ቋ
ଶ

⎠

⎟
⎞

|௬∈ℝశ. 

 
 

(3) 

The PDF corresponding to (3) reduces to  
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(4) 
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The XgRR family density in (4) can be expressed as 
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(6) 

and the power series raised to a positive integer  𝑛  (see Gradshteyn and Ryzhik (2002))  
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(7) 

where the coefficients  𝑐ሺ,ሻ  (for  𝑗 ൌ 1,2, … ) can be easily determined from the 
recurrence equation  
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Applying (6) to the quantity 𝐴ሺ𝑦; 𝜃ଶሻ in the PDF in (5), the PDF can be expressed as 
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Expanding the quantity 𝐵ሺ𝑦; 𝜃ଶሻ using (7), the 𝑓ఏభ,ఏమ
ሺ𝑦ሻ can be written as 

𝑓ఏభ,ఏమ
ሺ𝑦ሻ ൌ

𝜃ଵ
ଶ

1  𝜃ଵ
 2𝜃ଶ

ଶ𝑦ିଷ𝑒
ିቀഇమ


ቁ

మᇩᇭᇭᇭᇪᇭᇭᇭᇫ
ഇమሺ௬ሻ

ቈ1 െ 𝑒
ିቀഇమ


ቁ

మ


ఏభିଵ

ᇣᇧᇧᇧᇧᇤᇧᇧᇧᇧᇥ
ሺ௬;ఏభ,ఏమሻ

 



⎩
⎪
⎨

⎪
⎧

𝜃ଵ
ଷ

2ሺ1  𝜃ଵሻ
2𝜃ଶ

ଶ𝑦ିଷ𝑒
ିቀഇమ


ቁ

మᇩᇭᇭᇭᇪᇭᇭᇭᇫ
ഇమሺ௬ሻ

 𝑐ଶ,

ஶ

ୀ

𝑒
ିሺଶାሻቀഇమ


ቁ

మ

 ቈ1 െ 𝑒
ିቀഇమ


ቁ

మ


ఏభିଵ

ᇣᇧᇧᇧᇧᇤᇧᇧᇧᇧᇥ
ሺ௬;ఏభ,ఏమሻ

⎭
⎪
⎬

⎪
⎫

, 

where 𝑐ଶ,   ൌ 1/ሺ𝑖  1ሻ. Applying the power series (8) to the quantity 𝐶ሺ𝑦; 𝜃ଵ, 𝜃ଶሻ , we 
obtain  
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where  
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, 

and 𝜋చሺ𝑦ሻ is the RR density with scale parameter  𝜃ଶ𝜍
భ
మ  and shape parameter 2. So, 

the density of  𝑌  is a linear combination of RR densities. The CDF of 𝑌 follows by 
integrating (8) as 

𝐹ఏభ,ఏమ
ሺ𝑦ሻ ൌ  𝛻 𝐻ଵାሺ𝑦ሻ   𝛻,
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ୀ

, 
 
(10) 

where 𝐻చሺ𝑦ሻ is the RR density with scale parameter 𝜃ଶ𝜍
భ
మ  and shape parameter 2. 

Equations (9) and (10) are the main results of this section. We provide some plots of 
the PDF and hazard rate function (HRF) of the XgRR model to show its flexibility. 
Figure 1 displays some plots of the XgRR density for selected parameter values. These 
plots reveal that the new density can be right skewed with different flexible shapes. 
The HRF plots of the XgRR distribution can be upside down or increasing. Many other 
useful real data sets can be found in Aryal and Yousof (2017), Merovci et al. (2017 and 
2020), Korkmaz et al. (2017), Hamedani et al. (2017), Brito et al. (2017), Alizadeh et al. 
(2018), Korkmaz et al. (2018), Yousof  et al. (2018a-d), Hamedani et al. (2018), Cordeiro 
et al. (2018), Hamedani et al. (2019), Ibrahim (2019), Nascimento et al. (2017, 2018 and 
2019), Ibrahim et al. (2019), Goual and Yousof (2019), Korkmaz et al. (2019), Alizadeh 
et al. (2019) and Goual et al. (2020), Ibrahim (2020 a and b) and Yadav et al. (2020).  

After studying the mathematical properties of the XgRR model, we discussed the 
estimation of the parameters using different estimation methods such as maximum 
likelihood estimation method, ordinary least squares estimation method, weighted 
least-squares estimation method, Cramer-Von-Mises estimation method and 
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bootstrapping method. Then, the Nikulin-Rao-Robson (N.R.R) statistic and modified 
N.R.R are discussed. In particular, the modified chi-squared test for composite 
hypothesis for complete samples was first considered by Nikulin (1973a, 1973b and 
1973c), Rao and Robson (1974), among others. On the other hand, several goodness-
of-fit tests have been suggested by the statisticians for censored data. 

2. Properties 

2.1.  Moments 

Let  𝑌చ  be a rv having density  𝜋చሺ𝑦ሻ. The 𝑟୲୦ ordinary moment of 𝑌, say 𝜇,
ᇱ , 

follows from (9) as  
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Setting 𝑟 ൌ 1 in (11) gives the mean of 𝑌  
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2.2.  Incomplete moments 

The 𝑟୲୦ incomplete moment of 𝑌 is defined by  
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(12) 
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and 𝐹ଵ:ଵሾ⋅,⋅,⋅ሿ is a confluent hypergeometric function (see Johnson et al. (2005)). 
Setting 𝑟 ൌ 1 in (12) gives the first incomplete moment 
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Two important applications of the 𝑚ଵ,ሺ𝑡ሻ are related to the mean deviation about 
the mean (𝑆ଵ) and median and to the Bonferroni and Lorenz curves. The mean 
deviation about the mean  
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where  𝐸ሺ𝑌ሻ, 𝑀 ൌ 𝑄ሺ𝑢ሻ ൌ 𝐹ିଵሺ𝑢ሻ is the median of 𝑌, 𝐹ሺ𝜇ଵ,
ᇱ ሻ is easily calculated.  

2.3.  Moment generating function 

The moment generating function (MGF) of 𝑌, say  𝑀ሺ𝑡ሻ ൌ 𝐸ሺ𝑒௧ሻ, is obtained 
from (9) as  
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2.4.  Convexity and concavity 

Convex densities play an important role in several areas of mathematics. They are 
important in studying the “problems of optimization” where they are distinguished by 
several convenient characteristics. In mathematical analysis, a certain density defined 
on a certain 𝑛-dimensional interval is called “convex density” if the line between any 
two points on the graph of the density lies above the graph between the two points. 
The PDF in (5) is said to be “concave density” if for any 𝑌ଵ ∼ XgRR ሺ𝜃ଵ, 𝜃ଶሻ and  𝑌ଶ ∼
XgRR ሺ𝑐ଵ, 𝑐ଶሻ the PDF satisfies 

𝑓൫𝐛yଵ   �̅�𝑦ଶ൯  𝐛𝑓ఏభ,ఏమ
ሺ𝑦ଵሻ  �̅�𝑓భ,మ

ሺ𝑦ଶሻ|ஸ𝐛ஸଵ ୟ୬ୢ �̅�ୀଵି𝐛. 
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If the function 𝑓൫𝐛𝑦ଵ   �̅�𝑦ଶ൯ is twice differentiable, then if 𝑓//൫𝐛𝑦ଵ   �̅�𝑦ଶ൯ ൏
0, ∀ 𝑦 ∈ ℝା , 𝑓൫𝐛𝑦ଵ   �̅�𝑦ଶ൯ is “strictly convex density”. If 𝑓//൫𝐛𝑦ଵ   �̅�𝑦ଶ൯ 
0, ∀ 𝑦 ∈ ℝା , then 𝑓൫𝐛𝑦ଵ   �̅�𝑦ଶ൯ is “convex”. The density in (5) is said to be “convex 
density” if for any 𝑌ଵ ∼ XgRR ሺ𝜃ଵ, 𝜃ଶሻ and  𝑌ଶ ∼ XgRR ሺ𝑐ଵ, 𝑐ଶሻ the density satisfies 

𝑓൫𝐛𝑦ଵ   �̅�𝑦ଶ൯  𝐛𝑓ఏభ,ఏమ
ሺ𝑦ଵሻ  �̅�𝑓భ,మ

ሺ𝑦ଶሻ|ஸ𝐛ஸଵ ୟ୬ୢ �̅�ୀଵି𝐛. 

If the function 𝑓൫𝐛𝑦ଵ   �̅�𝑦ଶ൯ is twice differentiable, then if 𝑓//൫𝐛𝑦ଵ   �̅�𝑦ଶ൯ 
0, ∀ 𝑦 ∈ ℝା , 𝑓൫𝐛𝑦ଵ   �̅�𝑦ଶ൯ is “strictly convex density”. If 𝑓//൫𝐛𝑦ଵ   �̅�𝑦ଶ൯ 
0, ∀ 𝑦 ∈ ℝା, then 𝑓൫𝐛𝑦ଵ   �̅�𝑦ଶ൯ is “convex”. If 𝑓൫𝐛𝑦ଵ   �̅�𝑦ଶ൯ is “convex” and 𝑐 is a 
constant, then the function 𝑐𝑓൫𝐛𝑦ଵ   �̅�𝑦ଶ൯ is “convex”. If 𝑓൫b𝑦ଵ   �̅�𝑦ଶ൯ is “convex 
density”, then ൣ𝑐𝑓൫𝐛𝑦ଵ   �̅�𝑦ଶ൯൧ is convex for every 𝑐  0. If 𝑓൫𝐛𝑦ଵ   �̅�𝑦ଶ൯ and 
𝑔൫𝐛𝑦ଵ   �̅�𝑦ଶ൯ are “convex density”, then ൣ𝑓൫𝐛𝑦ଵ   �̅�𝑦ଶ൯  𝑔൫𝐛𝑦ଵ   �̅�𝑦ଶ൯൧ is also 
“convex density”. If 𝑓൫𝐛𝑦ଵ   �̅�𝑦ଶ൯ and 𝑔൫𝐛𝑦ଵ   �̅�𝑦ଶ൯ are “convex density”, then 
ൣ𝑓൫𝐛𝑦ଵ   �̅�𝑦ଶ൯. 𝑔൫𝐛𝑦ଵ   �̅�𝑦ଶ൯൧ is also “convex density”. If the function െ𝑓൫𝐛𝑦ଵ 
 �̅�𝑦ଶ൯ is “convex density”, then the function 𝑓൫𝐛𝑦ଵ   �̅�𝑦ଶ൯ is “convex density”. 
If 𝑓൫𝐛𝑦ଵ   �̅�𝑦ଶ൯ is “concave density”, then ଵ

൫𝐛௬భା �̅�௬మ൯
 is “convex density” if 𝑓ሺ𝑦ሻ  0. 

If 𝑓൫𝐛𝑦ଵ   �̅�𝑦ଶ൯ is “concave density”, ଵ

൫𝐛௬భା �̅�௬మ൯
 is “convex density” if 𝑓ሺ𝑦ሻ ൏ 0. 

If 𝑓൫𝐛𝑦ଵ   �̅�𝑦ଶ൯ is “concave density”, ଵ

൫𝐛௬భା �̅�௬మ൯
 is “convex density”. 

3.  Copulas 

For modelling the bivariate real data sets, we can consider the bivariate XgRR type 
generated via the FGM copula, modified FGM copula, Clayton copula and Renyi's 
entropy copula. Many other types of copula could be considered in separate works. 
In this Section, we derive some new bivariate type XgRR (BXgRR) model using the 
theorems of FGM copula, modified FGM copula, Clayton copula and Renyi's entropy. 
The Multivariate XgRR (MvXgRR) type is also presented. However, future works may 
be allocated to study these new models. First, we consider the joint CDF (JCDF) of the 
FGM family, where 𝐶ఘሺ𝑚, 𝑤ሻ ൌ 𝑚𝑤ሺ1  𝜌𝑚∗𝑤∗ሻ|∗ୀଵି,௪∗ୀଵି௪, where the 
marginal function 𝑚 ൌ 𝐹ଵ ൌ 𝐹ఏభ,ఏమ

ሺ𝑦ଵሻ, 𝑤 ൌ 𝐹ଶ ൌ 𝐹భ,మ
ሺ𝑦ଶሻ, 𝜌 ∈ ሺെ1,1ሻ is 

a dependence parameter and for every 𝑚, 𝑤 ∈ ሺ0,1ሻ, 𝐶ሺ𝑚, 0ሻ ൌ 𝐶ሺ0, 𝑤ሻ ൌ 0, which is 
"grounded minimum", and 𝐶ሺ𝑚, 1ሻ ൌ 𝑚 and 𝐶ሺ1, 𝑤ሻ ൌ 𝑤 which is "grounded 
maximum", 𝐶ሺ𝑚ଵ, 𝑤ଵሻ  𝐶ሺ𝑚ଶ, 𝑤ଶሻ െ 𝐶ሺ𝑚ଵ, 𝑤ଶሻ െ 𝐶ሺ𝑚ଶ, 𝑤ଵሻ  0.   

3.1. Via FGM copula 

A copula is continuous in 𝑚 and 𝑤 where 
|𝐶ሺ𝑚ଶ, 𝑤ଶሻ െ 𝐶ሺ𝑚ଵ, 𝑤ଵሻ|  |𝑚ଶ െ 𝑚ଵ|  |𝑤ଶ െ 𝑤ଵ|, 
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is the stronger Lipschitz condition. For 0  𝑚ଵ  𝑚ଶ  1 and  0  𝑤ଵ  𝑤ଶ  1,  
we have  

𝑃𝑟ሺ𝑚ଵ  𝑀  𝑚ଶ, 𝑤ଵ  𝑊  𝑤ଶሻ
ൌ 𝐶ሺ𝑚ଵ, 𝑤ଵሻ  𝐶ሺ𝑚ଶ, 𝑤ଶሻ െ 𝐶ሺ𝑚ଵ, 𝑤ଶሻ െ 𝐶ሺ𝑚ଶ, 𝑤ଵሻ  0. 

Then, setting 
𝑚∗ ൌ 𝑆ఏభ,ఏమ

ሺ𝑦ଵሻ ൌ 1 െ 𝐹ఏభ,ఏమ
ሺ𝑦ଵሻ|ሾ∗ୀሺଵିሻ∈ሺ,ଵሻሿ 

and 
𝑤∗ ൌ 𝑆భ,మ

ሺ𝑦ଶሻ ൌ 1 െ 𝐹భ,మ
ሺ𝑦ଶሻ|ሾ௪∗ୀሺଵି௪ሻ∈ሺ,ଵሻሿ, 

we can easily obtain the JCDF of the FGM family from 

𝐶ఘሺ𝑦ଵ, 𝑦ଶሻ ൌ 𝐹ఏభ,ఏమ
ሺ𝑦ଵሻ𝐹భ,మ

ሺ𝑦ଶሻ൛1  𝜌ൣ1 െ 𝐹ఏభ,ఏమ
ሺ𝑦ଵሻ൧ൣ1 െ 𝐹భ,మ

ሺ𝑦ଶሻ൧ൟ, 
where  

𝐹ఏభ,ఏమ
ሺ𝑦ଵሻ ൌ 1 െ

𝒽ఏమ
ሺ𝑦ଵሻఏభ

1  𝜃ଵ
ቐ

1  𝜃ଵ െ 𝜃ଵ log 𝒽ఏమ
ሺ𝑦ଵሻ


1
2

𝜃ଵ
ଶൣlog 𝒽ఏమ

ሺ𝑦ଵሻ൧
ଶ ቑ, 

𝒽ఏమ
ሺ𝑦ଵሻ ൌ 1 െ 𝑒

ିቀഇమ
భ

ቁ
మ

, 

𝐹భ,మ
ሺ𝑦ଶሻ ൌ 1 െ

𝒽మ
ሺ𝑦ଶሻభ

1  𝑎ଵ
ቐ

1  𝑎ଵ െ 𝑎ଵ log 𝒽మ
ሺ𝑦ଶሻ


1
2

𝜃ଵ
ଶൣlog 𝒽మ

ሺ𝑦ଶሻ൧
ଶ ቑ, 

The JPDF can then be derived from 

𝑐ఘሺ𝑚, 𝑤ሻ ൌ 1  𝜌ሺ1 െ 2𝑚ሻሺ1 െ 2𝑤ሻ 

or from 
𝑓ሺ𝑦ଵ, 𝑦ଶሻ ൌ 𝐶ሺ𝐹ଵ, 𝐹ଶሻ𝑓ଵ𝑓ଶ. 

 
3.2. Via modified FGM copula 

The modified FGM copula is defined as 

𝐶ఘሺ𝑚, 𝑤ሻ ൌ 𝑚𝑤ሾ1  𝜌𝑉ሺ𝑚ሻ𝐴ሺ𝑤ሻሿ|ఘ∈ሺିଵ,ଵሻ  

or 
 𝐶ఘሺ𝑚, 𝑤ሻ ൌ 𝑚𝑤  𝜌𝑉ሶ ሺ𝑚ሻ𝐴ሶሺ𝑤ሻ|ఘ∈ሺିଵ,ଵሻ, 

where 𝑉ሶ ሺ𝑚ሻ ൌ 𝑚𝑉ሺ𝑚ሻ, and 𝐴ሶሺ𝑤ሻ ൌ 𝑤𝐴ሺ𝑤ሻ, where 𝑉ሺ𝑚ሻ and 𝐴ሺ𝑤ሻ are being two 
continuous functions on ሺ0,1ሻ where 𝑉ሺ0ሻ ൌ 𝑉ሺ1ሻ ൌ 𝐴ሺ0ሻ ൌ 𝐴ሺ1ሻ ൌ 0. Let  

𝑐ଵ ൌ 𝑖𝑛𝑓 ൜
𝜕

𝜕𝑚
𝑉ሶ ሺ𝑚ሻ|𝓺ଵሺ𝑚ሻൠ ൏ 0, 𝑐ଶ ൌ 𝑠𝑢𝑝 ൜

𝜕
𝜕𝑚

𝑉ሶ ሺ𝑚ሻ|𝓺ଵሺ𝑚ሻൠ ൏ 0, 

𝑑ଵ ൌ 𝑖𝑛𝑓 ൜
𝜕

𝜕𝑤
𝐴ሶሺ𝑤ሻ|𝓺ଶሺ𝑤ሻൠ  0 

and 

𝑑ଶ ൌ 𝑠𝑢𝑝 ൜
𝜕

𝜕𝑤
𝐴ሶሺ𝑤ሻ|𝓺ଶሺ𝑤ሻൠ  0. 



STATISTICS IN TRANSITION new series, September 2021 

 

107

Then, 1  𝑚𝑖𝑛ሺcଵcଶ, dଵdଶሻ  ∞, where 
𝜕

𝜕𝑚
𝑉ሺ𝑚ሻ ൌ 𝑉ሺ𝑚ሻ  𝑚

𝜕
𝜕𝑚

𝑉ሺ𝑚ሻ, 

𝓺ଵሺ𝑢ሻ ൌ ቊ𝑚: 𝑚 ∈ ሺ0,1ሻ|
𝜕𝑉ሶ ሺ𝑚ሻ

𝜕𝑚
 existsቋ 

and 

𝓺ଶሺ𝑤ሻ ൌ ቊ𝑤: 𝑤 ∈ ሺ0,1ሻ|
𝜕𝐴ሶሺ𝑤ሻ

𝜕𝑤
  existsቋ. 

Type-I 
Recall the following functional forms for both 𝑉ሺ𝑚ሻ and 𝐴ሺ𝑤ሻ. Then, the BXgRR-

FGM (Type-I) can be derived from 
𝐶ఘሺ𝑦ଵ, 𝑦ଶሻ ൌ 𝐹ఏభ,ఏమ

ሺ𝑦ଵሻ𝐹భ,మ
ሺ𝑦ଶሻ  𝜌𝑉ሶ ሺ𝑚ሻ𝐴ሶሺ𝑦ଶሻ|ఘ∈ሺିଵ,ଵሻ 

where 
𝑉ሶ ሺ𝑦ଵሻ ൌ 𝐹ఏభ,ఏమ

ሺ𝑦ଵሻ𝑆ఏభ,ఏమ
ሺ𝑦ଵሻ  

and 
  𝐴ሶሺ𝑦ଶሻ  ൌ 𝐹భ,మ

ሺ𝑦ଶሻ𝑆భ,మ
ሺ𝑦ଶሻ. 

Type-II 
Let 𝑉ሺ𝑦ଵሻ∗ and 𝐴ሺ𝑦ଶሻ∗ be two functional forms satisfying all the conditions stated 

earlier where   
𝑉ሺ𝑦ଵሻ∗|ሺఘభவሻ ൌ 𝑆ఏభ,ఏమ

ሺ𝑦ଵሻଵିఘభ𝐹ఏభ,ఏమ
ሺ𝑦ଵሻఘభ  

and 
𝐴ሺ𝑦ଶሻ∗|ሺఘమவሻ ൌ 𝑆భ,మ

ሺ𝑦ଶሻଵିఘమ𝐹భ,మ
ሺ𝑦ଶሻఘమ. 

Then, the corresponding BXgRR-FGM (Type-II) can be derived from   
𝐶ఘ,ఘభ,ఘమ

ሺ𝑦ଵ, 𝑦ଶሻ ൌ 𝐹ఏభ,ఏమ
ሺ𝑦ଵሻ𝐹భ,మ

ሺ𝑦ଶሻሾ1  𝜌𝑉ሺ𝑦ଵሻ∗ 𝐴ሺ𝑦ଶሻ∗ሿ. 
Type-III 

Let 𝑉ሷ ሺ𝑦ଵሻ and 𝐴ሷሺ𝑦ଶሻ be two functional forms for satisfying all the conditions stated 
earlier where 

𝑉ሷ ሺ𝑦ଵሻ ൌ 𝐹ఏభ,ఏమ
ሺ𝑦ଵሻ logൣ1  𝑆ఏభ,ఏమ

ሺ𝑦ଵሻ൧, 
and 

𝐴ሷሺ𝑦ଶሻ ൌ 𝐹భ,మ
ሺ𝑦ଶሻ logൣ1  𝑆భ,మ

ሺ𝑦ଶሻ൧. 

In this case, one can also derive a closed form expression for the associated CDF of 
the BXgRR-FGM (Type-III) from 

𝐶ఘሺ𝑦ଵ, 𝑦ଶሻ ൌ 𝐹ఏభ,ఏమ
ሺ𝑦ଵሻ𝐹భ,మ

ሺ𝑦ଶሻൣ1  𝜌𝑉ሷ ሺ𝑚ሻ 𝐴ሷሺ𝑚ሻ൧. 

3.3. Via Clayton copula 

The Clayton copula can be considered as 
𝐶ሺ𝑤ଵ, 𝑤ଶሻ ൌ ሾሺ1/𝑤ଵሻఘ  ሺ1/𝑤ଶሻఘ െ 1ሿିఘషభ

|ఘ∈ሺ,ஶሻ. 
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Setting 𝑤ଵ ൌ 𝐹ఏభ,ఏమ
ሺ𝑦ଵሻ ∈ ሺ0,1ሻ and 𝑤ଶ ൌ 𝐹భ,మ

ሺ𝑦ଶሻ ∈ ሺ0,1ሻ, the BXgRR type can 
be derived from 𝐶ሺ𝑦ଵ, 𝑦ଶሻ ൌ 𝐶ሺ𝐹ఏభ,ఏమ

ሺ𝑦ଵሻ, 𝐹భ,మ
ሺ𝑦ଶሻሻ. Similarly, the MvXgRR  

(𝐷-dimensional extension) from the above can be derived from 

𝐶ሺ𝑤ሻ ൌ ൭ 𝑤
ିఘ



ୀଵ

 1 െ 𝐷൱

ିఘషభ

. 

3.4.  Via Renyi's entropy 

Let 𝑚 ∈ ሺ0,1ሻ ൌ 𝐹ఏభ,ఏమ
ሺ𝑦ଵሻ and 𝑤 ∈ ሺ0,1ሻ ൌ 𝐹భ,మ

ሺ𝑦ଶሻ. Then, the Renyi's entropy 
copula can be expressed as 

𝐶ሺ𝑦ଵ, 𝑦ଶሻ ൌ 𝑦ଶ𝐹ఏభ,ఏమ
ሺ𝑦ଵሻ   𝑦ଵ𝐹భ,మ

ሺ𝑦ଶሻ െ 𝑦ଵ𝑦ଶ. 

Then, the associated BXgRR can be directly derived from 

𝐶ሺ𝑦ଵ, 𝑦ଶሻ ൌ 𝐶ሺ𝐹ఏభ,ఏమ
ሺ𝑦ଵሻ, 𝐹భ,మ

ሺ𝑦ଶሻሻ. 

3.5.  Via Ali-Mikhail-Haq copula 

Under the stronger Lipschitz condition, the Archimedean Ali-Mikhail-Haq copula 
can be expressed as 

𝐶ఘሺu, ϖሻ ൌ
uϖ

1 െ 𝜌uϖ
|ఘ∈ሺିଵ,ଵሻ. 

Then, for u ൌ 1 െ 𝐹ఏభ,ఏమ
ሺ𝑦ଵሻ, ϖ ൌ 1 െ 𝐹భ,మ

ሺ𝑦ଶሻ we have the following Bv XgRR 
type 

𝐶ఘሺ𝑦ଵ, 𝑦ଶሻ ൌ
𝐹ఏభ,ఏమ

ሺ𝑦ଵሻ𝐹భ,మ
ሺ𝑦ଶሻ

1 െ 𝜌𝑆ఏభ,ఏమ
ሺ𝑦ଵሻ𝑆భ,మ

ሺ𝑦ଶሻ
|ఘ∈ሺିଵ,ଵሻ. 

4. Estimation 

4.1. Maximum likelihood estimation (MLE) 

Here, we consider the estimation of the unknown parameters of the new family 
from complete samples by maximum likelihood. Let  𝑦ଵ, ⋯ , 𝑦 be a random sample 
from the XgRR model with a ሺ2 ൈ 1ሻ parameter vector. The log-likelihood function for 
𝜃ଵ, 𝜃ଶ is given by 

ℓሺ𝜃ଵ, 𝜃ଶሻ ൌ 𝑛 log 𝜃ଵ െ 𝑛 logሺ1  𝜃ଵሻ  𝑛 𝑙𝑜𝑔 2  2𝑛 log 𝜃ଶ െ 3  logሺ𝑦ሻ


ୀଵ

 

െ  ൬
𝜃ଶ

𝑦
൰

ଶ

ୀଵ

 ሺ𝜃ଵ െ 1ሻ  logൣ𝒽ఏమ
ሺ𝑦ሻ൧



ୀଵ

  log ൬𝜃ଵ 
1
2

𝜃ଵ
ଶ൛logൣ𝒽ఏమ

ሺ𝑦ሻ൧ൟ
ଶ

൰ .



ୀଵ

 

where 𝒽ఏమ
ሺ𝑦ሻ ൌ 1 െ 𝑒

ି൬ഇమ


൰
మ

. The log-likelihood function in ℓሺ𝜃ଵ, 𝜃ଶሻ can be 
maximized numerically by using R (optim), SAS (PROC NLMIXED) or Ox program 
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(sub-routine MaxBFGS), among others. For interval estimation of the parameters, 
the elements of the 2 ൈ 2 observed information matrix 𝐉ሺ𝜃ଵ, 𝜃ଶሻ can be evaluated 
numerically. 

4.2. Ordinary and weighted least-squares estimators 

The theory of least square estimation and weighted least square estimation was 
proposed by Swain et al. (1988) to estimate the parameters of the Beta distribution. It is 
based on the minimization of the sum of the square of differences of theoretical 
cumulative distribution function and empirical distribution function. Suppose  
𝐹ఏభ,ఏమ

ሺ𝑦 :  ሻ  denotes the distribution function of the XgRR distribution and 𝑦ଵ ൏
𝑦ଶ ൏ ⋯ ൏ 𝑦  be the  𝑛  ordered random sample. The ordinary least square estimates 
(OLSEs) are obtained by minimizing  

𝑂𝐿𝑆ሺ𝜃ଵ, 𝜃ଶሻ ൌ  𝐹ఏభ,ఏమ
ሺ𝑦  :  ሻ െ

𝑖
𝑛  1

൨
ଶ

ୀଵ

. 

Now, using (1) we have  

𝑂𝐿𝑆ሺ𝜃ଵ, 𝜃ଶሻ ൌ 

⎩
⎪
⎨

⎪
⎧

⎣
⎢
⎢
⎢
⎢
⎡

1 െ

1 െ 𝑒
ି൬ഇమ


൰

మ

൩

ఏభ

1  𝜃ଵ

⎝

⎜⎜
⎛

1  𝜃ଵ െ 𝜃ଵ log 1 െ 𝑒
ି൬ഇమ


൰

మ

൩


1
2

𝜃ଵ
ଶ ൝log 1 െ 𝑒

ି൬ഇమ


൰
మ

൩ൡ

ଶ

⎠

⎟⎟
⎞

⎦
⎥
⎥
⎥
⎥
⎤

െ
𝑖

𝑛  1

⎭
⎪
⎬

⎪
⎫

ଶ



ୀଵ

. 

Then, least square estimators (LSE) of the parameters are obtained by 
simultaneously solving the following non-linear equations: 
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ሺ𝑦ሻ  and 𝜉ఏమ|ഇభ,ഇమ

ሺ𝑦ሻ are the values of the first derivatives with respect 
to parameters of XgRR distribution. The weighted least squares estimates (WLSE) are 
obtained by minimizing the given form of equation with respect to the parameters  
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The WLSE of the parameters are obtained by solving the following non-linear 
equations;  
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where  𝜉ఏభ|ഇభ,ഇమ
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ሺ𝑦ሻ  are the values of first derivatives of the CDF of 
XgRR distribution. 
 

4.3. Method of Cramer-Von-Mises estimation 

The Cramer-Von-Mises estimation (CVME) method of the parameters is based on 
the theory of minimum distance estimation. It was proposed by MacDonald (1971) and 
justified that the bias of the estimator is smaller than the other minimum distance 
estimators. Thus, The Crammer-Von-Mises estimates of the parameter 𝜃ଵ and 𝜃ଶ are 
obtained by minimizing the following expression with respect to the parameters 𝜃ଵ and 
𝜃ଶ respectively.  
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The CVME of the parameters is obtained by solving the following non-linear 
equations  
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where 𝜉ఏభ|ഇభ,ഇమ
ሺ𝑦ሻ  and 𝜉ఏమ|ഇభ,ഇమ

ሺ𝑦ሻ are the values of the first derivatives of the CDF of 
XgRR distribution with respect to 𝜃ଵ and 𝜃ଶ respectively. 

4.4. Bootstrapping method 

Bootstrapping method is a powerful statistical technique. It is especially useful 
when the sample size that we are working with is small. Under the usual circumstances, 
sample sizes of less than 40 cannot be dealt with by assuming a normal or a 𝑡 
distributions. Bootstrap techniques work quite well with samples that have less than 40 
elements. The reason for this is that bootstrapping involves resampling. These kinds of 
techniques assume nothing about the distribution of our data. Bootstrapping has 
become more popular as computing resources have become more readily available.  

5.  Numerical results for comparing estimation methods 

In this Section, a Monte Carlo simulation study is conducted for comparing the 
performance of the different estimators of the unknown parameters of the XgRR 
distribution. The performance of the different estimators proposed in the previous 
Section is evaluated in terms of their mean squared errors (MSEs). All the computations 
in this section are done by Mathcad program Version 15.0. We generate 1000 samples 
of the XgRR distribution, where 𝑛 ൌ ሺ20,50,100,200,500ሻ and 𝜃ଵ and 𝜃ଶ are chosen as 
follows: 

 I II III 
𝜃ଶ 2.0 0.9 1.2 
𝜃ଵ 1.5 0.3 0.6 

The average values (AVs) of estimates and the corresponding MSEs of MLEs, LSEs, 
WLSEs, CVM, MPSD and Bootstrap method are obtained and reported in Tables 1, 2, 
3, 4 and 5. We observe that all the estimates show the property of consistency, i.e. the 
MSEs decrease as the sample size increases. 
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Table 1.  AVs and the corresponding MSEs (in parentheses) for n=20 

Parameters MLE LS WLS CVM Bootstrap 
𝜃ଶ=2.0 2.06686 

(0.21967) 
2.07031 

(0.20541) 
2.09047 

(0.24017) 
2.08087 

(0.23470) 
3.14584 

(4.25306) 
𝜃ଵ=1.5 1.52659 

(0.02907) 
1.52061 

(0.03600) 
1.51782 

(0.03636) 
1.51839 

(0.04756) 
1.19740 

(1.19181) 
𝜃ଶ=0.9 0.99944 

(0.35047) 
0.93704 

(0.04215) 
0.93355 

(0.03902) 
0.92649 

(0.03634) 
0.77474 

(0.03767) 
𝜃ଵ=0.3 0.31287 

(0.00451) 
0.28547 

(1.15021) 
0.23809 

(5.42295) 
0.23838 

(5.30798) 
0.43615 

(0.03477) 
𝜃ଶ=1.2 1.24013 

(0.07944) 
1.25164 

(0.08231) 
1.24611 

(0.07525) 
1.23804 

(0.07098) 
1.03133 

(0.08032) 
𝜃ଵ=0.6 0.62025 

(0.00956) 
0.60920 

(0.04099) 
0.61635 

(0.01483) 
0.61905 

(0.01549) 
0.79832 

(0.07196) 
 
Table 2. AVs and the corresponding MSEs (in parentheses) for n=50. 

Parameters MLE LS WLS CVM Bootstrap 
𝜃ଶ=2.0 2.03571 

(0.07429) 
2.03548 

(0.08252) 
2.04436 

(0.07604) 
2.04309 

(0.07831) 
1.89752 

(0.07750) 
𝜃ଵ=1.5 1.50659 

(0.01035) 
1.50738 

(0.01499) 
1.50208 

(0.01267) 
1.50268 

(0.01405) 
1.56873 

(0.02128) 
𝜃ଶ=0.9 0.97998 

(0.11707) 
0.91650 

(0.01234) 
0.91229 

(0.01270) 
0.90955 

(0.01250) 
1.01084 

(0.02619) 
𝜃ଵ=0.3 0.29945 

(0.00206) 
0.30253 

(0.00193) 
0.30513 

(0.00195) 
0.30620 

(0.00223) 
0.27442 

(0.00152) 
𝜃ଶ=1.2 1.22066 

(0.02568) 
1.21680 

(0.02424) 
1.20984 

(0.02090) 
1.20756 

(0.02104) 
1.19130 

(0.01494) 
𝜃ଵ=0.6 0.60589 

(0.00319) 
0.60694 

(0.00528) 
0.60833 

(0.00421) 
0.60960 

(0.00478) 
0.61487 

(0.00325) 
 
Table 3. AVs and the corresponding MSEs (in parentheses) for n=100 

Parameters MLE LS WLS CVM Bootstrap 
𝜃ଶ=2.0 2.01577 

(0.03717) 
2.01094 

(0.03506) 
2.01555 

(0.03362) 
2.01478 

(0.03489) 
1.87189 

(0.03867) 
𝜃ଵ=1.5 1.50394 

(0.00515) 
1.50564 

(0.00693) 
1.50324 

(0.00605) 
1.50379 

(0.00673) 
1.56382 

(0.00922) 
𝜃ଶ=0.9 0.96579 

(0.05381) 
0.90754 

(0.00584) 
0.90982 

(0.00524) 
0.90921 

(0.00541) 
0.93491 

(0.01081) 
𝜃ଵ=0.3 0.29496 

(0.00134) 
0.30160 

(0.00096) 
0.30052 

(0.00075) 
0.30070 

(0.00092) 
0.29517 

(0.00114) 
𝜃ଶ=1.2 1.20965 

(0.01303) 
1.21049 

(0.01178) 
1.20931 

(0.01082) 
1.20922 

(0.01108) 
1.14055 

(0.01160) 
𝜃ଵ=0.6 0.60315 

(0.00155) 
0.60230 

(0.00245) 
0.60269 

(0.00207) 
0.60268 

(0.00238) 
0.57792 

(0.00253) 
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Table 4. AVs and the corresponding MSEs (in parentheses) for n=200 

Parameters MLE LS WLS CVM Bootstrap 
𝜃ଶ=2.0 2.00332 

(0.01841) 
2.01138 

(0.01710) 
2.00587 

(0.01740) 
2.00564 

(0.01811) 
1.84919 

(0.03575) 
𝜃ଵ=1.5 1.50390 

(0.00263) 
1.50005 

(0.00329) 
1.50278 

(0.00313) 
1.50295 

(0.00350) 
1.57880 

(0.00910) 
𝜃ଶ=0.9 0.95153 

(0.02540) 
0.90173 

(0.00267) 
0.90503 

(0.00264) 
0.90449 

(0.00270) 
0.98419 

(0.01048) 
𝜃ଵ=0.3 0.29346 

(0.00087) 
0.30154 

(0.00046) 
0.30022 

(0.00038) 
0.30040 

(0.00046) 
0.27433 

(0.00091) 
𝜃ଶ=1.2 1.20178 

(0.00634) 
1.19981 

(0.00491) 
1.20636 

(0.00513) 
1.20563 

(0.00527) 
1.25721 

(0.00807) 
𝜃ଵ=0.6 0.60278 

(0.00079) 
0.60331 

(0.00111) 
0.60044 

(0.00099) 
0.60074 

(0.00115) 
0.57895 

(0.00119) 
 

Table 5. AVs and the corresponding MSEs (in parentheses) for n=500. 

Parameters MLE LS WLS CVM Bootstrap 
𝜃ଶ=2.0 1.99647 

(0.00668) 
1.99838 

(0.00654) 
1.99702 

(0.00629) 
1.99672 

(0.00666) 
1.99960 

(0.00620) 
𝜃ଵ=1.5 1.50344 

(0.00100) 
1.50277 

(0.00133) 
1.50334 

(0.00121) 
1.50356 

(0.00137) 
1.50239 

(0.00136) 
𝜃ଶ=0.9 0.94897 

(0.01044) 
0.89934 

(0.00104) 
0.89870 

(0.00629) 
0.89860 

(0.00106) 
0.90144 

(0.00105) 
𝜃ଵ=0.3 0.28999 

(0.00049) 
0.30117 

(0.00019) 
0.30139 

(0.00016) 
0.30151 

(0.00019) 
0.30039 

(0.00018) 
𝜃ଶ=1.2 1.19801 

(0.00229) 
1.20037 

(0.00198) 
1.20245 

(0.00196) 
1.20247 

(0.00202) 
1.22109 

(0.00292) 
𝜃ଵ=0.6 0.60204 

(0.00030) 
0.60112 

(0.00044) 
0.60018 

(0.00038) 
0.60015 

(0.00044) 
0.59211 

(0.00049) 

6.  Modified Right-Censored Test for Validation 

6.1.  The N.R.R statistic test 

Many goodness-of-fit tests are used to indicate whether or not it is reasonable to 
assume that a random sample comes from a specific distribution. For this purpose, 
researchers proposed many different goodness-of-fit tests. For the complete data, 
Nikulin ሺ1973a, 1973b and 1973cሻ and Rao and Robson ሺ1974ሻ separately proposed 
a statistic known today as the N.R.R statistic. This statistical test is a natural 
modification of the Pearson statistic. To test the hypothesis  𝐻 we have 

𝐻: 𝑃ሼ𝑇  𝑡ሽ ൌ 𝐹ሺ𝑡, 𝜁ሻ|൫௧∈ோ, ୀሺభ,మ,⋯,ೞሻ൯, 
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where 𝜁 represents the vector of unknown parameters. Nikulin (1973a, 1973b and 
1973c) and Rao and Robson ሺ1974ሻ  proposed the N.R.R statistic defined as follows: 
Observations 𝑇ଵ, 𝑇ଶ, ⋯ , 𝑇 are grouped in 𝑟 subintervals and  𝜈 ൌ ሺ𝜈ଵ, 𝜈ଶ, ⋯ , 𝜈ሻ்  is 
the vector of frequencies, where 𝜈 is frequency of ith group and  ∑ 𝜈


ୀଵ ൌ 𝑛.  The tests 

are based on the following Pearson's statistic 

𝑌ଶ ቀ𝜁መቁ ൌ 𝜒
ଶ ቀ𝜁መቁ  𝑛ିଵℓ் ቀ𝜁መቁ ൬𝚰 ቀ𝜁መቁ െ 𝐉 ቀ𝜁መቁ൰

ିଵ
ℓ ቀ𝜁መቁ, 

where 

𝜒
ଶሺ𝜁ሻ ൌ ቆ

𝜈ଵ െ 𝑛𝑝ଵሺ𝜁ሻ

ඥ𝑛𝑝ଵሺ𝜁ሻ
,
𝜈ଶ െ 𝑛𝑝ଶሺ𝜁ሻ

ඥ𝑛𝑝ଶሺ𝜁ሻ
, ⋯ ,

𝜈 െ 𝑛𝑝ሺ𝜁ሻ

ඥ𝑛𝑝ሺ𝜁ሻ
ቇ

்

, 

and 𝑝ሺ𝜁ሻ is the vector of probabilities and 𝜁 is the vector of parameters which can be 
known (simple hypothesis) or unknown (composite hypothesis). The 𝑌ଶ  statistic 
follows a chi-square  distribution with ሺ𝑟 െ 1ሻ degrees of freedom (for more details see 
Nikulin (1973a, 1973b and 1973c)). 

6.2. Application to right-censored real data 

To test the null hypothesis 𝐻, we use the N.R.R statistic. We compute the 
maximum likelihood estimators  

𝜃ଵ ൌ 0.95473 and 𝜃ଶ ൌ 1.24885. 

We then deduce the value of 𝑌ଶ ൌ 11.05847 . The critical value is 
𝜒.ହ

ଶ ሺ6 െ 1ሻ ൌ 11.0705. 

Then, the N.R.R  𝑌ଶ  statistic value is less than the critical value, we say that taxes 
revenue data can be fitted by the XgRR model. The modified chi-squared test for 
composite hypothesis for complete samples was first considered by Nikulin (1973a, 
1973b and 1973c), Rao and Robson (1974). Several goodness-of-fit tests have been 
suggested by the statisticians for censored data. Bagdonavicius and Nikulin ሺ2011𝑎, 𝑏ሻ 
proposed a modification of the N.R.R statistic that takes into account random right 
censorship and based on the maximum likelihood estimators on the initial data, also 
follows a limiting Chi-square distribution. In this Section we develop the approach 
proposed by Bagdonavicius and Nikulin ሺ2011𝑎, 𝑏ሻ to confirm the adequacy of XgRR 
model when the parameters are unknown and data are censored. Let us consider the 
composite hypothesis 

𝐻  :   𝐹ሺ𝑡ሻ ∈ 𝐹 ൌ 𝐹ሺ𝑡, 𝜁ሻ|ሺ௧∈ோభ, ∈అ⊂ோೞሻ, 

where 𝜁 is an unknown m-dimensional parameter and 𝐹 is a differentiable and 
completely specified cdf with the support  ሺ0, ∞ሻ. Let us consider a finite time interval, 
say,  ሾ0, 𝜏ሿ, where  𝜏  is the maximum time of the study, and divide it into 𝑘  𝑠  smaller 
intervals  𝐼 ൌ ሺ𝑎ିଵ, 𝑎ሿ , where  

0 ൏ 𝑎 ൏ 𝑎ଵ. . . ൏ 𝑎ିଵ ൏ 𝑎 ൏ ∞. 
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In this case the estimated  𝑎ො𝒌  is given by  

𝑎ො𝒌 ൌ 𝛬ିଵ ቊ
1

𝑛 െ 𝑖  1
ቈ𝐸𝒋 െ  𝛬 ቀTሺሻ, 𝜁መቁ

ିଵ

ୀଵ
 , 𝜁መቋ , 𝑎ො𝒌 ൌ tሺሻห 𝒋 ൌ 1,2, … , 𝑘 

where  𝜁መ  is the maximum likelihood estimator of the parameter 𝜁, 𝛬ିଵ is the inverse of 
cumulative hazard function  𝛬 ,  𝑇ሺሻ  is the  𝑖௧  element in the ordered statistics 
ሺ𝑇ሺଵሻ, … , 𝑇ሺሻሻ and  

𝐸𝒋 ൌ ሺ𝑛  1 െ 𝑖ሻ𝛬 ቀ𝑎ොሺ𝒋ሻ, 𝜁መቁ   𝛬 ቀTሺሻ, 𝜁መቁ
ିଵ

𝒍ୀଵ
, 

and 𝑎 are random data functions such as the 𝑘 intervals have equal expected numbers 
of failures  𝑒 . Usually in real application we fix  𝑘.  The test statistic for 𝐻 is given 
in Goual et al. (2020) and Goual and Yousof (2019). The survival times in days are for 
the 𝑛 ൌ 51 patients. The data are: 7, 34, 42, 63, 64, 74*, 83, 84, 91, 108, 112, 129, 133, 
133, 139, 140, 140, 146, 149, 154, 157, 160, 160, 165, 173, 176, 185*, 218, 225, 241, 248, 
273, 277, 279*, 297, 319*, 405, 417, 420, 440, 523*, 523, 583, 594, 1101, 1116*, 1146, 
1226*, 1349*, 1412*, 1417. (* censored). We suppose that these data are distributed 
according to the XgRR distribution, we transform the survival times in months 
(1 month = 30.438  days), so the maximum likelihood estimates of the parameter 
vector 𝜁 are  

𝜁 ൌ ሺ5.00248,1.378452ሻ் 

We choose 𝑟 ൌ 7 as the number of classes. The elements of the test statistic 𝑌
ଶ  is 

presented as follows, we find  𝑌
ଶ ൌ 14.000154  and the critical value 𝜒.ହ

ଶ ሺ7ሻ ൌ

14.00924.  Comparing the critical value and the statistic test  𝑌
ଶ,  we can say that Arm-

A head and neck cancer data can be adjusted by the XgRR model. 

7.  Concluding remarks 

In this article, a new reciprocal Rayleigh extension called the Xgamma reciprocal 
Rayleigh model is defined and studied. Relevant statistical properties such as raw 
moments, incomplete moments and moment generating function are derived. After a 
quick study for their properties, different non-Bayesian estimation methods under 
uncensored schemes are considered and described such as the maximum likelihood 
estimation method, ordinary least square estimation method, weighted least square 
estimation method, Cramér–von-Mises estimation method and Bootstrapping method. 
The performances of the proposed estimation methods are investigated through 
a simulation study. Many bivariate and multivariate type models have been also derived 
based on Farlie Gumbel Morgenstern copula, Clayton copula, Renyi’s entropy copula 
and Ali–Mikhail–Haq copula. A modified right-censored test for validation is applied 
to a right-censored real data set.  
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As a potential future work, we can use and apply the well-known Bagdonavičius-
Nikulin goodness-of-fit test and the modified version of the Bagdonavičius-Nikulin 
goodness-of-fit test to our new XgRR  model and many other useful lifetime models 
(see Goual et al. (2019), Ibrahim et al. (2020), Yadav et al. (2020) and Mansour et al. 
(2020a-f) for more details). The reciprocal Rayleigh distribution can be extended using 
some new G families such as presented by Alizadeh et al. (2020) and El-Morshedy et al. 
(2021). Some useful real-life data sets can be cited from Elgohari and Yousof (2020a 
and 2020b). 
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Robust Bayesian insurance premium in a collective risk model 
with distorted priors under the generalised Bregman loss 

Agata Boratyńska1 

ABSTRACT 

The article presents a collective risk model for the insurance claims. The objective is to 
estimate a premium, which is defined as a functional specified up to unknown parameters. 
For this purpose, the Bayesian methodology, which combines the prior knowledge about 
certain  unknown parameters with the knowledge in the form of a random sample, has been 
adopted. The generalised Bregman loss function is considered. In effect, the results can be 
applied to numerous loss functions, including the square-error, LINEX, weighted square-
error, Brown, entropy loss. Some uncertainty about a prior is assumed by a distorted band 
class of priors. The range of collective and Bayes premiums is calculated and posterior regret 
Γ-minimax premium as a robust procedure has been implemented. Two examples are 
provided to illustrate the issues considered - the first one with an unknown parameter of the 
Poisson distribution, and the second one with unknown parameters of distributions of the 
number and severity of claims. 

Key words: classes of priors, posterior regret, distortion function, Bregman loss, insurance 
premium 

1. Introduction 

We consider a Bayesian collective risk model. Our objective is to estimate 
a premium, which is defined as a functional 𝐻 that assigns to any risk 𝑆 a real number 
𝐻ሺ𝑆ሻ, the premium for taking the risk 𝑆. In practical situations the premium 𝐻ሺ𝑆ሻ can 
be calculated if the distribution of the risk 𝑆 is known. We shall consider the case 
in which the distribution of 𝑆 or the premium 𝐻ሺ𝑆ሻ is specified up to an unknown 
parameter 𝜃, thus the risk premium will be denoted by 𝐻ሺ𝜃ሻ. The premium 𝐻ሺ𝜃ሻ can 
be calculated according to different principles, from the simplest net premium to more 
sophisticated ones (see Kaas et al. (2009), Furman and Zitikis (2008)). Next we ought 
to estimate 𝐻ሺ𝜃ሻ. We will use the Bayesian methodology, which combines the prior 
knowledge about a parameter 𝜃 (defined by a prior distribution 𝜋) with the knowledge 
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in the form of a random sample 𝑋 ൌ ሺ𝑋ଵ, 𝑋ଶ, … , 𝑋ሻ, where the distribution of this 
random variable depends on 𝜃. The quality of an estimator is measured by the expected 
value of a loss function. There are a lot of different loss functions considered in the 
literature (see Heilmann (1989), Gómez-Déniz (2008), Boratyńska (2008) and 
Karimnezhad and Parsian (2018) for more references). Its choice depends on the 
severity of the error related to overestimation or underestimation. The most popular 
square-error loss equally penalizes over- and under-estimation of the same magnitude, 
the LINEX loss with 𝑐 ൏ 0 gives a greater error for underestimation than for 
overestimation, under the generalized entropy loss an error depends on the ratio 
between the estimated function and a considered action (for definitions of losses see 
Table 1). Again under- and over-estimation are not penalized equally. We will use the 
generalized Bregman loss (GB loss) function introduced by Karimnezhad and Parsian 
(2018) (for definition see Section 2). The class of GB loss functions contains different 
losses (weighted, symmetric, asymmetric, precautionary). All the loss functions 
mentioned above belong to that class. Thus, a practitioner has the great family of loss 
functions and he can choose one that expresses the severity of the estimation error very 
well.  

Now, having some prior information about a parameter 𝜃 ∈ Θ, described by a prior 
distribution 𝜋 (we will use the same notation for a probability distribution and its 
density (p.d.f.) with respect to the chosen measure on a probability space Θ), and a loss 
function 𝐿ሺ𝐻ሺ𝜃ሻ, 𝑎ሻ (measuring an error between the estimated parameter 𝐻ሺ𝜃ሻ and 
our estimate 𝑎) we can calculate the collective premium 𝐻గ

 , which minimizes the 
expected loss  

𝐸గ𝐿ሺ𝐻ሺ𝜃ሻ, 𝑎ሻ ൌ න


𝐿ሺ𝐻ሺ𝜃ሻ, 𝑎ሻ𝜋ሺ𝑑𝜃ሻ 

in a class of actions 𝑎 ∈ 𝑅.  
If, additionally, we have a random sample 𝑋 ൌ ሺ𝑋ଵ, 𝑋ଶ, … , 𝑋ሻ and 𝑋 has a p.d.f. 

depended on a parameter 𝜃, then for every value 𝑥 of a random variable 𝑋 we can 
calculate a Bayes premium 𝐻గ

ሺ𝑥ሻ, which minimizes the posterior risk equal the 
expected value of the loss function, if 𝜃 has the posterior distribution, thus  

𝑅௫ሺ𝜋, 𝑎ሻ ൌ 𝐸గሺ𝐿ሺ𝐻ሺ𝜃ሻ, 𝑎ሻ|𝑥ሻ ൌ න


𝐿ሺ𝐻ሺ𝜃ሻ, 𝑎ሻ𝜋ሺ𝑑𝜃|𝑥ሻ, 

where 𝜋ሺ⋅ |𝑥ሻ denotes the posterior p.d.f. and 𝑎 denotes a chosen action. Two 
premiums (defined above) express two situations. For example, the first premium is 
a premium in a class of risk. The prior expresses the population behaviour of an 
unknown parameter 𝜃. The second premium combines knowledge about the 
population and about one considered risk (a policy).  

The collective and Bayes premiums depend on a choice of a prior. The elicitation 
of a prior is difficult and can be uncertain. To model uncertainty of the prior 
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information the robust Bayesian inference uses a class Γ of priors. In literature there are 
a lot of different classes Γ of priors: parametric classes of priors, 𝜀-contamination 
classes, density and distribution band classes, quantile classes. For general references 
see Berger (1994), Ríos Insua and Ruggeri (2000). In insurance the robust Bayesian 
analysis was considered in many papers, for example: Young (2000), Chan et al. (2008), 
Gómez-Déniz (2009), Karimnezhad and Parsian (2014), Boratyńska (2017). Most of 
them present parametric or 𝜀-contamination classes. We will use a class of priors based 
on distortion functions defined by Arias-Nicolás et al. (2016) (for definition see Section 
3). The class is easily elicited and interpretable. It is connected with the stochastic and 
likelihood ratio orders. It quantifies a prior uncertainty in terms of distortion of 
a cumulative distribution function (c.d.f.). A parametric class of priors very often has 
a fixed shape of a c.d.f. During elicitation of a prior a practitioner has only approximate 
knowledge about a prior and narrowing down to a certain parametric family may be 
unjustified. The family considered in the paper can be an alternative. In insurance this 
class was considered by Sánchez-Sánchez et al. (2019). The concept of distortion 
functions has been used in actuarial science to model risk measure (see, for example, 
Balbas et al. (2009)). 

Having a class Γ of priors we choose a measure of robustness of a statistical 
procedure and some concept of optimality. As a measure of robustness the range of 
posterior quantity, like the Bayes estimator, can be considered. If the range is small, 
then one may used the Bayes estimator as the robust procedure with respect to 
misspecifications of the prior (see Berger (1994),  Ríos Insua and Ruggeri (2000) and 
Arias-Nicolás et al. (2016), among others). On the other hand, if conclusions differ 
widely, we should aim at eliciting additional information about the prior. However, the 
expert may not be willing to provide more information, and the practitioner is 
interested in choosing a single action from the set of actions provided by a global 
procedure. In this moment we can choose several concepts of an optimal procedure: 
the stable procedure, conditional Γ-minimax procedure or posterior regret Γ-minimax 
(PRGM) procedure (see Sivaganesan and Berger (1989), Ríos Insua et al. (1995), 
Boratyńska (1997, 2002), Ríos Insua and Ruggeri (2000), among others). We will use 
the last concept. Given the imprecision in elicitation of a prior, we try to make 
a decision, and this decision cannot be a Bayes action for every prior in the class Γ. Thus, 
we choose an action (in our problem an estimator of a premium), which minimizes the 
maximum loss of optimality in the class Γ and the largest possible increase in risk, 
resulting from making the wrong choice of a prior distribution, is kept as small as 
possible. The PRGM estimator depends on bands of the Bayes estimator when a prior 
runs over the class Γ. Thus, computing a PRGM estimator is simple provided that we 
have procedures to compute the range of Bayes estimators. 
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The article is organized as follows. Section 2 presents a guide for collective, Bayes 
and PRGM premiums under the GB loss. Section 3 reviews the structure of the class of 
priors based on distortion functions. Considering the GB loss function we find the 
bands of the Bayes estimator for a distorted band class of priors, thus we can compute 
the PRGM estimators. We note that for every value of a random sample X the optimal 
PRGM premium is the Bayes premium with respect to one prior from the considered 
class of priors. Section 4 contains PRGM estimators of a premium in some actuarial 
models with the GB loss function. We present some generalization for the case in which 
an unknown parameter is bidimensional (it is a case where a parameter of a probability 
distribution of a number of claims and a parameter of a probability distribution of 
a severity of claims are unknown and some prior information about them is known). 
Section 5 contains some concluding remarks. 

2. Collective, Bayes and PRGM premiums under the GB loss function 

Generally, let 𝑋 be an observed random variable with a p.d.f. 𝑓ሺ⋅ |𝜃ሻ indexed by 
a real unknown parameter 𝜃. Suppose 𝜃 has a prior distribution 𝜋. Let 𝐿ሺ𝐻ሺ𝜃ሻ, 𝑎ሻ be 
the generalized Bregman loss function (GB loss), measuring the penalty of incorrect 
estimation of a premium 𝐻ሺ𝜃ሻ by a real decision action 𝑎, defined as follows:  

𝐿ሺ𝐻ሺ𝜃ሻ, 𝑎ሻ ൌ 𝑤ሺ𝐻ሺ𝜃ሻሻ ቂ𝜙ሺ𝑔ሺ𝑎ሻሻ െ 𝜙 ቀ𝑔൫𝐻ሺ𝜃ሻ൯ቁ െ ቀ𝑔ሺ𝑎ሻ െ 𝑔൫𝐻ሺ𝜃ሻ൯ቁ 𝜙′ ቀ𝑔൫𝐻ሺ𝜃ሻ൯ቁቃ, 

where real functions 𝑤, 𝑔 and 𝜙 are fixed and 𝑤ሺ𝐻ሺ𝜃ሻሻ  0 for every value 𝐻ሺ𝜃ሻ, 𝑔ሺ⋅ሻ 
is a monotone function and 𝜙ሺ⋅ሻ is a convex, differentiable function and 𝜙′ሺ𝑔ሺ𝜃ሻሻ ൌ
ௗ

ௗ௭
𝜙ሺ𝑧ሻ|௭ୀሺఏሻ. The shape of the GB loss depends of the choice of functions 𝑤, 𝑔 and 

𝜙, for example, taking 𝑤ሺ𝑧ሻ ൌ 𝑒ି௭, 𝑔ሺ𝑧ሻ ൌ 𝑧 and 𝜙ሺ𝑧ሻ ൌ 𝑒௭ (𝑐 ് 0) we obtain the 
LINEX loss function introduced by Varian (1974), taking 𝑤ሺ𝑧ሻ ൌ 1, 𝑔ሺ𝑧ሻ ൌ 𝑧 and 
𝜙ሺ𝑧ሻ ൌ 𝑧ଶ we have the square-error loss.  Table 1 presents some examples of the GB 
loss. The following theorem is the corollary of Theorem 3.1. in Karimnezhad and 
Parsian (2018). 

Theorem 1. Let 𝑋 ൌ 𝑥. Then, under the GB loss function and a prior 𝜋, the collective 𝐻గ
  

and Bayes 𝐻గ
ሺ𝑥ሻ premiums satisfy the following equations:  

𝜙′ሺ𝑔ሺ𝐻గ
ሻሻ ൌ

ாഏሺ௪ሺுሺఏሻሻథᇱሺሺுሺఏሻሻሻሻ

ாഏሺ௪ሺுሺఏሻሻሻ
, 

                                          𝜙′ሺ𝑔ሺ𝐻గ
ሺ𝑥ሻሻሻ ൌ

ாഏሺ௪ሺுሺఏሻሻథᇱሺሺுሺఏሻሻሻ|௫ሻ

ாഏሺ௪ሺுሺఏሻሻ|௫ሻ
.                                   
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Now, suppose that our knowledge about a prior is described by a family Γ of priors. 
Let 𝑟ሺΓሻ and 𝑟ሺΓ, 𝑥ሻ denote the range of a collective and a Bayes premium when 
priors run the class Γ, respectively, thus if 𝑋 ൌ 𝑥, then  

𝑟ሺΓሻ ൌ sup
గ∈

𝐻గ
 െ inf

గ∈
𝐻గ

        and        𝑟ሺΓ, 𝑥ሻ ൌ sup
గ∈

𝐻గ
ሺ𝑥ሻ െ inf

గ∈
𝐻గ

ሺ𝑥ሻ. 

Consider the posterior regret of an action 𝑎 given by 

𝑟௫ሺ𝜋, 𝑎ሻ ൌ 𝑅௫ሺ𝜋, 𝑎ሻ െ 𝑅௫ሺ𝜋, 𝐻గ
ሺ𝑥ሻሻ. 

In a sense, for 𝑋 ൌ 𝑥, it measures the loss of optimality due to choosing 𝑎 instead 
of the optimal Bayes estimate. The estimator 𝐻

ோ  is the posterior regret Γ-minimax 
premium (PRGM premium) if for every value 𝑥 of 𝑋  

inf
∈ோ

sup
గ∈

 𝑟௫ሺ𝜋, 𝑎ሻ ൌ sup
గ∈

 𝑟௫ሺ𝜋, 𝐻ோሺ𝑥ሻሻ. 

We will use the following theorem to calculate the PRGM premium. 

Theorem 2.  (Karimnezhad and Parsian (2018)) In estimating 𝐻ሺ𝜃ሻ under the GB loss 
function, let 𝑋 ൌ 𝑥, 𝛤 be a class of prior distributions and let 𝐻 ൌ 𝐻ሺ𝑥ሻ ൌ inf

గ∈
 𝐻గ

ሺ𝑥ሻ, 

𝐻 ൌ 𝐻ሺ𝑥ሻ ൌ sup
గ∈

 𝐻గ
ሺ𝑥ሻ and 𝐻 ൏ 𝐻. 

If 𝑤ሺ𝐻ሻ ൌ 𝑐𝑜𝑛𝑠𝑡, then 

𝑔ሺ𝐻ோሺ𝑥ሻሻ ൌ
థሺሺுሻሻିథሺሺுሻሻି൫ሺுሻథᇱሺሺுሻሻିሺுሻథᇱሺሺுሻሻ൯

థᇱሺሺுሻሻିథᇱሺሺுሻሻ
. 

If there exists a constant 𝑘 such that 𝐸గሺ𝑤ሺ𝐻ሺ𝜃ሻሻ|𝑥ሻ ൌ


థᇱሺሺுഏ
ಳሺ௫ሻሻሻ

, then 

థሺሺுುೃሺ௫ሻሻሻିథሺሺுሻሻିథᇱሺሺுሻሻሺሺுುೃሺ௫ሻሻିሺுሻሻ

థሺሺுುೃሺ௫ሻሻሻିథሺሺுሻሻିథᇱሺሺுሻሻሺሺுುೃሺ௫ሻሻିሺுሻሻ
ൌ

థᇱሺሺுሻሻ

థᇱሺሺுሻሻ
.                 

Directly from the proof of Theorem 2 we have the following corollaries.  

Corollary 1. Under the assumptions of Theorem 2 for every 𝑥 of  X  

𝐻ሺ𝑥ሻ  𝐻ோሺ𝑥ሻ  𝐻ሺ𝑥ሻ. 

Corollary 2. Under the assumptions of Theorem 2, if for every value 𝑥 of 𝑋 the set 
ሼ𝐻గ

ሺ𝑥ሻ: 𝜋 ∈ 𝛤ሽ is a connected set, then for every 𝑥 there exists 𝜋 ∈ 𝛤 such that 
𝐻ோሺ𝑥ሻ ൌ 𝐻గ

ሺ𝑥ሻ.     

Table 1 presents collective, Bayes and PRGM premiums for different loss functions 
belonging to the class of GB loss functions.  
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Table 1.  Examples of GB loss functions and collective, Bayes and PRGM premiums (for more 
 examples and details see Karimnezhad and Parsian (2018)) 

𝐿ሺ𝐻, 𝑎ሻ  𝐻గ
  𝐻గ

  𝐻ோ 

square-error loss ሺ𝐻 െ 𝑎ሻଶ  𝐸గ𝐻 𝐸గሺ𝐻|𝑥ሻ 0.5ሺ𝐻  𝐻ሻ 
LINEX loss 

𝑒ሺିுሻ െ 𝑐ሺ𝑎 െ 𝐻ሻ െ 1 െ1
𝑐

ln𝐸గ𝑒ିு െ1
𝑐

ln𝐸గሺ𝑒ିு|𝑥ሻ 𝐻 
1
𝑐

ln ቆ
𝑐ሺ𝐻 െ 𝐻ሻ

expሺ𝑐ሺ𝐻 െ 𝐻ሻሻ െ 1
ቇ 

weighted squared loss (1) 
ଵ

ு
ሺ𝑎 െ 𝐻ሻଶ  ൬𝐸గ

1
𝐻

൰
ିଵ

 ൬𝐸గ
1
𝐻

|𝑥൰
ିଵ

 ට𝐻𝐻 

weighted squared loss (2)  
ଵ

ுమ ሺ𝑎 െ 𝐻ሻଶ  
 

ாഏ
భ
ಹ

ாഏ
భ

ಹమ
  

ாഏሺ
భ
ಹ

|௫ሻ

ாഏሺ
భ

ಹమ|௫ሻ
 Th.2 is not applicable 

Brown loss ሺln𝑎 െ ln𝐻ሻଶ 𝑒ாഏ୪୬ு 𝑒ாഏሺ୪୬ு|௫ሻ ට𝐻𝐻 

precautionary loss 
ு






ு
െ 2  

 ට
ாഏு

ாഏ
భ
ಹ

   ට
ாഏሺு|௫ሻ

ாഏሺ
భ
ಹ

|௫ሻ
  Th.2 is not applicable 

generalized entropy loss 

ቀ
𝑎
𝐻

ቁ


െ 𝑞ln
𝑎
𝐻

െ 1 ቆ𝐸గ ൬
1

𝐻൰ቇ

షభ


 
ቆ𝐸గ ൬

1
𝐻 |𝑥൰ቇ

షభ


 

 

 ൬୪୬ுି୪୬ு


ு
ష

ିுష
൰

భ

 

3.  Distorted band class of priors 

We start with recalling the definition of the stochastic and likelihood ratio orders 
and a distortion function. 

Let 𝜋ଵ and 𝜋ଶ be two probability distributions on the space Θ and 𝐹గభ
 and 𝐹గమ

 their 
cumulative distribution functions. We say that 𝜋ଵ is smaller than 𝜋ଶ in the stochastic 
order (denoted by 𝜋ଵ ⪯ 𝜋ଶ) if and only if  for every 𝑡 ∈ 𝑅 we have 𝐹గభ

ሺ𝑡ሻ  𝐹గమ
ሺ𝑡ሻ. 

We say that 𝜋ଵ is smaller than 𝜋ଶ in the likelihood ratio order (denoted by 𝜋ଵ ⪯ 𝜋ଶ) 
if and only if the ratio of their densities గమሺఏሻ

గభሺఏሻ
 increases over the union of the supports 

of 𝜋ଵ and 𝜋ଶ (here 𝑎/0 is taken to be equal to ∞ whenever 𝑎  0 and a support of 
a p.d.f. 𝜋 is a closure of a set ሼ𝜃 ∈ Θ: 𝜋ሺ𝜃ሻ  0ሽ). 

Let 𝑉 and 𝑊 be two random variables such that 𝑉 ∼ 𝜋ଵ and 𝑊 ∼ 𝜋ଶ. It is well 
known that  

𝜋ଵ ⪯ 𝜋ଶ     ⟹     𝜋ଵ ⪯ 𝜋ଶ 
and  
                                              𝜋ଵ ⪯ 𝜋ଶ     ⟺     𝐸𝜓ሺ𝑉ሻ  𝐸𝜓ሺ𝑊ሻ,                               ሺ∗ሻ 
for all increasing functions 𝜓 for which the expectations exist. For more details about 
stochastic orders see Shaked and Shanthikumar (2007), for the stochastic ordering of 
posterior distributions, marginal distributions of data and predictive distributions see 
Męczarski (2015). 



STATISTICS IN TRANSITION new series, September 2021 

 

129

Let ℎ: ሾ0,1ሿ ⟶ ሾ0,1ሿ be a nondecreasing, continuous function such that ℎሺ0ሻ ൌ 0 
and ℎሺ1ሻ ൌ 1. Then ℎ is called a distortion function. Let 𝜋 be a probability distribution 
on Θ, then a probability distribution 𝜋, with a c.d.f. of the form 𝐹గ

ൌ ℎሺ𝐹గሻ, is called 
the distorted distribution with the distortion function ℎ. 

Suppose that the prior distribution is not exactly specified and consider the 
following class of priors. 

Definition (Arias-Nicolás et al. (2016)). Let 𝜋ത be a specific prior belief. The distorted 
band class 𝛤గഥ,భ,మ

 associated with 𝜋ത, based on ℎଵ and ℎଶ, a concave and convex distortion 
functions, respectively, is defined as  

Γగഥ,భ,మ
ൌ ሼ𝜋:  𝜋തభ

⪯ 𝜋 ⪯ 𝜋തమ
ሽ. 

The following properties are very useful (for details see Arias-Nicolás et al. (2016)):   
    • easy elicitation and structure,  
    • Γగഥ,భ,మ

⊆ ሼ𝜋:  𝜋തభ
⪯ 𝜋 ⪯ 𝜋തమ

ሽ,  
    • if 𝜋ଵ, 𝜋ଶ ∈ Γగഥ,భ,మ

, then for every 𝜀 ∈ ሾ0,1ሿ and 𝜋ఌ ൌ ሺ1 െ 𝜀ሻ𝜋ଵ  𝜀𝜋ଶ we     
have 𝜋ఌ ∈ Γగഥ,భ,మ

,  
    • for every 𝜋 ∈ Γగഥ,భ,మ

 and every 𝑥 the posterior distribution satisfies  
𝜋തభ

ሺ⋅ |𝑥ሻ ⪯ 𝜋ሺ⋅ |𝑥ሻ ⪯ 𝜋തమ
ሺ⋅ |𝑥ሻ. 

Example 1. Let 𝜋ത be a fixed prior on the space Θ. Consider a class  
Γଵ ൌ ሼ𝜋:  𝜋തభ,భ

⪯ 𝜋 ⪯ 𝜋തమ,మ
ሽ, 

where ℎଵ,భ
, ℎଶ,మ

 are two distortion functions such that  
ℎଵ,భ

ሺ𝑧ሻ ൌ 1 െ ሺ1 െ 𝑧ሻభ,    ℎଶ,మ
ሺ𝑧ሻ ൌ 𝑧మ, 

𝜋തభ,భ
ሺ𝜃ሻ ൌ

𝑑
𝑑𝜃

ሺ1 െ ሺ1 െ 𝐹గഥሺ𝜃ሻሻభሻ,   𝜋തమ,మ
ሺ𝜃ሻ ൌ

𝑑
𝑑𝜃

ሺሺ𝐹గഥሺ𝜃ሻሻమሻ, 

and 𝑐ଵ  1, 𝑐ଶ  1 are fixed numbers. Thus, if 𝑐ଵ and 𝑐ଶ are integers, then the bounds 
distributions are the distributions of the first and the last order statistics. The following 
properties describe the dependence on parameters 𝑐ଵ and 𝑐ଶ. 

    • If 𝑐′ଵ  𝑐ଵ, then 𝜋തభ,ᇲభ
⪯ 𝜋തభ,భ

.  
    • If 𝑐′ଶ  𝑐ଶ, then 𝜋തమ,మ

⪯ 𝜋തమ,ᇲమ
.  

    • Similar order is for posterior distributions.  
    • The Kolmogorov distance (see Arias-Nicolas et al. (2016))  

𝑑𝐾 ቀ𝜋ത, 𝜋തభ,భ
ቁ ൌ ሺ𝑐ଵ െ 1ሻ𝑐ଵ

షభ
భషభ  ,      𝑑𝐾ሺ𝜋ത, 𝜋തమ,మ

ሻ ൌ ሺ𝑐ଶ െ 1ሻ𝑐ଶ

షమ
మషభ. 

We will use that class for elicitation priors in Section 4.  
Now, considering the GB loss we would like to find bounds of a set of Bayes 

estimators of the premium. The following lemma presents the preservation of order of 
the collective and Bayes premiums computed under the GB loss function when prior 
distributions are in the likelihood ratio order.  
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Lemma 1. Let 𝐻 be an increasing function of 𝜃. Let 𝜋ଵ and 𝜋ଶ be two priors such that 
𝜋ଵ ⪯ 𝜋ଶ and 𝐻గ

 , 𝐻గ
  be the collective and Bayes premium under the GB loss and the 

prior 𝜋, for 𝑖 ൌ 1, 2. Then for every 𝑥 of 𝑋 

𝐻గభ
  𝐻గమ

    𝑎𝑛𝑑   𝐻గభ
 ሺ𝑥ሻ  𝐻గమ

 ሺ𝑥ሻ. 

If 𝐻 is decreasing, then in the above inequalities there is the sign change.  

Proof. Assume 𝐻 is increasing (if 𝐻 is decreasing, then the proof is similar, only we 
have opposite inequalities in ሺ∗∗ሻ).  

Having a probability distribution 𝜋 and a positive integrable function 𝑤, define the 
probability distribution 𝜋௪ with the p.d.f. equal 𝜋௪ሺ𝜃ሻ ൌ

௪ሺுሺఏሻሻగሺఏሻ

౸ ௪ሺுሺఏሻሻగሺௗఏሻ
. If 𝜋ଵ ⪯ 𝜋ଶ, 

then గమ
ೢሺఏሻ

గభ
ೢሺఏሻ

ൌ
౸ ௪ሺுሺఏሻሻగభሺௗఏሻ

౸ ௪ሺுሺఏሻሻగమሺௗఏሻ
∙

గమሺఏሻ

గభሺఏሻ
 is an increasing function of 𝜃, hence 𝜋ଵ

௪ ⪯ 𝜋ଶ
௪   

and  𝜋ଵ
௪ ⪯ 𝜋ଶ

௪. 
Note that 𝜙′ሺ𝑔ሺ𝐻గ

 ሻሻ (see the formula in Theorem 1) is the expected value of the 
function 𝜙′ሺ𝑔ሺ𝐻ሺ𝜃ሻሻሻ if 𝜃 has the probability distribution 𝜋

௪, 𝑖 ൌ 1,2.  Now, applying 
the property (∗) of the stochastic order, if 𝑔 is increasing, we have  

 𝜙ᇱ ቀ𝑔൫𝐻గభ
 ൯ቁ  𝜙ᇱ ቀ𝑔൫𝐻గమ

 ൯ቁ                                                 ሺ∗∗ሻ 

(if 𝑔 is decreasing we have opposite inequalities) and obtain the assertion for the 
collective premium. The proof for the Bayes premium is similar, we only put a posterior 
distribution 𝜋ሺ∙ |𝑥ሻ in the place of 𝜋.                                                                 

The following theorem presents the bounds of a set of Bayes estimators and it is 
a conclusion from Lemma 1.  

Theorem 3. Under the GB loss function and the distorted band class 𝛤గഥ,భ,మ
 of priors, if 

𝐻 is an increasing function of 𝜃 and for every 𝜋 ∈ 𝛤గഥ,భ,మ
 and every 𝑥 of 𝑋 there exist 𝐻గ

  
and 𝐻గ

ሺ𝑥ሻ, then  
inf

గ∈ഏഥ,భ,మ

𝐻గ
 ൌ 𝐻గഥభ

 ,        sup
గ∈ഏഥ,భ,మ

𝐻గ
 ൌ 𝐻గഥమ

 , 

inf
గ∈ഏഥ,భ,మ

𝐻గ
 ൌ 𝐻గഥభ

 ,        sup
గ∈ഏഥ,భ,మ

𝐻గ
 ൌ 𝐻గഥమ

 . 

If 𝐻 is decreasing, then 𝑖𝑛𝑓 and 𝑠𝑢𝑝 change places. 

Having the upper and lower bounds for the set of Bayes premiums and applying 
Theorem 2, we can calculate the PRGM premium if the class of priors is equal Γగഥ,భ,మ

.  

Remarks  

1. Arias-Nicolás et al. (2016) define the class of submodular loss functions and obtain 
the bounds of the set of Bayes actions under priors belonging to 𝛤గഥ,భ,మ

 , if a loss 
function is convex in a and submodular. If 𝑤ሺ𝜃ሻ ൌ 𝑐𝑜𝑛𝑠𝑡 then the GB loss is 
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submodular ቀడమሺఏ,ሻ

డఏడ
ൌ െ𝑔ᇱሺ𝑎ሻ𝑔′ሺ𝜃ሻ𝜑′′ሺ𝑔ሺ𝜃ሻሻ  0ቁ, but if 𝑤ሺ𝜃ሻ ് 𝑐𝑜𝑛𝑠𝑡, then 

a GB loss may not have the submodularity property. As an example consider 
𝐿ሺ𝜃, 𝑎ሻ ൌ

ଵ

ఏమ ሺ𝑎 െ 𝜃ሻଶ.  
2. Applying Remark 8 in Sánchez-Sánchez et al. (2019) and Corollaries 1 and 2 we 

obtain that  for every 𝑥 there exists 𝜋 ∈ Γగഥ,భ,మ
 such that 𝐻ோሺ𝑥ሻ is equal to the 

Bayes estimator with respect to the prior 𝜋.  

Example 2. In that example we present the exact formula for the PRGM estimator for 
some GB losses and a certain class Γగഥ,భ,మ

 of priors. 
Let 𝑋 be an observed random variable with the negative binomial distribution, 

𝑏𝑖𝑛ିሺ𝑟, 𝜃ሻ, where 𝜃 ∈ ሺ0,1ሻ is unknown and 𝑟  0 is known, with the p.d.f. given by  
𝑓ሺ𝑥|𝜃ሻ ൌ

ሺା௫ሻ

ሺሻ௫!
𝜃ሺ1 െ 𝜃ሻ௫ , if  𝑥 ൌ 0,1,2, …. 

Let 𝜋ത be a prior of 𝜃 with the p.d.f. equal 𝜋തሺ𝜃ሻ ൌ 2𝜃  if 𝜃 ∈ ሺ0,1ሻ. We are interested 
in estimating a function 𝐻ሺ𝜃ሻ ൌ

ଵିఏ

ఏ
. Note that 𝐸ሺ𝑋|𝜃ሻ ൌ 𝑟𝐻ሺ𝜃ሻ. Hence, if 𝑋 describes 

the number of claims, then we are interested in estimating the expected value of the 
number of claims. Consider ℎଵሺ𝑧ሻ ൌ 𝑧.ହ and ℎଶሺ𝑧ሻ ൌ 𝑧ଶ and a class Γగഥ,భ,మ

 of priors. 
Then 𝐹గഥሺ𝜃ሻ ൌ 𝜃ଶ,    𝐹గഥభ

ሺ𝜃ሻ ൌ 𝜃ଵ.ହ,    𝐹గഥమ
ሺ𝜃ሻ ൌ 𝜃ସ for 𝜃 ∈ ሺ0,1ሻ. If 𝑋 ൌ 𝑥, then 

posterior distributions for priors 𝜋ത, 𝜋തభ
 and 𝜋തమ

 are beta distributions 𝐵𝑒𝑡𝑎ሺ𝑟  2, 𝑥  1ሻ, 
𝐵𝑒𝑡𝑎ሺ𝑟  0.5, 𝑥  1ሻ and 𝐵𝑒𝑡𝑎ሺ𝑟  4, 𝑥  1ሻ, where a beta distribution with 
parameters 𝛼  0 and 𝛽  0, 𝐵𝑒𝑡𝑎ሺ𝛼, 𝛽ሻ, has the p.d.f. given by  𝜋ሺ𝜃ሻ ൌ
ሺఈାఉሻ

ሺఈሻሺఉሻ
𝜃ఈିଵሺ1 െ 𝜃ሻఉିଵ , if  𝜃 ∈ ሺ0,1ሻ. 

Table 2.  Bayes and PRGM estimators and the oscillation 𝑟ሺΓగഥ,భ,మ
, 𝑥ሻ under some losses, notation: 

 𝐴 ൌ
ሺାଵ.ହሻ

ሺାଵ.ହାሻ
 and 𝐵 ൌ

ሺାସሻ

ሺାସାሻ
.  

Loss function   ሺ𝐻 െ 𝑎ሻଶ   ଵ

ு
ሺ𝐻 െ 𝑎ሻଶ   ቀ

ு
ቁ


െ 𝑞ln



ு
െ 1  

𝐻గഥ
ሺ𝑥ሻ 

𝑥  1
𝑟  1

 
𝑥

𝑟  2
 ൬

Γሺ𝑟  2ሻ𝑥!
Γሺ𝑟  2  𝑞ሻΓሺ𝑥 െ 𝑞  1ሻ

൰

భ


 

𝐻గഥభ

 ሺ𝑥ሻ 𝑥  1
𝑟  0.5

 
𝑥

𝑟  1.5
 ൬

Γሺ𝑟  1.5ሻ𝑥!
Γሺ𝑟  1.5  𝑞ሻΓሺ𝑥 െ 𝑞  1ሻ

൰

భ


 

𝐻గഥమ

 ሺ𝑥ሻ 𝑥  1
𝑟  3

 
𝑥

𝑟  4
 ൬

Γሺ𝑟  4ሻ𝑥!
Γሺ𝑟  4  𝑞ሻΓሺ𝑥 െ 𝑞  1ሻ

൰

భ


 

𝑟ሺΓగഥ,భ,మ
, 𝑥ሻ  ଶ.ହሺ௫ାଵሻ

ሺା.ହሻሺାଷሻ
 2.5𝑥

ሺ𝑟  1.5ሻሺ𝑟  4ሻ
  ቀ ௫!

ሺ௫ିାଵሻ
ቁ

భ
 ൬𝐴

భ
 െ 𝐵

భ
൰ 

𝐻ோሺ𝑥ሻ  ሺ௫ାଵሻ

ଶ
ቀ

ଵ

ା.ହ


ଵ

ାଷ
ቁ 𝑥

ඥሺ𝑟  4ሻሺ𝑟  1.5ሻ
  ቀ ௫!

ሺ௫ିାଵሻ
∙

୪୬ሺ/ሻ

ଵ/ିଵ/
ቁ

భ
 

Now, applying formulas from Table 1 we can calculate Bayes and PRGM estimators 
under selected loss functions. Table 2 presents results. 

In the above example the interesting prior and posterior distributions are easy to 
compute. In practice, it is not easy to compute the exact distributions and interesting 
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posterior quantities (for example the expected value). In the next section we apply the 
acceptance-rejection method. The algorithm applying this method for simulation 
a random sample from prior and posterior distributions 𝜋 and 𝜋ሺ⋅ |𝑥ሻ, knowing 
distributions 𝜋 and 𝜋ሺ⋅ |𝑥ሻ, is presented in Arias-Nicolás et al. (2016).  

4.  The collective risk models and premium calculations, examples 

Let 𝑁, 𝑌ଵ, 𝑌ଶ, … be independent random variables, where 𝑁 describes the number 
of claims and 𝑌ଵ, 𝑌ଶ, … are identically distributed random variables describing severity 
of claims. We consider two models. 

4.1.  Unknown parameter  𝜽  in the Poisson model 

Assume that 𝑁 has the Poisson distribution with an unknown parameter 𝜃  0 and 
a distribution of 𝑌ଵ is known. The parameter 𝜃 can represent a driver’s propensity to 
make a claim and the prior indicates how that propensity is distributed throughout the 
population of insured drivers (see Lemaire (1979), Gómes-Déniz (2009)). Consider the 
premium 𝐻ሺ𝜃ሻ which is a linaer function of 𝜃, thus 𝐻ሺ𝜃ሻ ൌ 𝑡𝜃 (the net premium, the 
variance principle premium, the Esscher premium, the exponential premium are 
examples, see Boratyńska (2008)). Now, let 𝑋ଵ, 𝑋ଶ, … , 𝑋 be observed i.i.d. random 
variables with the Poisson distribution 𝑃𝑜𝑖𝑠𝑠ሺ𝜃ሻ and consider following GB loss 
functions (for shape see Figure 1):   

    • the square-error loss 𝐿௦ሺ𝑎, 𝜃ሻ ൌ ሺ𝜃 െ 𝑎ሻଶ, 
    • the LINEX loss 𝐿ሺ𝑎, 𝜃ሻ ൌ 𝑒ି,ହሺିఏሻ  0,5ሺ𝑎 െ 𝜃ሻ െ 1, 
    • the Brown loss 𝐿ሺ𝑎, 𝜃ሻ ൌ ሺln𝜃 െ ln𝑎ሻଶ, 
    • the generalized entropy losses with q equal 2, 1 and -1: 

𝐿ଶሺ𝑎, 𝜃ሻ ൌ ቀ


ఏ
ቁ

ଶ
െ 2ln



ఏ
െ 1,  𝐿ଵሺ𝑎, 𝜃ሻ ൌ



ఏ
െ ln



ఏ
െ 1, 𝐿ሺିଵሻሺ𝑎, 𝜃ሻ ൌ

ఏ


 ln



ఏ
െ 1. 

For all these loss functions it is enough to find the collective, Bayes and PRGM 
estimators of 𝜃, because if 𝐻ሺ𝜃ሻ ൌ 𝑡𝜃, then  

𝐻గ
 ൌ 𝑡𝜃గ

,        𝐻గ
 ൌ 𝑡𝜃గ

,        𝐻ோ ൌ 𝑡𝜃ோ, 

for the square-error, Brown and generalized entropy losses. For the LINEX loss 
𝐿ሺ𝑎, 𝜃ሻ ൌ 𝑒ሺିఏሻ  𝑐ሺ𝑎 െ 𝜃ሻ െ 1, with a constant 𝑐, we have  

𝐻గ
 ൌ 𝑡𝜃గ,௧

   ,      𝐻గ
 ൌ 𝑡𝜃గ,௧

  ,       𝐻ோ ൌ 𝑡𝜃௧
ோ, 

where 𝜃గ,௧
 , 𝜃గ,௧

 , 𝜃௧
ோ are estimators for the LINEX loss with a constant 𝑡𝑐 

(see Boratyńska (2008)). 
Note that the collective and the Bayes estimator of 𝜃 for loss functions 𝐿௦ and 𝐿ሺିଵሻ are 
equal, but PRGM estimators are different (see Table 1). 
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Figure 1.  The graphs of loss functions 

We assume that the actuary is unable to specify a simple prior distribution of the 
expected number of claims. Thus, let 𝜋ത ൌ 𝐺𝑎𝑚𝑚𝑎ሺ3, 15ሻ be the fixed prior distribution 
of 𝜃 with a p.d.f. 𝜋തሺ𝜃ሻ ൌ

ଵହయ

ଶ
𝜃ଶexp ሺെ15𝜃ሻ for 𝜃  0, and  

Γ ൌ ሼ𝜋:  𝜋തభ
⪯ 𝜋 ⪯ 𝜋തమ

ሽ 

be the family of priors, where  

𝜋തభ
ሺ𝜃ሻ ൌ

𝑑
𝑑𝜃

ሺ1 െ ሺ1 െ 𝐹గഥሺ𝜃ሻሻభሻ,        𝜋തమ
ሺ𝜃ሻ ൌ

𝑑
𝑑𝜃

ሺሺ𝐹గഥሺ𝜃ሻሻమሻ 

and 𝑐ଵ ൌ 𝑐ଶ ൌ 1.5. Then 𝑑𝐾ሺ𝜋ത, 𝜋തభ
ሻ ൌ 𝑑𝐾ሺ𝜋ത, 𝜋തమ

ሻ ൌ 0.148. The class Γ expresses the 
inaccuracy in determining the cumulative distribution function of 𝜋ത. The parameters 
𝑐ଵ, 𝑐ଶ provides the degree of distortion and can be elicited by fixing a reasonable 
distance in terms of Kolmogorov metric. 

 

Figure 2.  Oscillation 𝑟ሺΓ, 𝑥ሻ of Bayes estimators for different loss functions, 𝑛 ൌ 5 (left) and 
 𝑛 ൌ 10 (right) 
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Figure 2 presents the oscillation of the Bayes estimators for 𝑛 ൌ 5 and 𝑛 ൌ 10 and 
different values of  𝑥 ൌ ∑ 𝑋


ୀଵ . Table 3 shows the oscillation of the collective estimator 

for different losses. We see that the oscillation for Bayes estimators is an increasing 
function of 𝑥 (except the generalized entropy loss with 𝑞 ൌ 2) and it is smaller than the 
oscillation for the collective estimators for ௫


൏ 0.5. The greatest oscillation is for the 

LINEX loss. 

Table 1. Oscillation of the collective estimator of  𝜃 

Loss square LINEX Brown Generalized entropy loss 
𝑞 ൌ 2 𝑞 ൌ 1  𝑞 ൌ െ1 

𝑟ሺΓሻ   0.076   0.078   0.073   0.071   0.071   0.076 
 

Generalized entropy losses 

 
Figure 3.  Values of collective, Bayes and PRGM estimators and minimum and maximum of Bayes 
 estimators for different loss functions and 𝑛 ൌ 5 
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Figures 3 and 4 show values of minimum and maximum of Bayes estimators, 
collective estimators and Bayes estimators for the prior 𝜋ത ൌ 𝐺𝑎𝑚𝑚𝑎ሺ3,15ሻ and PRGM 
estimators for two values of 𝑛 and different 𝑥 ൌ ∑

ୀଵ 𝑋. The oscillation of Bayes 
estimators is the smallest if ௫


 is closed to the expected value 𝐸గഥ𝜃 ൌ 0.2. 

 

 
Generalized entropy losses 

 
Figure 4.  Values of collective, Bayes and PRGM estimators and minimum and maximum of Bayes 
 estimators for different loss functions and 𝑛 ൌ 10 

We use 𝑛 and 𝑥 small, because 𝑛 is interpreted as the number of periods (years) we 
observe, for example, a driver, and 𝑥 is the number of claims during the 𝑛 periods. The 
prior represents the population behaviour of the parameter 𝜃. Our results (Bayesian 
and PRGM premiums) have similar interpretation as the rules in the credibility theory. 
They combine knowledge about a single driver with knowledge about the entire 
population. Similar models with a parametric class of priors or an 𝜀-contamination 
class of priors and the square-error loss or LINEX loss were considered in Boratyńska 
(2008) and Gómez-Déniz (2009). 
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4.2.  Unknown parameters 𝜽 and 𝝀 of distributions of the number and severity of 
 claims 

Assume that random variable 𝑁 has a distribution 𝑓ଵሺ⋅ |𝜃ሻ depending on an 
unknown parameter 𝜃 ∈ Θ, and a random variable 𝑌ଵ has a distribution 𝑓ଶሺ⋅ |𝜆ሻ 
depending on an unknown parameter 𝜆 ∈ Λ. Consider the premium of the form  

𝐻ሺ𝜃, 𝜆ሻ ൌ 𝐻ଵሺ𝜃ሻ𝐻ଶሺ𝜆ሻ, 

where 𝐻ଵ and 𝐻ଶ are increasing and continuous functions of 𝜃 and 𝜆, respectively. 
Let 𝑋ଵ, 𝑋ଶ, … , 𝑋 be observed i.i.d. random variables with a p.d.f. 𝑓ଵሺ⋅ |𝜃ሻ and 

𝑍ଵ, 𝑍ଶ, … , 𝑍 be observed i.i.d. random variables with a p.d.f. 𝑓ଶሺ⋅ |𝜆ሻ, all variables are 
conditionally independent, knowing parameters 𝜃 and 𝜆. Assume that 𝜃 and 𝜆 are 
independent, and 𝜃 ∼ 𝜇 and 𝜆 ∼ 𝜐. Denote 𝑋 ൌ ሺ𝑋ଵ, 𝑋ଶ, … , 𝑋ሻ and 𝑍 ൌ
ሺ𝑍ଵ, 𝑍ଶ, … , 𝑍ሻ. Let 𝑥 and 𝑧 be observed values of random variables 𝑋 and 𝑍. It can be 
seen directly that the posterior distributions 𝜇ሺ⋅ |𝑥ሻ and 𝜐ሺ⋅ |𝑧ሻ are independent. 
Consider the following GB loss functions: square-error loss, Brown loss, generalized 
entropy loss (see Table 1). Then, the collective and Bayes premiums are equal  

𝐻ఓ,జ
 ൌ 𝐻ଵ,ఓ

 𝐻ଶ,జ
 ,   𝐻ఓ,జ

 ሺ𝑥, 𝑧ሻ ൌ 𝐻ଵ,ఓ
 ሺ𝑥ሻ𝐻ଶ,జ

 ሺ𝑧ሻ. 

Let Γ∗ be a family of priors on the space Θ ൈ Λ with a p.d.f. given by  

𝜋ሺ𝜆, 𝜃ሻ ൌ 𝜇ሺ𝜃ሻ𝜐ሺ𝜆ሻ, 
where  

𝜇 ∈ ሼ𝜇:  �̅�భ
⪯ 𝜇 ⪯ �̅�మ

ሽ,  𝜐 ∈ ሼ𝜐:  �̅�య
⪯ 𝜐 ⪯ �̅�ర

ሽ, 

�̅� and �̅� are fixed priors on the spaces Θ and Λ, respectively, and ℎଵ, ℎଶ, ℎଷ, ℎସ are fixed 
distortion functions (ℎଵ, ℎଷ are concave and ℎଶ, ℎସ are convex). Assume that for every 
𝜋 ∈ Γ∗ and every 𝑥 and 𝑧 the Bayes premium exists. Then (applying Theorem 4) the 
minimum and maximum of Bayes estimators of the premium 𝐻 are given by  

inf
గ∈∗

𝐻గ
ሺ𝑥, 𝑧ሻ ൌ 𝐻ଵ,ఓഥభ

 ሺ𝑥ሻ𝐻ଶ,జഥయ

 ሺ𝑧ሻ,        sup
గ∈∗

𝐻గ
ሺ𝑥, 𝑧ሻ ൌ 𝐻ଵ,ఓഥమ

 ሺ𝑥ሻ𝐻ଶ,జഥర

 ሺ𝑧ሻ, 

and using Theorem 2 we have the PRGM estimator of 𝐻. 

Example 3. Assume that 𝑁 ∼ 𝑃𝑜𝑖𝑠𝑠ሺ𝜃ሻ and 𝑌ଵ has an exponential distribution with 
a density given by 𝑓ଶሺ𝑦|𝜆ሻ ൌ

ଵ

ఒ
expሺെ

௬

ఒ
ሻ for 𝑦  0, depended on an unknown 

parameter 𝜆  0. Consider the net premium  

𝐻ሺ𝜃, 𝜆ሻ ൌ 𝐻ଵሺ𝜃ሻ𝐻ଶሺ𝜆ሻ ൌ 𝜃𝜆. 

Assume that 𝜃 has the prior distribution �̅� ൌ 𝐺𝑎𝑚𝑚𝑎ሺ𝛼, 𝛽ሻ and 𝜆 has the prior 
distribution �̅� ൌ 𝐼𝐺𝑎𝑚𝑚𝑎ሺ𝑎, 𝑏ሻ with a density function  

�̅�ሺ𝜆ሻ ൌ
𝑏

Γሺ𝑎ሻ
𝜆ିିଵexp ൬െ

𝑏
𝜆

൰    for  𝜆  0 , 

where 𝛼, 𝛽, 𝑎,𝑏 are fixed positive parameters and 𝛼  2 and 𝑎  1.  
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If 𝑋 ൌ 𝑥 ൌ ሺ𝑥ଵ, 𝑥ଶ, … , 𝑥ሻ and 𝑍 ൌ 𝑧 ൌ ሺ𝑧ଵ, 𝑧ଶ, … , 𝑧ሻ, then the posterior distributions 
are �̅�ሺ⋅ |𝑥ሻ ൌ 𝐺𝑎𝑚𝑚𝑎ሺ𝛼  ∑

ୀଵ 𝑥, 𝛽  𝑛ሻ and �̅�ሺ⋅ |𝑧ሻ ൌ 𝐼𝐺𝑎𝑚𝑚𝑎ሺ𝑎  𝑚, 𝑏  ∑
ୀଵ 𝑧ሻ. We 

obtain the following collective and Bayes premiums: 

    • under the square-error loss and the generalized entropy loss for 𝑞 ൌ െ1  

𝐻ఓഥ,జഥ
 ൌ

𝛼𝑏
𝛽ሺ𝑎 െ 1ሻ

,        𝐻ఓഥ,జഥ
 ሺ𝑥, 𝑧ሻ ൌ

ሺ𝛼  ∑
ୀଵ 𝑥ሻሺ𝑏  ∑

ୀଵ 𝑧ሻ
ሺ𝛽  𝑛ሻሺ𝑎  𝑚 െ 1ሻ

, 

    • under the Brown loss  

𝐻ఓഥ,జഥ
 ൌ expሺ𝜓ሺ𝛼, 𝛽ሻ െ 𝜓ሺ𝑎, 𝑏ሻሻ, 

𝐻ఓഥ,జഥ
 ሺ𝑥, 𝑧ሻ ൌ exp ൭𝜓ሺ𝛼  𝑛, 𝛽  



ୀଵ

𝑥ሻ െ 𝜓ሺ𝑎  𝑚, 𝑏  



ୀଵ

𝑧ሻ൱, 

where 𝜓ሺ𝑠, 𝑡ሻ ൌ 
ାஶ

 ln𝑦
௧ೞ

ሺ௦ሻ
𝑦௦ିଵ𝑒ି௧௬𝑑𝑦,  

    • under the generalized entropy loss for 𝑞 ൌ 1  

𝐻ఓഥ,జഥ
 ൌ

ሺ𝛼 െ 1ሻ𝑏
𝛽𝑎

,        𝐻ఓഥ,జഥ
 ሺ𝑥, 𝑧ሻ ൌ

ሺ𝛼  ∑
ୀଵ 𝑥 െ 1ሻሺ𝑏  ∑

ୀଵ 𝑧ሻ
ሺ𝛽  𝑛ሻሺ𝑎  𝑚ሻ

, 

    • under the generalized entropy loss for 𝑞 ൌ 2  

𝐻ఓഥ,జഥ
 ൌ

ඥሺఈିଶሻሺఈିଵሻ

ఉඥሺାଵሻ
,    𝐻ఓഥ,జഥ

 ሺ𝑥, 𝑧ሻ ൌ
ටሺఈା∑

సభ ௫ିଶሻሺఈା∑
సభ ௫ିଵሻሺା∑

సభ ௭ሻ

ሺఉାሻඥሺାାଵሻሺାሻ
. 

For 𝑖 ൌ 1,3 and 𝑗 ൌ 2,4 define fixed numbers 𝑐  1, 𝑐  1 and the distortion 
functions  

ℎሺ𝑧ሻ ൌ 1 െ ሺ1 െ 𝑧ሻ ,        ℎሺ𝑧ሻ ൌ 𝑧ೕ. 

Now, using the class Γ∗ of priors and simmulation methods for calculation of 
posterior expected values (similarly as in Section 4.1), we obtain the minimum and 
maximum of collective and Bayes premiums and the PRGM premium. 

5. Conclusions 

The analysis proposed in this article was used to provide the optimal estimators of 
the risk premium in Bayesian models with the distorted band class of priors expressing 
some uncertainty in elicitation of a prior. It is an alternative to the parametric classes of 
priors used by practitioners. It expresses the uncertainty in determining a prior c.d.f., 
and that uncertainty is more realistic. The range of Bayes estimators and optimal PRGM 
estimators is obtained under the large family of GB loss functions, thus the practitioner 
can find the loss function expressing the severity of under- and over-estimation. 
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The numerical example presents the difference among the estimators of frequency of 
claims in the collective risk model under different loss functions. The last example 
presents the situation where we can apply results for one-dimensional parameter to the 
bidimensional parameter, thus we can estimate the net premium with unknown 
frequency and expected severity of claims. Ruggeri et al. (2021) consider the 
generalization of the distorted band class to the multivariate case. Applying their 
models we can try to describe a dependence structure between random variables 𝜃 and 
𝜆 connected with frequency and severity of claims. The author believes that this topic 
could be expanded in the future.  
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An application of persistent homology and the graph
theory to linguistics: The case of Tifinagh and Phoenician

scripts
Hajar Bouazzaoui1, Mohamed Abdou Elomary2, MyIsmail Mamouni3

ABSTRACT
As the origin of the Tifinagh script remains uncertain, this work aims at exploring its proba-
ble relatedness with the Phoenician script. Using tools from within topological data analysis
and graph theory, the similarity between the two scripts is studied. The clustering of their
letter shapes is performed based on the pairwise distances between their topological signa-
tures. The ideas presented in this work can be extended to study the similarity between any
two writing systems and as such can serve as the first step for linguists to determine the
possibly related scripts before conducting further analysis.
Key words: topological data analysis, persistent homology, graph theory, writing systems,
Abjad scripts, Alphabet scripts, Tifinagh script, Phoenician script.

1. Introduction

Living beings - humans and animals alike, have a need for systems of communication to
ensure their survival. Humans, by their ingenuity, have developed writing systems as a con-
ventional visual mode to represent their oral communication. While writing and talking are
both tools for transmitting messages, writing has the advantage of being a reliable form of
data storage that obeys the usual coding and decoding rules, which imply a shared under-
standing by the author and the reader of the sets of characters composing the used writing
system.

Tifinagh, which is the writing system of interest in this paper, is the script adopted
for Tamazight or Berber languages more broadly. Berber has been originally spoken in
territories ranging from the Atlantic coast to Egypt before the arabisation of North Africa.
Millions of Tifinagh inscriptions of various styles and eras tattoo the rocks of North Africa
and the Sahara. A long process of cultural and identity changes begun with the emergence
of Islam in the seventh century, concurrently, the linguistic map of Tifinagh (see Figure
1) retracted over the centuries until its present form, broken into islands distant from each
other.
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Figure 1: Current Tifinagh speaking map in Africa.

So far, there is no conclusive theory about the origin of the Tifinagh script. The majority of
scholars support one these three theories (Blanco 2014):

• South-Semitic origin (Arabian and Latin scripts);

• North-Semitic origin (Phoenician and/or Punic);

• Independent invention with Phoenician influence.

Our aim in the present work is to verify whether the Tifinagh and the Phoenician scripts
are indeed related.

From a linguistic point of view, the study of script evolution is not independent from
historical, geographic and cultural factors. One cannot then demonstrate the relationship be-
tween scripts based solely on the study of individual graphemes (Briquel-Chatonnet 1997).
However, analyzing and comparing letter shapes remains an important constituent of that
study.

In order to demonstrate linguistic relatedness and to reconstruct a hypothetical common
ancestral system of languages, linguists rely, among others, on the comparative method
as a technique to study language development and perform comparisons on these languages
(McMahon, A. and McMahon, R. 2011). However, the languages to compare are not chosen
at random, and an initial stage of deciding whether some languages are related is required.

The present work, which studies the relatedness of the Phoenician and Tifinagh scripts,
rely on methods that could be extended to study the relatedness of any two other scripts,
and as such, serve as a first step to the comparative method, at least to the extent where only
letter shapes are considered.

We believe that this is the first work that investigates the visual relationship between
scripts using topological data analysis (TDA). A previous work (Sadouk et al. 2020) estab-
lished a possible relationship between Phoenician and Tifinagh scripts using deep learning.
The authors trained a classifier on a dataset of Phoenician letters and used a transfer learning
system based on these shapes to improve the performance of Tifinagh handwritten character
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recognition thereby inferring a possible relationship between the two scripts. Still, as with
all deep learning systems, large samples of data were required. TDA, on the other hand, can
provide robust results with only small samples of data.

To verify the relatedness of the two scripts, we adopt a topological data analysis ap-
proach based on persistent homology and graph theory. We represent each letter of the
writing systems we are studying as a graph. Our aim is to study the similarity between the
graphs corresponding to Phoenician letters and those corresponding to Tifinagh letters. In
the literature, many graph similarity measures were studied among which we cite maximum
common subgraph (Fernández and Valiente 2001), the number of mismatching edges (Zhu
et al. 2012) and graph edit distance (GED) (Gouda and Hassan 2016). GED has been the
most adopted one. It is the least expensive sequence of edit operations that can transform
a graph G1 to a graph G2. In practice, however, finding the minimal edit distance is an
NP-hard problem and has the drawback of having an exponential computational complexity
in terms of the number of graph edit vertices.

In this work, topological information of interest in each of these graphs is summarized
in persitence diagrams. Computing the Bottleneck distance between these topological sig-
natures will serve as a mean to verify similarity between letter graphs and thus between
Tifinagh and Phoenician scripts.

The paper is organized as follows: in Section 2, we give a brief introduction of math-
ematical concepts we will be using throughout this paper; we put special emphasis on per-
sistent homology. In Section 3, we describe the method we used to perform our analysis
before closing with a discussion of results and future research directions.

2. Materials and background

Homology formalizes the way topological spaces are distinguished by examining their
holes. One of the most common approaches to homology is simplicial homology. It is based
on associating abelian groups or modules to simplicial complexes built on top of topological
spaces. One of its major advantages is that it lends itsef to relatively easy computations.

We first define what simplices are. A simplex or a p-simplex is the generalization of a
triangle in p-dimension.

Definition 1 (p-simplex)
Let e0,e1, ...,ep be affinely independent points in Rn. The associated convex hull, denoted
σ p = [e0,e1, ...,ep], is called a p-simplex. That is the polyhedron:

σ p =
{

∑
p
i=0 tiei, ti ≥ 0,∑p

i=0 ti = 1
}

Figure 2: A 0-simplex is a point, a 1-simplex is a line segment, a 2-simplex is a triangle
and a 3-simplex a tetrahedron (Zhu 2013)
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When σ and α are two simplices such that α ⊂ σ , we call α a face of σ and σ a co-face of
α .

Definition 2 (Simplicial complex)
A simplicial complex K is a finite collection of simplices satisfying the following conditions:

1. For any σ ∈ K with a face α , we have α ∈ K;

2. If σ1,σ2 ∈ K then σ1∩σ2 = or σ1∩σ2 ∈ K.

The dimension of K is the maximal dimension of its simplices.

Figure 3: Left: a simplicial complex. Right: not a simplicial complex (Zhu 2013)

Definition 3 (p-chain)
A p-chain is a formal finite sum ∑i niσ

p
i , where σ

p
i are oriented p-simplices of a simplicial-

complex K and ni ∈ Z.

The set Cp(K) of all p-chains of K is a Z-module. The following Z-linear map :

∂p : Cp(K)→Cp−1(K) (1)

is called a boundary map, it is defined at the level of the generators as follows:

∂p(σ) :=
p

∑
i=0

(−1)i[e0,e1, ..., êi, ...,ep] (2)

where σ = [e0,e1, · · · ,ep] is an oriented p−simplex and êi means that ei is omitted. Thus,
the boundary of a tetrahedron is the alternative sum of its four triangles, the boundary of a
triangle is the alternative sum of its three edges and the boundary of a line segment is the
difference of its two endpoints. A direct computation shows that

∂p ◦∂p+1 = 0. (3)

In other words
Im∂p+1 ⊂ ker∂p. (4)

This yields the following exact sequence, called a chain complex of K :

0 =Cn+1(K)
i
↪→Cn(K)

∂n−→ Cn−1(K)
∂n−1−→ ·· · ∂1−→C0(K)

∂0−→C−1(K) = 0 (5)

where ↪→ denotes the inclusion map. The figure below illustrates the evolution of this chain
complex.
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Figure 4: Chain, cycle and boundary groups and their mappings under boundary opera-
tors. ( Horak, Maletić and Rajković 2009)

Elements of Zp := ker∂p are called p-cycles, those of Bp := Im∂p+1 are called p-boundaries.
In particular, any p-boundary is a cycle, but the inverse does not always hold. The obstruc-
tion for a cycle to be a boundary is encoded in the quotient

Hp(K) :=
Zp

Bp
. (6)

called the p-th homology group of K. Its rank, defined as

βp(K) := dimZ Hp(K), (7)

is called the p-th Betti number of K and it encodes the number of p−dimensional holes in
the simplicial complex K. In particular, β0 denotes the number of connected components
of K. For more details, we refer the reader to these standard references (Hatcher 2002) and
(Spannier 1966).

2.1. Persistent homology

Persistent homology, one of the main tools in topological data analysis, proved its use-
fulness in many real world applications among which shape analysis, medical imaging and
network sensing are only a few examples. In many of these applications, data is given as a
point cloud. Persistent homology keeps track of homology classes as a nested sequence of
simplicial complexes is built on top of the data. The “lifetime” of a homology class is an
indication of the relevance or irrelevance of homological information.
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Figure 5: A noisy point cloud data

Let P be a cloud of points embedded in Rn. One may associate a filtration to P , that is a
finite increasing sequence of sub-complexes

P = K0 ⊂ K1 ⊂ ·· · ⊂ Kn. (8)

For every i≤ j, the inclusion map Ki ↪→ K j induces the homology homomorphism

f i, j
p : Hp(Ki)−→ Hp(K j) (9)

at each dimension p. This yields the homology sequence

Hp(K0)−→ Hp(K1) · · · −→ Hp(Kn). (10)

As we go from Ki−1 to Ki, we gain new homology classes and lose others as they become
trivial or merge with each other. Persistent homology groups are defined as follows.

Definition 4 The p-th persistent homology groups, denoted H i, j
p , are defined to be the im-

ages H i, j
p := Im f i, j

p . Their ranks β
i, j
p := rank(H i, j

p ), are the corresponding p-th persistent
Betti numbers.

We note that
H i, j

p = Zp(Ki)/(Bp(K j)∩Zp(Ki)). (11)

A class γ is born at time t = i if γ /∈ H i−1,i
p . It dies at time t = j, when it becomes trivial or

when it merges with an older class as we go from K j−1 to K j, that is, f i, j−1
p (γ) /∈ H i−1, j−1

p

but f i, j
p (γ) ∈ H i−1, j

p . The figure below illustrates this scenario.
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Figure 6: Example of a homology class with birth time t = i, and death time t = j. (Edels-
brunner and Harer 2010)

We can encode this evolution in a persistence barcode, which is a set of intervals whose
first endpoint indicates the birth-time of the homology class, while the second one indicates
its death-time. Short line segments correspond to noise, while persistent line segments
imply relevant homological information.

Figure 7: Example of a point cloud and its associated Vietoris-Rips complex and barcode
(Ghrist 2008)

Barcodes can be computed efficiently by using a matrix reduction algorithm. Surpris-
ingly, we can get all this information with a single reduction. We order the time appearance
t(σi) of a simplex σi as follows: t(σi)< t(σ j) whenever σi is a face of σ j. Then we set the
boundary matrix, ∂ , which stores all that information, that is the binary matrix,

∂ [i, j] :=
{

1 if σi is a face of σ j of co-dimension one ;
0 otherwise.

Let low( j) be the row index of the lowest non-null coefficient (when it exists) in the
column j. A matrix is called reduced if low( j) ̸= low(k) whenever j ̸= k. In other words,
no two columns have lows in the same level. One way to get a reduced matrix R from the
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boundary matrix ∂ is to add columns from left to right. (see Algorithm 1).

Algorithm 1 : Smith Reduction Algorithm

Input: Boundary matrix
Output: Reduced boundary matrix
for j = 1 to n do

while ∃ j′ < j with low( j′) = low( j) do
add column j′ to column j

end while
end for

Theorem 1 (Pairing theorem, see (Edelsbrunner and Harer 2010))
Let R be the reduced matrix obtained from the boundary matrix. There is a persistence
pairing (i, j) of a homology class whenever i = low( j).

The filtrations built on top of data can also be described topologically using persistence
diagrams. These are multisets of R2 that encode information about homology groups. A
homology class that appears at time i and disappears at time j is represented by the point of
coordinates (i, j). The multiplicity of that point represents the number of features with the
same birth and death times. The persistence of each class is the real value j− i.

Figure 8: Example of a persistence diagram (Nanda 2017)

In order to compare topological signatures present in the resulting persistence diagrams,
we compute their Bottleneck distance.

Definition 5 Bottleneck distance
Given two persistence diagrams D and E, their Bottleneck distance (w∞) is defined by:
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w∞(D,E) := inf
η

sup
x∈D
∥x−η(x)∥∞

where η ranges over bijections between D and E.

For further details on persistent homology, we refer the reader to these standard refer-
ences (Edelsbrunner and Harer 2010) and (Ghrist 2008).

2.2. Zigzag Persistent homology

A more general approach to persistent homology is zigzag persistent homology, which
we will use in this paper, in this section, we introduce some of its key principles. In this
setting, both forward and backward maps are permitted between topological spaces. Let
X1↔X2↔ ··· ↔Xn be a sequence of topological spaces. The maps between these spaces
induce maps between chain complexes C(X1)↔ C(X2)↔ ··· ↔ C(Xn). The homology
sequence Hp(X1)↔ Hp(X2)↔ ·· · ↔ Hp(Xn) obtained by applying the homology functor
Hp forms a zigzag module.

A finite-dimensional zigzag module can be decomposed as a direct sum of interval mod-
ules

⊕
I[b,d], where I[b,d] is the homology class existing in the spaces from H(Xb) to H(Xd).

The information needed to compute this decomposition is encoded in one filtration; the right
filtration (Gunnar, De Silva and Morozov 2009).

Definition 6 ((Milosavljević, Morozov and Skraba (2011)) The right-filtration of a space
H(Xi) is the collection of its subspaces Rn = (R0,R1, . . . ,Rn) such that Ri ⊆ R j whenever
i≤ j. The filtration is defined as follows.
If n = 1, then R0 = (0,H(X1)).

If H(Xi)
f−→ H(Xi+1), then Rn+1 = ( f (R0), f (R1), . . . , f (Rn),H(Xi+1)).

If H(Xi)
g←− H(Xi+1), then Rn+1 = (0,g−1(R0),g−1(R1), . . . ,g−1(Rn)).

For more details on zigzag persistent homology, we refer the interested reader to (Carls-
son and De Silva 2010).

3. Method and results

Some scripts undergo a process of transformation over a long period of time, while others
are a result of deliberate mixing of traits adopted from multiple other scripts. In this work,
we assume that the Tifinagh and Phoenician scripts are related if, by introducing a sequence
of minimal random transformations on the Phoenician letters, we obtain clusters of similar
letters each containing letters from both scripts. We denote the set of Phoenician letters by P
and that of Tifinagh letters by T. To account for the dynamics of the script letters in P, each
of these letters is represented as a dynamic graph by allowing operations such as adding or
removing vertices and edges. A dynamic graph is a graph G = {G1,G2, . . . ,Gn} on which
a sequence of updates is performed, Gi being the modified graph at time i. In this study,
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((a)) Tifinagh letters ((b)) Phoenician letters

Figure 9: Tifinagh and Phoenician letters

we only allow graph transformations within 1 Graph Edit Distance (GED) from the original
ones.

Zigzag persistent homology, which is a generalization of persistent homology, is more
adapted for studying dynamical graphs. It allows for both inserting and deleting edges and
vertices which correspond respectively to adding and removing simplices from the con-
structed simplicial complex.

A clustering is finally performed based on the pairwise bottleneck distances between
topological signatures in order to detect similar letters in the two sets P and T.

We summarize our approach in the following steps:

1. Represent each letter in P as a time-varying graph G = {G0,G1, . . . ,Gn}, Gi being the
letter graph at step i.

2. Associate a metric space representation to each graph G and build a dynamical sim-
plicial complex.

3. Compute the zigzag persistent homology of G.

4. Make a clustering of P and T graphs on the basis of the pairwise bottleneck distances
between their topological signatures in order to detect similarity between letters.

3.1. Dynamic graphs

The dynamic graphs are constructed as follows:

• The letter is represented by a finite undirected graph. The vertex set V is the set of
the intersection points present in that letter.

• A vertex function fv that maps the state of the vertex v at time t to its state at time
t +1.

• An edge function fe that maps the state of the edge e at time t to its state at time t +1.
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The undirected graph is represented by an adjacency matrix M . The dynamics corre-
spond to adding and removing nodes and edges and updating the matrix accordingly. For
an edge addition (resp. deletion) event between vertices vi and v j, the function fe assigns 1
(resp. 0) to Mi, j and M j,i. The function fv on the other hand, adds a new row and column to
the matrix M whenever a new edge is added and deletes the row and column corresponding
to a vertex when it is removed.

3.2. Metric space representation

To each graph Gi, we associate a metric space representation. A metric on Gi is obtained
by computing a matrix of shortest path distances between nodes using the Floyd Warshall al-
gorithm (Floyd 1962) which we implemented using the Networkx library (Hagberg, Swart,
and S Chult 2008). The Floyd Warshall algorithm is a dynamic programming algorithm,
which works in the following fashion: let dk

i j be the shortest path from i to j with interme-
diate vertices chosen among {1,2, . . . ,k}. Then, for k > 1, dk

i j = min(dk−1
i j ,dk−1

ik +dk−1
k j ).

We then build the Vietoris Rips complexes of the graphs on top of these metric spaces
using Dionysus library (Morozov 2012). Given a distance matrix, we compute a sorted
filtration filled with the 1-skeleton of the clique complex built on the points at distance at
most six from each other, six being the maximum scale at which the Vietoris-Rips complex
is computed.

3.3. Computing Zigzag Persistent Homology

In practice, given a time-varying graph G = {G0,G1, . . . ,Gn}, we start by constructing
a simplicial complex of G0, the graph instance at time t = 0. This simplicial complex is
dynamically modified; as we add new vertices/edges or remove them, simplices are added
or removed. At time t = 0, a simplicial complex K0 is created. At time t > 0, Kt is the
simplicial complex associated with the updated graph at time t. In the case of an addition
event, a k−simplex is added to Kt if it was not present in Kt−1, while the simplices that
were at time t−1 and did not appear at time t are removed from the complex in the case of
a deletion event. We then compute zigzag persistence of this dynamic simplicial complex
using Dionysus (Morozov 2012).
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Figure 10: Sample Phoenician Letters Graphs

Figure 11: Their Persistence Diagrams

Figure 12: Their Barcodes

Figure 13: Sample Phoenician Letters
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Figure 14: Sample Tifinagh Letters Graphs

Figure 15: Their Persistence Diagrams

Figure 16: Their Barcodes

Figure 17: Sample Tifinagh Letters

3.4. Clustering

In order to verify the aforementioned claim, i.e. Tifinagh being related to Phoenician,
we measure similarity between the time-varying graphs representing the P letters and those
representing the T letters. After computing the persistence diagrams associated with the
simplicial complexes built on top of each graph, we compute the pairwise bottleneck dis-
tance between persistence diagrams. We obtain a distance matrix on the basis of which we
perform hierarchical clustering, more specifically in this case an agglomerative clustering.
Agglomerative clustering starts by considering each singleton as a cluster. The clusters are
then inductively combined until some stop criterion is satisfied. In this work, the update at
each step is performed using a complete linkage which measures inter-cluster dissimilarity
based on the maximum distances between all data points.

3.5. Results

We notice that, except for a few distinct points, each cluster in the right figure contains
both Phoenician and Tifinagh letters suggesting similarity between the two.

Pn denotes Phoenician letters while Tn denotes the Tifinagh letters. The agglomerative
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((a)) Dendrogram ((b)) Clustering results

Figure 18: Dendrogram and Clustering Results

clustering with a complete linkage we used separates data into seven clusters, each contain-
ing both Tifinagh and Phoenician letters suggesting similarity between the two. A cluster
also contains letters from the same script. This is due to the homogeneity present within
each script; letters of the same script tend to have a common pattern that distinguishes them
from other scripts. Hierarchical clustering produces a graphical representation between data
points in the form of a hierarchical tree (Figure (A)) that we used for finding the optimal
number of clusters.

The results we obtained only suggest a possible visual relationship between the graphemes
of the script. This relationship can be due to Tifinagh being derived from Phoenician or
Tifiniagh being created under the influence of Phoenician. The nature of that relationship
might be a question for a future work.

4. Conclusion

In this work, we demonstrated how TDA and persistent homology in particular can be
used to verify the relatedness between two writing systems. Even though we restricted our
analysis to the study of similarity between the Phoenician and Tifiniagh scripts, the method
we used can be extended to compare any two writing systems. A future work might explore
the nature of this relatedness, i.e. whether one script is derived from the other or one was
built under the other’s influence.
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A new count data model applied in the analysis of vaccine adverse 
events and insurance claims 
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ABSTRACT 

The article presents a new probability distribution, created by compounding the Poisson 
distribution with the weighted exponential distribution. Important mathematical and 
statistical properties of the distribution have been derived and discussed. The paper 
describes the proposed model’s parameter estimation, performed by means of the maximum 
likelihood method. Finally, real data sets are analyzed to verify the suitability of the proposed 
distribution in modeling  count data sets representing vaccine adverse events and insurance 
claims. 

Key words: poisson distribution, weighted exponential distribution, compound 
distribution, count data, maximum likelihood estimation. 

1.  Introduction 

Compounding a discrete distribution with a continuous distribution is a valuable 
method for creating flexible distributions to assist modelling of count data. Count data 
distributions play a key role in several applications for applied fields and theoretical 
research like health, transport, insurance and engineering, etc. Barreto-Souza and 
Bakouch (2013) obtained a new class of compound distribution with decreasing failure 
rate by compounding zero-truncated Poisson Lindley distribution and exponential 
distribution. Hajebi et al. (2013) obtained a new lifetime model by compounding 
exponential distribution with negative binomial distribution. Mohmoudi and Jafari 
(2014) introduced a new lifetime compound probability distribution which generalizes 
the linear failure rate of distribution. Ghitany et al. (2011) obtained weighted Lindley 

                                                           
1  Department of Statistics, University of Kashmir, Srinagar (J&K), India. Corresponding Author.  
 E-mail: darshowkat2429@gmail.com. ORCID: https://orcid.org/0000-0002-3661-822X. 
2  Department of Statistics, University of Kashmir, Srinagar (J&K), India.  
3  Department of Mathematical Sciences, Islamic University of Science & Technology, Awantipora, Pulwama 

(J&K), India.  
4  Department of Statistics, University of Kashmir, Srinagar (J&K), India.  



158                                                                                        S. A. Dar et al.: A new count data model applied … 

 

 

distribution and pointed that Lindley distribution is valuable in exhibiting biological 
data from mortality studies. Asgharzadeh et al. (2014) created a new class of 
distribution by mixing any continuous distribution and Poisson Lindley distribution 
through a compounding technique. Chesneau et al. (2020) introduced Cosine 
geometric distribution for count data modelling. Bourguigon et al. (2014) obtained the 
Birnbaum-Saunders power series distribution. The new lifetime distribution has 
a decreasing, increasing or constant hazard rate. Silva and Cordeiro (2015) created 
a new lifetime distribution by mixing Burr XII and power series distribution through 
a compounding technique. Pinho et al. (2015) obtained a new distribution by assuming 
that simple size distribution as Harris distribution. Bardbar and Nematollahi (2016) 
obtained a modified exponential distribution-geometric distribution with increasing or 
decreasing failure rate. Flores et al. (2013) obtained the complementary exponential 
power series distribution by considering the distribution of vectors through maximum 
components.   

In this paper, we propose a new compounding distribution by compounding the 
Poisson distribution with the weighted exponential distribution, as there is a need to 
find a more flexible model for analysing statistical data. This model has over-dispersed 
nature so it will become most appropriate for analysing over-dispersed count data sets. 
This property makes this model unique as compared to other compounding models 
already in the statistical literature.    

2.  Definition of the proposed model (Poisson weighted exponential 
distribution) 

If ~|Z P   , where  is itself a random variable following weighted exponential 
distribution with parameter ),(  , then determining the distribution that results from 
marginalizing over  will be known as a compound of the Poisson distribution with 
that of weighted exponential distribution, which is denoted by  ,;ZPWED . It may 
be noted that the proposed model will be a discrete one since the parent distribution is 
discrete. 
Theorem 2.1: The probability mass function of a Poisson weighted exponential 
distribution, i.e.  ,;ZPWED is given by 
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Proof: Using the definition (2), the pmf of a PWED  ,;Z can be obtained as 
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When its parameter  follows weighted exponential distribution (WED) with pdf
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which is the p.m.f. of  PWED. 
 

The corresponding c.d.f of PWED is obtained as: 
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3.  Special Cases 

Case 1: If we put 0 the PWED reduces to the Poisson exponential distribution with pmf 
as 
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Case 2: If we put 1 the PWED reduces to the Poisson size biased exponential 
distribution with pmf as 
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Figure 1.  The above figures show the pmf plot for different values of   and   
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Figure 2.  The above figures show the cdf plot for different values of   and   

4.  Collective risk model 

Theorem 4.1: Let Z follow PWED (  , ), be a primary distribution with exponential 

distribution (  ) as a secondary distribution, then the aggregate loss U=


M

0i
iZ has p.d.f 

given as 
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whereas 
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Proof: Let claim severity follow an exponential distribution  > 0, we know that gamma
),n(  distribution is thn  fold convolution of exponential distribution, which is given 

as 
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Therefore, the random variable U has p.d.f given as:  
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The probability of no claim is given by 
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Theorem 4.2: For collective risk model with PWED (  , ) as a primary distribution and  
Erlang ),2(   as secondary distribution, then the probability density function of aggregate 

loss random variable U=


M

0i
iZ is given as 

fu(z)= 
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Proof: Let claim severity follow Erlang ),2(   and we know that gamma ),2( n

distribution is thn fold convolution of Erlang ),2(  distribution with pdf given as 

)z(f n* = ,....2,1,
)!12(

12
2




 nez
n

zn
n


 

 
 



STATISTICS IN TRANSITION new series, September 2021 

 

163

So, the aggregate loss random variable U has pdf given as 

fu(Z)=
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The probability of no claim is given by
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5.  Reliability Analysis 

5.1.  Reliability Function R(z): The reliability function is defined as the  probability 
 that a system survives beyond a certain time. The reliability function or the 
 survival function of PWED is given as 
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5.2. Hazard Function: The hazard function, also known as the hazard rate, is given as 

H.R=h ),,( z =
),;(

),;(




zR

zf =
z

z







2

)]1()1[(
2

2

. 

5.3. Reverse Hazard Rate and Mills Ratio: The reverse hazard rate and the Mills 
 ratio of PWED are respectively given as 
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6.  Statistical properties 

In this section, structural properties of the PWE model have been evaluated.  
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6.1.  Moments 

6.1.1. Factorial Moments 

Using (2.1), the rth factorial moment about origin of the PWED (2.1) can be 
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                                                         6.1 

Taking r=1,2,3,4 in (5.1), the first four factorial moments about origin of the PWED 
can be obtained as 
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6.1.2. Moments about origin (Raw moments)          

Using the relationship between the factorial moments about origin and the 
moments about origin, the first four moments about origin of the PWED (2.1) can be 
obtained as: 
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6.1.3. Moments about the Mean (Central moments) 

Using the relationship hr
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PWED (2.1) can be obtained as
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6.2. Coefficient of variation (c.v) ,  skewness ),( 1 , kurtosis )( 2  and Index of 
 Dispersion )(   
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Table 1.  Index of Dispersion, Mean and Variance of PWED ),(   for different values of 
parameters

    0.2 0.5 0.8 1 1.2 1.5 1.8 

2.1  
IOD 
VAR 
MEAN 

5.3 
50.6 
9.55 

2.8 
10.09 

3.6 

3.19 
6.83 
2.14 

4.13 
6.88 
1.66 

5.56 
7.53 
1.35 

8.64 
9 

1.05 

12.95 
10.98 

0.84 

5.1  
IOD 
VAR 
MEAN 

5.35 
50.3 

9.4 

2.7 
9.5 
3.5 

2.89 
5.97 
2.06 

3.65 
5.84 

1.6 

4.85 
6.3 
1.3 

7.52 
7.52 

1 

11.34 
9.16 

0.8 

8.1  
IOD 
VAR 
MEAN 

5.4 
50 
9.3 

2.66 
9.1 

3.41 

2.71 
5.43 

2 

3.36 
5.19 
1.54 

4.42 
5.53 
1.25 

6.85 
6.6 

0.96 

10.37 
8.06 
0.77 

2  
IOD 
VAR 
MEAN 

5.3 
50.5 

9.5 

2.76 
9.86 
3.56 

3.07 
6.49 
2.11 

3.93 
6.47 
1.64 

5.27 
7.03 
1.33 

8.19 
8.44 
1.03 

12.31 
10.26 

0.85 

2.2  
IOD 
VAR 
MEAN 

5.3 
50.7 

9.6 

2.84 
10.3 
3.62 

3.31 
7.17 
2.16 

4.32 
7.3 

1.68 

5.84 
8.02 
1.37 

9.09 
9.66 
1.06 

13.6 
11.7 
0.86 
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6.3. Moment generating function and probability generating function of Poisson 
 weighted Exponential Distribution 

Theorem 6.3.1: If Z has the PWED ( , ), then the probability generating function )(tPz  
has the following form: 

 
   

 
Proof: We begin with the well-known definition of the probability generating function 
given by 
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Theorem 6.3.2: If X has the PWED ( , ), then the moment generating function )(tMZ  
has the following form: 
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Proof: We begin with the well-known definition of the moment generating function 

given by
  

































0
2

2

)1(

)1()1(
)(

z
z

tz
Z

z
etM





  



















2

2

)1(

))1)((1(

)1)((
)(

t

tt

Z
e

ee
tM







                                               
 

Similarly Laplace and Fourier transforms as calculated as 
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6.4 Recurrence Relation between Probabilities 

The PWED can be written as 
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Dividing P(Z=z+1) by P(Z=z), we find the recurrence relation between 
probabilities 
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6.5. Quantile function 

Theorem 6.5: The quantile function of the PWED (  , ) is 
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7.  Order statistics 
Let        nZZZZ ....,,, 321 be the ordered statistics of the random sample 

nZZZZ ,....,, 321  drawn from the discrete distribution with cdf  zFZ and pmf  zPZ , 
then the pmf of the rth order statistics  rZ  is given by:
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 r=1, 2, 3,…,n 

Using the equations (2.1) and (2.2), the probability density function of the rth order 
statistics of the Poisson weighted exponential distribution is given by
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Then, the pmf of the first order  1Z  Poisson weighted exponential distribution is 
given by 
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And the pmf of the nth order  nZ  Poisson weighted exponential model is given  
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8.  Estimation of Parameters 

In this section, we estimate the parameters of the Poisson weighted exponential 
distribution using methods of moments and the method of maximum likelihood 
estimation. 

8.1.  Method of Moments 

In order to obtain sample moments, we replace population moments with sample 
moments: 
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Solving the above equations of sample moments, we get 
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Theorem 8.1: The MOM estimator  of
 is positively biased. 
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Then, h(t) is strictly convex. Hence, by Jensen’s inequality, we have 
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Theorem 8.2: The MOM estimator  of
 is consistent and asymptotically normal. 
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Where   
prof: Consistency Since 𝜇 ൏ ∞, then �̅�


→ 𝜇. Also, sin ceh(t) is continuous funcationat 

t=𝜇 

then ℎሺ𝑧̅ሻ

→ hሺ𝜇ሻ, 𝑖. 𝑒, �̂�  


→ 𝜇 

Asymptotic normality: Since ,2  then by the central limit theorem, we have 

√𝑛  ൫𝑍 െ  𝜇൯ 
ௗ
→  𝑁ሺ0, 𝜎ଶሻ 

Also, since ,0)(')(  handabledifferentiish by the delta-method, we have 
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Where   

The theorem follows. 
As a result of this, the asymptotic 0

0)1(100  confidence interval for   is given by 
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z is the (1-
2

 ) percentile of the standard normal distribution. 

8.2. Method of Maximum Likelihood Estimation 

This is one of the most useful methods for estimating the different parameters of 
the distribution. Let nZZZZ ,...,,, 321  be the random sample of size n draw from PWED, 
then the likelihood function of PWED is given as
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The above equations can be solved numerically by using R software (3.5.2). 
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9.  Applications of Poisson weighted exponential distribution 

In this section, we fit our proposed distribution to a data set representing vaccine 
adverse event counts and the number of claims in automobile insurance so as to 
illustrate our claim that our proposed model fits well when compared to other 
competing models. The data sets are given in Table 2 and 5 respectively. In Table 6 the 
degree of freedom is zero for some distributions, and hence p-value is not given and 
thus in such tables comparisons can be done on the basis of the AIC and BIC values. 

Table 2. Dataset representing vaccine adverse event counts (see C. E. Rose, S.W. Martain, K. A. 
Wannemueler, B. D. Plikaytis (2006)) 

Counts 0 1 2 3 4 5 6 7 8 9 10 11 12 

Actual 1437 1010 660 428 236 122 62 34 14 8 4 4 1 

We compute the expected frequencies for fitting Poisson Weighted Exponential 
(PWED), Zero Inflated Poisson (ZIPD), Negative Binomial (NBD), Geometric (GD), 
Poisson Lindley (PLD), Poisson Akash (PAD), Poisson Distribution (PD) and Discrete 
Generalized Inverse Weibull Distribution (DGIWD) with the help of R studio statistical 
software, and Pearson’s chi-square test is applied to check the goodness of fit of the 
models discussed. The calculated figures are given in Table 3 and 6. Based on the chi-
square, we observe that the Poisson weighted exponential distribution provides 
a satisfactorily better fit for the data set representing vaccine adverse event counts 
in Table 3 and the number of claims in automobile insurance in Table 6 as compared 
to other distributions. Also the parameters are estimated by using the ML method. We 
have analysed the data using R software (3.5.2). Parameter estimates along and the 
model function of the fitted distributions are given in Table 3 and 6.  

Table 3.  Fitted proposed distribution and other competing models to a dataset representing vaccine 
adverse event counts 

Z Obs.freq PD ZIPD NBD GD PLD DGIW PAD PWED 

0 1437 890.75 1436.4 1401.7 1603.5 1500.1 1354 1500.2 1417 

1 1010 1342.35 810.6 1065.3 963.9 1003.5 1377.2 977.65 1048 

2 660 1011.4 789.6 671.15 579.4 629.2 524.15 632.55 670 

3 428 508 529.5 393.75 348.3 378.7 248.9 392 397.4 

4 236 191.4 274.6 222.5 209.35 221.6 139 232.1 225.1 

5 122 57.7 117.3 122.8 125.85 127 86.45 132.1 123.6 

6 62 14.5 42.9 66.7 75.65 71 57.9 72.8 66.3 

7 34 3.1 13.8 35.8 45.45 39.9 41 39 35 

8 14 0.6 4 19.1 27.35 22 30.2 20.45 18.2 
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Table 3.  Fitted proposed distribution and other competing models to a dataset representing 
vaccine adverse event counts  (cont.) 

Z Obs.freq PD ZIPD NBD GD PLD DGIW PAD PWED 

9 8 0.1 1 10.1 16.45 12 23 10.5 9.4 

10 4 0.1 0.3 5.3 9.9 7 18 5.35 4.8 

11 4 0.1 0.1 2.75 5.9 3.55 14 2.65 2.9 

12 1 0.1 0.1 1.45 8.95 4 105 2.55 1.7 

Total 4020    

d.f  5 6 8 9 9 7 9 8 

Chi-
square 

 1901 570 10.4 78.68 20.12 488 14.16 6.21 

Parameter 
estimate 
(S.E) 

 

)019.0(

5.1ˆ   

)009.0(
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)01.0(

5.0ˆ
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)004.0(
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)016.0(
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)068.0(

037.0ˆ

)17.0(
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49.1ˆ







t

b
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)016.0(

35.1ˆ   

)9.0(

99.2ˆ

)04.0(

14.1ˆ








 

p-value  0.00 0.00 0.23 0.00 0.017 0.00 0.11 0.62 

 
Furthermore, from Table 4 and 7, it has been observed that the Poisson weighted 

exponential distribution have the lesser AIC and BIC values as compared to other 
competing models. Hence, we can conclude that the PWED leads to a best fit as 
compared to other competing models for analysing the data set given in Table 2 and 5. 

 

Table 4. Model comparison criterion for fitted models to a data set representing vaccine adverse 
event counts  

Criterion PD NBD ZIPD GD PLD DGIW PAD PWED 

AIC 14464.2 13485.2 13741.5 13558 13494 14049.8 13487 13480 

BIC 14470.5 13486.33 13754.1 13564.3 13500.3 14068.7 13493.3 13481 
 

Table 5. Data set representing the number of claims in automobile insurance (see Klugman et al. 
(2012)) 

Claim counts 0 1 2 3 4 

Observed frequency 1563 271 32 7 2 
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Table 6. Fitted proposed distribution and other competing models to a data set representing the 
number of claims in automobile insurance 

Z Obs.fre PD ZIPD NBD GD PLD DGIW PAD PWED 

0 1563 1544.1 1562.9 1566.4 1570.1 1569.5 1562.7 1571.9 1564.4 

1 271 299.8 265.2 261.5 255.25 256.34 274.6 252.7 268.4 

2 32 29.1 42 40.15 41.5 41.34 27.15 41.85 35.7 

3 7 1.9 4.45 6.6 6.75 6.6 6.3 7 5.6 

4 2 0.1 0.35 1 1.3 1.0444 4.25 1.45 0.75 

Total 1875    

d.f  1    - 1 2 2       - 2 1 

Chi-square  57.04    - 3.61 3.29 3.87        - 3.72 1.51 

Parameter 
estimate 
(S.E) 

 

)01.0(

194.0ˆ 

 

)07(.

38.ˆ

)042(.

31.0ˆ









)07.0(

19.1ˆ

)4.0(

13.6ˆ





r

p
)007.0(

83.0ˆ p

)3.0(

89.05ˆ 

17(.03.ˆ

)17(.4.ˆ

2(.16.3ˆ







t

b

a

)27.0(

74.05ˆ 

 

)4.18(

83.8ˆ

)3.2(

87.7ˆ









 

p-value  0.00    - 0.05 0.19 0.14        - 0.15 0.22 

 

Table 7. Model comparison criterion for fitted models to a data set representing the number of 
claims in automobile insurance counts 

Criterion PD NBD ZIPD GD PLD DGIW PAD PWED 

AIC 2005.5 1991.1 1995.5 1989.8 1989.7 1994.6 1990.25 1987 

BIC 2011 1990.3 2006.2 1995.3 1995.25 2011.2 1995.8 1986.3 

 

10. Conclusion  

A new over-dispersed probability distribution is introduced using the 
compounding technique. Statistical properties of the proposed model are studied and 
applications in handling count data sets representing vaccine adverse counts and 
insurance claims are analysed. 
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Modelling the occupational and educational choices of young 
people in Poland using Bayesian multinomial logit models 

Wioletta Grzenda1 

ABSTRACT 

Binomial logit models are  commonly used in the analysis of the situation of respondents on 
the labour market. Consequently, in most cases researchers consider two states: of being 
unemployed and employed or economically inactive and active. This paper focuses on the 
situation of young people aged 18 to 29 on the labour market in Poland. A major part of the 
people who comprise the studied group are still in education or combine education with 
work. Therefore, the participants of the research were divided into the following groups: the 
employed and not learning, those combining education with work, the unemployed, 
learners/students only, and those economically inactive and not at school. The model 
allowing an analysis which includes both the most common division into working and non-
working persons as well as the division proposed in this study is a nested logit model. This 
model has a hierarchical structure and is a special case of a multinomial logit model. In this 
paper, all models were estimated within the Bayesian approach. The findings show that 
continuing education by young people may result from their problems with finding a job; 
moreover, combining work with education is not the preferred form of professional activity. 
In addition, the study examines the inequalities observed on the Polish labour market. 

Key words: young people, labour market, education, multinomial logit model, Bayesian 
approach. 

1. Introduction  

In socio-economic research, models for the dichotomous dependent variables are 
very popular (Cramer, 2003; Allison, 2009). Unfortunately, with their use, only two 
states or two events for a given unit can be analysed. In the case of issues related to the 
labour market, division into economically active and economically inactive, as well as 
employed and unemployed persons is usually made. In the case where the examined 
feature has more than two levels, a better solution than combining selected categories 
is to use models for discrete outcome variables that can take more than two possible 
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176                                                                      W. Grzenda: Modelling the occupational and educational… 

 

 

values. Among this group of models, two main classes are distinguished: models for 
ordinal response variables and models for dependent variables with unordered 
categories. The second group includes: the MultiNomial Logit Model (MNLM), the 
Conditional Logit Model (CLM), the Mixed Logit Model (MLM) and the Nested Logit 
Model (NLM) (Cameron and Trivedi, 2005). 

The choice of a model depends primarily on whether the independent variables 
included in the model vary across alternatives or they are the same across alternatives 
(Cameron and Trivedi, 2005). The standard multinomial logit model can be used when 
the model takes into account only the features of the individuals studied without taking 
into account the features of the selected categories. If this assumption is not met, the 
conditional logit model is used unless both types of features are considered. In the latter 
case the mixed logit model is used. In addition, according to Stanisz (2016), in order for 
the standard multinomial model to be used, the categories of the responding variable 
should be independent and distinguishable for the decision maker. Both the 
multinomial logit model and the conditional logit model have some limitations 
regarding the assumption of independence from irrelevant (unrelated) alternatives 
(IIA). The model in which this assumption can be slightly weakened, and also can take 
into account the hierarchy of alternatives, is the nested logit model considered in this 
paper. This model is not widely used due to the problems related to the estimation of 
its parameters. To avoid these problems, the Bayesian approach and Markov Chain 
Monte Carlo methods (MCMC) were used in this work (Robert and Casella, 2004). 

The purpose of this study is to analyse the occupational and educational choices of 
young people aged 18 to 29 in Poland. In most studies on this issue, the division of 
young people into those who have already completed education and those who 
continue their education, e.g. at a higher level (de Dios Jiménez and Salas-Velasco, 
2000), economically active and economically inactive (MRPiPS, 2018) or unemployed 
and employed (Gallie and Paugam, 2000; Grzenda, 2012; Bieszk-Stolorz and 
Markowicz, 2013) are considered. The binary divisions presented above can be further 
detailed. For example, among the economically inactive there are both those who are 
unwilling to take up employment despite their abilities and young people who remain 
in the education system and have not started their careers yet. In addition, it is worth 
considering in the research that young people sometimes combine education with 
work. Therefore, in this study, the respondents were divided into employed, combining 
education with work, learners only, and unemployed or persons economically inactive 
but not being learners. The methodological approach proposed in this work makes it 
possible to consider in the analysis both a more general division into working and non-
working persons, as well as a more detailed division taking into account education of 
youth. Information on educational and economic activity of young people in Poland 
was obtained from the Labour Force Survey (LFS). 
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The subject addressed in this study is very important because according to many 
reports (CSO, 2016a; CSO, 2016b; MRPiPS, 2018) the situation of young people on the 
labour market in Poland is the worst compared to other age groups. In addition, 
economists are concerned about the growing phenomenon of NEET 
(not in employment, education or training) (Chłoń-Domińczak and Strawiński, 2013), 
which affects young people who are neither in education nor working. 
The consequences of this phenomenon apply to the entire economy as well as to 
individuals who lose their competence over time. Youth unemployment has also 
a social dimension, lack of employment negatively affects family and fertility decisions, 
and, as a result, the demographic situation of the country. Therefore, the identification 
of factors determining the educational and professional decisions of young people may 
help identify solutions that may improve the situation of these people on the labour 
market in Poland. 

2.  Multinomial models 

Models for unordered categorical dependent variable are also considered as 
discrete choice models and are most often used in marketing research (Anderson, 
De Palma and Thisse, 1992). In the case of the binomial logit model, it can be assumed 
that a given unit has two variants to choose from. Suppose now that the i-th unit 
ሺ𝑖 ൌ 1, … , 𝑛ሻ has to select not two but J unordered categories. These categories are 
mutually exclusive and constitute a whole set of possible selection options for the units 
under consideration. In the case where the independent variables do not differ for the 
alternatives considered, a standard multinomial logit model (MNLM) is considered. 
For this model, the probability of observing the choice by the i-th unit ሺ𝑖 ൌ 1, … , 𝑛ሻ of 
j-th category ሺ𝑗 ൌ 1, … , 𝐽ሻ is given by the formula: 

𝑝 ൌ
𝑒𝑥𝑝൫𝐱′𝛃൯

∑ 𝑒𝑥𝑝ሺ𝐱′𝛃ሻ
ୀଵ

, 𝑖 ൌ 1, … , 𝑛, 𝑗 ൌ 1, … , 𝐽, 

where 𝐱 denotes the vector of independent variables and 𝛃 is the vector of parameters. 
The sum of these probabilities for all categories 𝑗 ൌ 1, … , 𝐽 is 1. 

If the independent variables differ for the alternatives considered, the standard 
multinomial model cannot be used; the conditional logit model (CLM) is considered 
then. In the case of this model, the probability of observing the selection of the j-th 
category ሺ𝑗 ൌ 1, … , 𝐽ሻ by the i-th unit ሺ𝑖 ൌ 1, … , 𝑛ሻ is given by the formula: 

𝑝 ൌ
𝑒𝑥𝑝൫𝐱′𝛃൯

∑ 𝑒𝑥𝑝ሺ𝐱′𝛃ሻ
ୀଵ

, 𝑖 ൌ 1, … , 𝑛, 𝑗 ൌ 1, … , 𝐽. 

The combination of both considered models is the mixed logit model (MLM) 
(Cameron and Trivedi, 2005). 
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The presented models can also be considered more generally in the context of the 
additive random utility models (ARUM) and discrete choice theory. In this approach, 
each unit assigns to each category j certain utility 𝑈, 𝑗 ൌ 1, … , 𝐽 and selects the one with 
the highest utility. Let 

𝑈 ൌ 𝐱′𝛃  𝜀, 𝑖 ൌ 1, … , 𝑛, 𝑗 ൌ 1, … , 𝐽, 

denote the utility function. By making different assumptions about the random 
component of utility, different multinomial logit models can be obtained.  

In the standard multinomial logit model, the random components 𝜀 ሺ𝑗 ൌ 1, … , 𝐽ሻ 
are independent and identically Gumbel distributed (have the type I extreme-value 
distribution), with the density function given by the formula: 

𝑓൫𝜀൯ ൌ 𝑒ିఌೕ𝑒𝑥𝑝ሺെ𝑒ିఌೕሻ, 𝑗 ൌ 1, … , 𝐽.  

According to assumptions made in (McFadden, 1974), to be able to use a standard 
logit multinomial model, the categories analysed must meet the assumption of 
independence from irrelevant alternatives (IIA). This assumption also applies to the 
conditional logit model. However, it is often not fulfilled. By eliminating or adding one 
alternative, the quotient of the probability of the categories considered so far often 
changes. Unfortunately, there are no tests that conclusively determine whether IIA 
assumption is met. Cheng and Long (2007) have shown that two existing tests by 
Hausman and McFadden (1984) and Small and Hsiao (1985) can be unreliable. Then 
the solution may be to use another model, namely the nested logit model (Train, 2009). 

The nested logit model has a hierarchical structure. The set of all possible 
alternatives is divided into the so-called nests so that the assumption of independence 
from irrelevant alternatives (IIA) is met only in each nest, but it does not have to be met 
between the nests. Therefore, in the nested logit model, all random components 𝜀 
ሺ𝑗 ൌ 1, … , 𝐽ሻ do not have to be independent. In addition, instead of the Gumbel 
distribution, the generalized extreme-value distribution (GEV) is assumed for these 
components. 

Let K denote the number of disjoint subsets (nests) 𝑆ଵ, 𝑆ଶ, … , 𝑆, into which the 
possible alternatives have been divided. Then, the cumulative distribution function for 
the random components vector 𝛆 ൌ ൫𝜀ଵ, 𝜀ଶ, … , 𝜀൯, is given by the formula: 

𝐹ሺ𝛆ሻ ൌ 𝑒𝑥𝑝 ൮െ  ቌ  𝑒𝑥𝑝൫െ𝜀 𝜆⁄ ൯
∈ௌೖ

ቍ

ఒೖ

ୀଵ

൲.  

Within each of the nests, random components 𝜀 ሺ𝑗 ൌ 1, … , 𝐽ሻ are correlated. 
The 𝜆 parameter is a function of the correlation coefficient between possible 
alternatives in the k-th nest and is used to measure the correlation between the 
categories in the nest. The value of 1 for the 𝜆 parameter means no correlation in the 
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k-th nest, therefore if the value of this parameter for all nests is 1, then the nested logit 
model can be replaced with a standard multinomial logit model. 

With the previously introduced notation, the choice probability for alternative 
𝑗 ∈ 𝑆 by i-th ሺ𝑖 ൌ 1, … , 𝑛ሻ unit for the nested logit model is given by the formula: 

𝑃൫𝑦 ൌ 1൯ ൌ
𝑒𝑥𝑝൫𝐱′𝛃 𝜆⁄ ൯൫∑ 𝑒𝑥𝑝ሺ𝐱′𝛃 𝜆⁄ ሻ∈ௌೖ

൯
ఒೖିଵ

∑ ൫∑ 𝑒𝑥𝑝ሺ𝐱′𝛃 𝜆⁄ ሻ∈ௌ
൯

ఒ
ୀଵ

.  

Then, the likelihood function is in the form: 

𝑝ሺ𝐲|𝛃, 𝛌ሻ ൌ ෑ ෑ ቀ𝑃൫𝑦 ൌ 1൯ቁ
௬ೕ



ୀଵ

ே

ୀଵ

, 

where 𝛌 ൌ ሺ𝜆ଵ, … , 𝜆ሻ.  
In this article, the Bayesian approach was used to estimate the parameters of the 

nested logit model (Lahiri and Gao, 2002; Rossi, Allenby and McCulloch, 2005). 
This approach requires a prior distribution for the vector of coefficient parameters 𝛃 
and the parameter vector 𝛌. For the parameter vector 𝛃, depending on the prior 
information, the most common are flat priors or the normal prior distributions. For the 
components of the 𝛌 parameter vector and for 𝑎  0, the following prior distribution 
was used in this paper: 

𝑝ሺ𝜆ሻ ൌ ൜𝑎𝜆ିଵexpሺെ𝜆ሻ for 𝜆  0,
0 for 𝜆  0.

 

Examples of other prior distributions for the parameter vector 𝛌 can be found in 
Lahiri and Gao (2002). This could be, for example, a beta or gamma distribution. Using 
the notation applied for the nested logit model, the formula for the posterior 
distribution has the form: 

𝑝ሺ𝛃, 𝛌|𝐲ሻ ∝ 𝑝ሺ𝐲|𝛃, 𝛌ሻ𝑝ሺ𝛃ሻ𝑝ሺ𝛌ሻ. 

In this paper, Markov Chain Monte Carlo (MCMC) methods were used to 
determine the marginal posterior distributions, in particular the methods used were the 
Metropolis algorithm (Gelman, et al., 2000) and the Gamerman algorithm (Gamerman, 
1997). 

3.  Reference data  

To analyse the situation of young people on the labour market in Poland, data from 
the Labour Force Survey (LFS) were used. The LFS is a quarterly panel survey with 
a rotational sample selection scheme. In this study, the research sample comprised units 
that were surveyed for two consecutive quarters in 2015. These are people from the 
samples numbered 63-65 and 67-69. This selection of the sample enabled, inter alia, 
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verification of the answers given. In the first stage of the analysis, in accordance with 
the adopted research objective, people aged 18 to 29 were selected from the entire data 
set, thus separating a sample of 16,144 respondents. Then, the respondents were divided 
into five categories due to their situation on the labour market: 

1. only learners/students, 
2. employed but not being learners, 
3. combining education with work, 
4. unemployed persons but economically active, 
5. economically inactive people but not being learners. 

Learners were selected based on question No. 90 (In the last 4 weeks, including as a 
last week the week of the survey, were you a student?). Then, they were divided into 
people who had a job and those who did not. Having a job as described in this article 
means doing professional work in accordance with survey question 12 or having a job 
but temporarily not doing related work, as identified based on the answer to 
question 13. (Questions: 12. Did you perform work for at least 1 hour, which provided 
earnings or income in the week under study from Monday to Sunday, or assist in a family 
business for free? 13. Did you have a job in the week under study, but did not perform it 
temporarily?). Then, from among persons who did not have a job and did not learn, 
economically active and economically inactive people were distinguished. 
Economically active persons mean those who were looking for a job and were ready to 
take up a job in accordance with survey questions 71 and 79. (71. In the last 4 weeks 
including the week of the survey, did you look for a job? 79. Could you take a job in the 
2 weeks following the week of the survey?). 

Table 1. A set of potential explanatory variables 

Variable Description Categories Percent 

age_group Age group at the time 
of the survey 

1 =  from 18 to 19 years old   
2 =  from 20 to 24 years old   
3 =  from 25 to 29 years old   

17.68 
40.96 
41.35 

sex Sex 
0 = woman 
1 = man 

49.27 
50.73 

education Level of education 

1 =  higher 
2 =  post-secondary and secondary 
professional 
3 =  secondary general 
4 =  basic vocational 
5 =  primary school 

22.76 
22.01 
23.19 
12.38 
19.66 

marital_status Marital status 
0 =  unmarried, a widower, a widow, 
separated or divorced 
1 =  married 

78.81 
21.19 
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Table 1. A set of potential explanatory variables  (cont.) 

Variable Description Categories Percent 

child 
The presence of a 
child under 15 years in 
the household 

0 =  no 
1 =  yes  

77.87 
22.13 

place_residence 
Class of place of 
residence during the 
survey 

0 = village 
1 = town 

47.63 
52.37 

region Region of Poland 

1 = Central Łódzkie, Mazowieckie) 
2 = Southwest (Dolnośląskie, Opolskie) 
3 = South (Małopolskie, Śląskie)   
4 = Northwest (Wielkopolskie, 
Zachodniopomorskie, Lubuskie) 
5 = North (Kujawsko-Pomorskie, 
Warmińsko-Mazurskie, Pomorskie) 
6 = East (Lubelskie,Podkarpackie, 
Świętokrzyskie, Podlaskie) 

15.03 
11.92 
14.33 
15.04 

 
18.14 

 
25.55 

 

 
The employed only persons were the largest part of the entire group – 43.99%. 

Learners constituted 30.22%, among them were both economically inactive and 
unemployed people. Introducing a more detailed breakdown of learners would mean 
introducing more values of a dependent variable, and when interpreted against one 
reference level, it could give hardly clear results. In addition, substantive considerations 
also had an impact on this division. Namely, this group includes, for example, part-time 
students who did not enter full-time studies and often have difficulties in determining 
whether they are not working because they cannot find a job, or because a lot of their 
time is consumed by studying or it can be an obstacle that they have to attend weekend 
classes starting on Fridays. The next subgroup includes persons economically inactive 
but not being learners. The high percentage of economically inactive and not learning 
persons is worrying as the share of this group is 10.83%. The share of unemployed was 
8.46%. Considering the general population in the period under study, it is worth 
emphasizing that among all the unemployed people aged 18 to 29 accounted for as 
much as 37.39% (CSO, 2016a). The smallest percentage share was obtained for working 
and studying people – 6.5%. 

Based on the presented breakdown, the dependent variable was constructed. To do 
this, the last two groups, i.e. groups 4 and 5 were combined into one group: the 
unemployed and the inactive but not learning. In this way, a group of people 
unemployed and persons economically inactive but not being learners, which, consider 
phenomenon of NEET, was then selected as a reference group in the paper. One of the 
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research objectives was to analyse the impact of individual characteristics of the 
respondents on their situation on the labour market. Therefore, a set of potential 
explanatory variables included in this study was developed, which is presented in Table 1. 

4.  The model estimation 

In the first stage of the analysis, the nested logit model was estimated in the Bayesian 
approach. Due to the primary division of the surveyed respondents into working and 
non-working persons, the two-nest model was chosen. The first nest contains both 
learning and unemployed, and persons economically inactive but not being learners, 
while the second one employed and people who combine work and education. Taking 
into account the large sample size, all considered models were estimated using normal 
non-informative prior distributions. For the parameter vector 𝛃, the normal prior 
distributions with mean equal to 0 and variance equal to 100 were adopted in all models. 
The formula for the prior distribution for the lambda parameter has been presented 
in Section 2. In this paper, the Metropolis algorithm (Gelman, et al., 2000) or the 
Gamerman algorithm (Gamerman, 1997) have been used for sampling from 
multidimensional distributions, depending on the model under consideration. 

The results for the nested logit model are presented in Table 2. The assessment of 
convergence of generated chains was made using the Geweke test. Based on the results 
obtained for both models at the significance level of α = 0.05, the null hypothesis that 
the obtained chains for the considered parameters of these models are convergent 
cannot be rejected (Table 2). Two nests were included in the model and none of them 
was degenerated, therefore posterior values for two lambda parameters were 
determined. These parameters are used to measure the correlation between alternatives 
in each nest. The lambda values obtained are less than 1, therefore the nested logit 
model is a better model for analysing the situation of young people on the labour 
market in Poland in the examined period, compared to the standard multinomial logit 
model, because it takes into account the correlation in the considered nests. 

Based on the results contained in Table 2, it can be concluded that if the option of 
non-working and not in education is not considered, then the second option, i.e. 
employed but not learning is the most important for the respondents, while the second 
most important one is only learning, in both cases compared to the option of non-
working and not in education. On the other hand, the option of combining education 
with professional work definitely loses its significance, also compared to the reference 
option. 
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Table 2.  Statistics of the posterior samples and Geweke convergence diagnostics for the nested logit 
model 

Parameter 
Posterior 
expected 

values 

Posterior 
standard 
deviation 

Highest probability 
density interval  

(α = 0.05) 

Geweke diagnostics 

z p-value 

option 1 0.4025 0.1577 0.0935 0.7055 0.4957 0.6201 
option 2 0.7383 0.3372 0.0743 1.3663 0.6567 0.5114 
option 3 -1.0159 0.8474 -2.5516 0.7159 1.2513 0.2108 
lambda 1 0.8966 0.3483 0.2164 1.5690 0.4646 0.6422 
lambda 2 0.9172 0.3664 0.0294 1.5417 -1.0613 0.2886 

 
In the next stage of the study, attempts were made to estimate the nested logit model 

with variables describing the characteristics of the respondents. Unfortunately, despite 
various attempts to improve the quality of generated chains, their convergence could 
not be achieved. Therefore, a standard multinomial model was considered, which is 
a generalization of the nested logit model (Allison, 2009). This approach was possible 
because the independent variables included in the model only describe the 
characteristics of the respondents and not the characteristics of the alternatives. 
The results of the estimation are presented in Table 3. This model was estimated under 
the same initial conditions as adopted in the first model. Prior to the interpretation of 
the results, the convergence of generated chains was also assessed using the Geweke 
test. Based on the results obtained, it was found that at the significance level α = 0.01, 
the null hypothesis that the obtained chains for the considered parameters of these 
models are convergent cannot be rejected. Then, the received posterior expected values 
were interpreted. 

In the case of the feature describing the respondent's sex, it was obtained that 
women, compared to men, were 2.18% less likely to remain in the education system as 
compared to the option of remaining unemployed or inactive, but not learning. 
In addition, they had a 58.25% less chance of doing work and a 27.42% less chance of 
staying in the education system and at the same time working than men, in both cases 
compared to persons non-working and not in education. 

Young people aged 18 and 19 were more than 72 times more likely to remain in the 
education system, compared to people from the oldest age group 25–29, while people 
aged 20-24 were about 15 times more likely to remain in the education system 
compared to the same age group, in both cases compared to the option of persons non-
working and not in education. The youngest and those aged 20–24 had 60.60% and 
21.46%, respectively, less chance of having a job than people from the oldest age group. 
In addition, people aged 18 and 19 had more than 7 times more chances to have a job 
and remain in the education system compared to people from the oldest age group, 
while people aged 20 to 24 had these chances four times higher. 
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Of course, all interpretations presented in the paper remain valid under the 
assumption of ceteris paribus. In addition, in further interpretation of the results 
obtained, the reference level of the target variable is the same, i.e. we assume that for 
each of the considered options the reference level is a sum of unemployed and persons 
economically inactive but not being learners. 

Single people were more than six times more likely to remain in the education 
system than married people, and more than twice as likely to combine work and study 
compared to married people. However, there were no major differences due to marital 
status in terms of performing only professional work. 

Table 3.  Statistics of the posterior samples and Geweke convergence diagnostics for the multinomial 
logit model with variable 

Parameter 
Posterior 
expected 

values 

Posterior 
standard 
deviation 

Highest probability 
density interval  

(α = 0.05) 

Geweke diagnostics 

z p-value 

sex 0 1 -0.0220 0.0585 -0.1375 0.0918 0.1953 0.8452 
sex 0 2 -0.8734 0.0482 -0.9714 -0.7837 -0.8965 0.3700 
sex 0 3 -0.3205 0.0784 -0.4709 -0.1647 0.1490 0.8815 
age_group 1 1 4.2766 0.1199 4.0418 4.5087 0.2409 0.8096 
age_group 2 1 2.6963 0.0922 2.5088 2.8724 0.3924 0.6948 
age_group 1 2 -0.9315 0.1214 -1.1637 -0.6913 -0.2102 0.8335 
age_group 2 2 -0.2415 0.0524 -0.3445 -0.1386 -0.7510 0.4527 
age_group 1 3 2.0762 0.1605 1.7528 2.3803 -0.7171 0.4733 
age_group 2 3 1.3900 0.0956 1.2001 1.5712 0.2087 0.8347 
marital_status 0 1 1.8844 0.1347 1.6100 2.1376 0.1940 0.8461 
marital_status 0 2 -0.0004 0.0606 -0.1139 0.1218 0.5431 0.5871 
marital_status 0 3 0.7593 0.1152 0.5345 0.9834 -0.8147 0.4152 
education 1 1 1.1135 0.1090 0.8954 1.3210 -0.8506 0.3950 
education 2 1 -0.5467 0.0960 -0.7313 -0.3558 0.4423 0.6583 
education 3 1 0.8835 0.0891 0.7035 1.0521 -0.6394 0.5226 
education 4 1 -2.3453 0.1294 -2.6017 -2.1006 -0.7995 0.4240 
education 1 2 2.0446 0.0900 1.8702 2.2228 -0.6612 0.5085 
education 2 2 1.4084 0.0839 1.2459 1.5712 -1.3094 0.1904 
education 3 2 1.0270 0.0891 0.8618 1.2082 -0.0209 0.9834 
education 4 2 0.9030 0.0856 0.7361 1.0753 -0.4503 0.6525 
education 1 3 2.4821 0.1550 2.1858 2.7869 -0.8424 0.3996 
education 2 3 1.0031 0.1491 0.7126 1.2938 -1.0947 0.2737 
education 3 3 1.5160 0.1429 1.2411 1.7987 -0.3626 0.7169 
education 4 3 -0.4994 0.1857 -0.8590 -0.1374 0.3333 0.7389 
child 0 1 0.0519 0.0967 -0.1373 0.2364 -0.1032 0.9178 
child 0 2 -0.6439 0.0614 -0.7656 -0.5236 0.7671 0.4430 
child 0 3 -0.8808 0.0988 -1.0697 -0.6886 0.7285 0.4663 
place_residence 0 1 -0.3460 0.0584 -0.4582 -0.2324 -0.3128 0.7544 
place_residence 0 2 0.0440 0.0473 -0.0522 0.1332 -0.3450 0.7301 
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Table 3.  Statistics of the posterior samples and Geweke convergence diagnostics for the multinomial 
logit model with variable  (cont.) 

Parameter 
Posterior 
expected 

values 

Posterior 
standard 
deviation 

Highest probability 
density interval  

(α = 0.05) 

Geweke diagnostics 

z p-value 

place_residence 0 3 -0.2625 0.0798 -0.4181 -0.1079 -2.4367 0.0148 
region 1 1 0.1133 0.0919 -0.0664 0.2927 1.3343 0.1821 
region 2 1 -0.0421 0.0971 -0.2329 0.1488 -0.1950 0.8454 
region 3 1 0.2145 0.0938 0.0263 0.3925 0.1968 0.8440 
region 4 1 -0.0856 0.0903 -0.2702 0.0819 1.1744 0.2402 
region 5 1 -0.2119 0.0847 -0.3766 -0.0457 -0.6986 0.4848 
region 1 2 0.5751 0.0751 0.4310 0.7237 -0.4479 0.6542 
region 2 2 0.4017 0.0786 0.2486 0.5566 -0.8153 0.4149 
region 3 2 0.4922 0.0765 0.3412 0.6410 0.6756 0.4993 
region 4 2 0.4283 0.0724 0.2867 0.5681 0.8986 0.3688 
region 5 2 0.2772 0.0687 0.1437 0.4110 0.7898 0.4297 
region 1 3 0.5633 0.1233 0.3302 0.8084 0.6649 0.5061 
region 2 3 0.4660 0.1310 0.2130 0.7237 -1.3811 0.1672 
region 3 3 0.4651 0.1291 0.2152 0.7202 0.7235 0.4694 
region 4 3 0.4529 0.1211 0.2223 0.6948 -0.4774 0.6330 
region 5 3 0.3632 0.1141 0.1431 0.5893 0.7771 0.4371 

 
People with higher education had three times more chances to remain only in the 

education system than people with basic education, for people with post-secondary and 
secondary vocational education these chances were 42.11% lower, for people with 
general secondary education the chances were over twice as large, and 90.42% less for 
people with basic vocational education. Chances for performing only professional work 
were more than seven times higher for people with higher education, four times higher 
for people with post-secondary and secondary vocational education, more than twice 
higher for people with general secondary education and basic vocational education, 
in each case compared to persons with basic education. The chances of combining 
education with work were more than eleven times higher for people with higher 
education, more than twice as high for people with post-secondary and secondary 
vocational education, more than four times higher for people with general secondary 
education and 39.31% lower for people with basic vocational education. In each case, 
compared to people with basic education. 

For the variable describing the presence of a child under the age of 15 in a household 
in which the respondent or his/her spouse is its head, it was obtained that the lack of 
a child was only associated with a 5.32% increase in the chances of staying in the 
education system, compared to persons residing in households, in which a child or 
children were present. On the other hand, the chances of only working and combining 
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education with work were about 50% lower for these people, also compared to people 
living in households with children. 

People living in the countryside had 29.25% less chance of staying only in the 
education system compared to urban residents. In addition, they were more than four 
times more likely to work only and had 23.09% less chance to combine education with 
work, in both cases compared to young people living in cities. 

Comparing the eastern region to other regions of Poland, it was found that the 
inhabitants of each of them had at least 31% greater chances of only working and 
combining education with work compared to the inhabitants of the eastern region. 
In addition, residents of the central (Łódzkie, Mazowieckie) and southern 
(Małopolskie, Śląskie) regions were more likely to remain in the education system only, 
by 12% and 23%, respectively, compared to the eastern region. In other regions, these 
chances were lower compared to the eastern region, with the smallest chance of 
remaining only in the education system obtained for the northern region. 

5.  Conclusions 

The occupational and educational choices of young people depend on many 
different factors related to both individual characteristics of these people including their 
work motivation (Davidescu, Roman, Strat and  Mosora, 2019) as well as the socio-
economic situation of a country. This work focuses on this first group of factors except 
for work motivation, due to the lack of relevant data for Poland in this regard. 
For modelling, the multinomial logit model, and its special case, i.e. the nested logit 
model (Allison, 2009) were chosen. Using the latter model, it was possible to take into 
account the hierarchical division of young people due to their status on the labour 
market as well as their education. However, as far as the analysis of the impact of the 
individual characteristics of the respondents on their occupational and educational 
choices is concerned, the standard multinomial model turned out to be the better 
model. 

According to the human capital theory, the wage differences among occupations 
and the ability to learn during education are the main factors influencing occupational 
and educational choices of young people (Dale, 2009). What follows from our study is 
that young people in Poland prefer to focus mainly on working and to a lower extent 
on education. This may be associated with high opportunity costs of higher education, 
mainly foregone earnings. Combining education with work is not their preferred form 
of economic activity too. It can, therefore, be concluded that remaining in the education 
system is associated with the inability to find a suitable job, or with the prospect of 
getting a better job after obtaining higher education. Given the current massification of 
higher education (Jasiński, Bożykowski, Chłoń-Domińczak, Zając and Żółtak, 2017), 
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it is important to look for other solutions to improve the situation of young people on 
the labour market in Poland. Importantly, the professional situation of this age group 
is the worst compared to other age groups (CSO, 2016b). 

In recent years, in Poland, the approach of young people to the balance between 
learning and work has been constantly changing. In this paper, we have shown to what 
extent this approach depends on their age too. It was found that people from the 
youngest age group from 18 to 19 years old had the best chance of remaining only in the 
education system, these people also had the least chance of being employed 
in comparison with people aged 25 to 29. Moreover, the people who most often 
combined work and study also belonged to the youngest age group, for the next age 
group, i.e. persons aged from 20 to 24, these chances were almost two times lower. 
The obtained result may be slightly disturbing in the face of "lifelong learning" widely 
promoted in the European Union. On the other hand, it is difficult to say unequivocally 
whether the experience of combining education and employment in youth may 
facilitate lifelong learning or it is a factor discouraging from pursuing further learning. 
However, many people from this age group decide to continue to combine both work 
and study as they are aware of the need of further education (Brooks, 2006). 

According to G.S Becker (1991), the main determinant of the economic activity of 
an individual is education. Our empirical evidence suggests that people with higher 
education as well as post-secondary and secondary vocational education have greater 
chance of having a job compared to persons with basic education. On the other hand, 
people with general secondary education most often combined work and education, 
such a combination was least often among people with basic vocational education. 
People who had basic vocational education most often ended their educational activity 
at this stage. According to Jasiński, Bożykowski, Chłoń-Domińczak, Zając and Żółtak 
(2017), young people should choose carefully their educational pathway because the 
employment chances of university graduates in Poland depend on the study area, 
moreover they also change over time. In the context of combining work and learning 
they indicated that prior experience in the labour market has an impact on employment 
chances, but only in the first months after graduation.  

The social inequalities in the labour market, including inequalities due to gender 
(Becker, 2010), have been a challenge for many labour markets in Europe. Our study 
indicates that during the period considered in Poland women had less chance of 
employment compared to men, and even less chance to combine education with work. 
According to Castellano and Rocca (2017,) education is the most important factor 
determining the gender gap in the  labour market. In Poland, women are better 
educated than men.  Therefore, we can agree with Castellano and Rocca that gender 
inequalities in the labour markets may depend on cultural factors, too. Moreover, 
as expected, single people were more likely to remain in the education system than 
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married people, and they were also more likely to combine work with education. In the 
case of respondents working only, there were no major differences due to marital status. 
In the context of having a family, it was found that having a child is no longer a major 
problem with continuing education and is also conducive to greater professional 
activity. According to other studies (Michaud and Tatsiramos, 2011), having a child 
mainly affects women's employment, but the effects of this influence vary from country 
to country. Based on one of the latest studies on Polish women (Grzenda, 2019), it was 
found that the differences in the professional careers of women without children and 
having children are becoming smaller. 

Considering access to education of young people living in cities and in the 
countryside, the results of other studies have been confirmed (Kołaczek, 2005), 
according to which at the primary level of compulsory education there are no 
differences in access to education between cities and villages, these differences are only 
revealed at a secondary and higher level. In this study, it was found that rural residents 
had less chance of continuing education, as well as combining work with education, but 
these differences did not exceed 30% compared to young people living in cities. Given 
territorial division it was observed that in comparison with the inhabitants of the 
eastern region of Poland, the inhabitants of all other regions had a greater chance of 
employment as well as combining work with education. In addition, the inhabitants of 
the central and southern regions, in which larger scientific centres are concentrated, 
had a better chance of staying only in the education system compared to the eastern 
region. 

The research methods proposed in this paper made it possible to determine the 
impact of individual characteristics of young people in Poland on their occupational 
and educational choices. In addition, our contribution to research in this area consisted 
of including in the model as many as four different states of their activity: employed but 
not learning; combining education with work; only learners/students; unemployed and 
persons economically inactive but not being learners. This provided new insight into 
how young people enter the labour market in Poland. 
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On the improvement of paired ranked set sampling to
estimate population mean

Syed Abdul Rehman1, Javid Shabbir2

ABSTRACT

In ecological and environmental sampling the quantification of units is either difficult or
overly demanding in terms of the time, money, workload, it requires. For this reason effi-
cient and cost-effective sampling methods need to be devised for data collecting. The most
commonly used method for this purpose is the Ranked Set Sampling (RSS). In this paper,
a sampling scheme called Improved Paired Ranked Set Sampling (IPRSS) is proposed to
estimate the population mean. The performance of the proposed IPRSS is evaluated under
perfect and imperfect rankings. A simulation study based on selected hypothetical distri-
butions and a real-life data set showed that IPRSS is more precise than RSS, Paired RSS
(PRSS) or Extreme RSS (ERSS).
Key words: order statistics, ranked set sampling, relative efficiency, unbiased estimator,

imperfect ranking.

1. Introduction

There are several methods of sampling that can be used to survey the natural resources
of agriculture, biology, ecology, environmental management and forestry, etc. Whatever
method of sampling is used, the main objective is to obtain precise estimates of population
parameters at lowest cost of time, money and labour. One efficient sampling method is
RSS, which provides more efficient estimates than simple random sampling (SRS). RSS is
used when the exact quantification of selected units is expensive yet ranking a small set of
selected units is inexpensive. For example, if interest lies in estimating the average weight
of abalone, then it is easy to rank a small set of abalone with respect to their visual size.
Similarly, the fuel consumption of vehicles can be ranked by a visual inspection of the
vehicle size. McIntyre (1952) was the first to suggest the RSS method and estimated the
average pasture and forage yields. The theory of RSS procedure was developed by Takahasi
and Wakimoto (1968) assuming perfect ranking. Dell and Clutter (1972) showed that the
mean estimator under imperfect RSS remains an unbiased estimator of population mean.
Lynne Stokes (1977) showed the possibility of the ranking of the study variable based on
an inexpensive concomitant variable. More applications of RSS can be seen from Johnson
et al. (1993), Patil (1995), Mode et al. (1999), Al-Saleh and Al-Shrafat (2001), Yu and Tam
(2002), Al-Saleh and Al-Hadrami (2003), Chen et al. (2003), Buchanan et al. (2005), Haq
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et al. (2013) and references cited therein.
Muttlak (1996) introduced the paired RSS (PRSS) and Median RSS (MRSS) schemes for es-
timation of population mean. Muttlak (1998) extended the work of Patil (1995) and showed
that the mean estimator under MRSS is more efficient than the mean estimators under SRS
and RSS. Samawi et al. (1996) suggested Extreme RSS (ERSS) for estimation of popula-
tion mean. Muttlak (2003) suggested quartile RSS (QRSS) to get more representative units
as a sample. Biradar and Santosha (2015) proposed Independent Extreme RSS (IERSS)
by modifying original RSS. It is well understood that population parameters like mean and
variance might not be estimated more efficiently when the population under study is sus-
pected of containing some extreme values or outliers. The selection of any of these extreme
values in a sample will affect both the precision and accuracy of estimates. All the above
discussed RSS schemes, especially usual RSS, MRSS and ERSS, might suffer the conse-
quences of extreme values being selected in a sample. In order to overcome this deficiency,
we propose a new RSS scheme by taking the advantage of ranking made in RSS. Our pro-
posed RSS scheme called Improved Paired RSS (IPRSS) is more efficient as compared to
other existing RSS schemes to estimate the population mean. Another advantage of using
the IPRSS is that it requires less number of units to identify or observe as compared to RSS
and MRSS, while requiring more units to identify as compared to PRSS.
Let Y and X respectively be the study variable and concomitant variable respectively. Let
Yi(i) j be the ith order statistic in the ith set of the jth cycle of the RSS scheme. Let ȳRSS be the
sample mean of study variable based on the RSS sample. Let ∆i = µ(i)−µ be the deviation
of the ith order statistic from true mean. Similarly, other deviations can be defined in the
same manner.

2. Ranked Set Sampling (RSS)

By means of the RSS procedure, initially m2 units are identified from the population
and randomly allocated to m sets each of size m. Now within each set, units are ranked
visually with respect to the variable under study or by any other economical method. The
lowest ranked unit from the first set is selected and the second lowest ranked unit is selected
from the second set. The procedure is carried out until the highest ranked unit is selected
from the last set. A sample of m units is collected which also completes one cycle of a RSS.
Repeating this procedure times results in a sample of size n = mr.
Let Y1(1) j,Y1(2) j, · · · ,Y1(m) j; Y2(1) j,Y2(2) j, · · · ,Y2(m) j; · · · ,Ym(1) j,Ym(2) j, · · · ,Ym(m) j be m inde-
pendent random sets (samples) in the jth cycle, each of size m, such that i = 1,2, · · · ,m and
j = 1,2, · · · ,r . Hence, the collected units in a sample by means of the RSS procedure are:
Y1(1) j,Y2(2) j, · · · ,Ym(m) j . Takahasi and Wakimoto (1968) showed that under perfect ranking,
the mean of RSS is ȳRSS =

1
rm ∑

r
j=1 ∑

m
i=1 Yi(i) j , which is an unbiased estimator of population

mean µ and is more precise than ȳSRS =
1
n ∑

n
i=1 Yi. The variance of ȳRSS is given by

Var(ȳRSS) =Var(ȳSRS)−
1

rm2

m

∑
i=1

∆
2
(i) (1)
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where ∆(i) is defined earlier.

2.1. Mathematics of RSS procedure

Let Y be the study variable with pdf f (y) and CDF F(y) with mean µ and variance σ2.
Let Y1,Y2, · · · ,Ym be a simple random sample of size m drawn from f (y) for which the order
statistics is Y(1:m),Y(2:m), · · · ,Y(m:m) . The pdf and CDF of the ith order statistics Y(i:m) for
i = 1,2, · · · ,m , respectively, are given by

f(i:m)(y) =
m!

(m− i)!(i−1)!
{F(y)}i−1{1−F(y)}m−i f (y) −∞ < y < ∞ (2)

and

F(i:m)(y) =
m

∑
i=1

(
m
r

)
{F(y)}r{1−F(y)}m−r (3)

The expression for mean and variance of Y(i:m), respectively, are given by

µ(i:m)(y) =
∫

y f(i:m)(y)dy and (4)

σ
2
(i:m)(y) =

∫
(y−µ(i:m)(y))

2 f(i:m)(y)dy , (5)

for detail see David and Nagaraja (2003).

3. RSS with errors in ranking (imperfect)

In practical situations, we come across problems in which visual ranking of the study
variable is difficult or impossible. Lynne Stokes (1977) introduced a model to rank the study
variable (Y ) with respect to ranks of the auxiliary variable (X) correlated with (Y ). This
procedure was named imperfect RSS (IRSS). Following Lynne Stokes (1977), it is assumed
that (Y,X) follows a bivariate normal distribution and the regression of Y on X is linear, i.e.

Yi[i] j = µy +ρ
σy

σx

(
Xi(i) j −µx

)
+ εi j (6)

where ρ is the population correlation coefficient between Y and X , and εi j is the error term
with zero mean and a constant variance, i.e.,

E(εi j) = 0 and Var(εi j) = σ
2
ε = σ

2
y (1−ρ

2) (7)

Here, Xi(i) j is the ith order statistics selected from the ith sample in the jth cycle of the
auxiliary variable whose Xi[i]) j corresponding is the ith judgment order statistics of the study
variable. The sample mean ȳIRSS and its variance under IRSS respectively, are given by

ȳIRSS =
1
n

r

∑
j=1

m

∑
i=1

Yi[i] j (8)
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and

Var(ȳIRSS) =
1

rm2

{
mσ

2
y (1−ρ

2)+ρ
2 σ2

y

σ2
x

m

∑
i=1

σ
2
x(i)

}
(9)

4. Paired Ranked Set Sampling (PRSS)

The PRSS procedure was suggested by Muttlak (1996) to estimate the mean of finite
population. The procedure is as follows: For even sample size m, identify m/2 sets each
of size m and rank the units in each set. The lowest and highest ranked units are collected
from the first set, and the second lowest and second highest ranked units are collected from
the second set. The process continues until (m/2)th and ((m+ 2)/2)th ranked units are
collected from the last set. For odd sample size m , identify ((m+ 1)/2) sets, each of size
m , and select units as previously mentioned in the case of even size until (m/2)th set. Also
((m+ 1)/2)th ranked unit is collected from the last set. This concludes in one cycle of a
PRSS of size m. By repeating this process r times a sample of size m can be obtained. The
sample mean under PRSS depending on even (E) and odd (O) sample sizes are calculated
as, respectively

ȳE
PRSS =

1
rm

r

∑
j=1

m

∑
i=1

(
Yi(i) j +Yi(m+1−i) j

)
(10)

and

ȳO
PRSS =

1
rm

r

∑
j=1

(
(m+1)/2

∑
i=1

Yi(i) j +
(m−1)/2

∑
i=1

Yi(m+1−i) j

)
(11)

The bias and variances of ȳE
PRSS and ȳO

PRSS respectively, are given by

Bias(ȳE
PRSS) =

1
rm

r

∑
j=1

m

∑
i=1

(
∆i(i) j +∆i(m+1−i) j

)
(12)

Var(ȳE
PRSS) = Var(ȳSRS)−

1
rm2

r

∑
j=1

m

∑
i=1

(
∆

2
i(i) j +∆

2
i(m+1−i) j

)
+

2
(rm)2

r

∑
j=1

m

∑
i=1

∆i(i) j∆i(m+1−i) j (13)

and

Bias(ȳO
PRSS) =

1
rm

r

∑
j=1

(
(m+1)/2

∑
i=1

∆i(i) j +
(m−1)/2

∑
i=1

∆i(m+1−i) j

)
(14)

Var(ȳO
PRSS) = Var(ȳSRS)−

1
rm2

(
(m+1)/2

∑
i=1

∆
2
(i)+

(m−1)/2

∑
i=1

∆
2
(m+1−i)

)

+
2

r2m2

r

∑
j=1

(m−1)/2

∑
i=1

∆(i)∆(m+1−i) (15)
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In the case of symmetrical distribution both ȳE
PRSS and ȳO

PRSS are unbiased estimators of
population mean.

5. Extreme Ranked Set Sampling (ERSS)

The ERSS procedure was introduced by Samawi et al. (1996) to estimate the population
mean. It is an essential sampling scheme in the case where population is fat-tailed, e.g.
students t-distribution, Uniform distribution, Cauchy distribution, etc., units deviates from
their mean beyond 5-sigma limits. The ERSS technique is executed as:
From the population, identify m2 units and allocate them randomly to m sets, each of size .
Now rank the units within each set. For m = even , select the lowest ranked units from the
first m/2 sets and highest ranked units from the last m/2 sets. For m= odd, select the lowest
ranked unit from the first (m−1)/2 sets, and the highest ranked units from set (m+1)/2 to
set (m−1) . The median, i.e. ((m+1)/2))th unit is selected from the last set. This conclude
one cycle of ERSS of size m. A sample of size n = mr can be obtained by repeating the
ERSS process r times.
In the jth cycle , ERSS is termed as: Y1(1) j,Y2(1) j, · · · ,Ym/2(1) j,Ym+2/2(m) j, · · · ,Ym(m) j for
even m. While, for odd m, Y1(1) j,Y2(1) j, · · · ,Ym−1/2(1) j,Ym+1/2(m) j, · · · ,Ym(m) j,Ym(m−1/2) j
units are selected. The estimators based on ERSS, are given by:

ȳE
ERSS =

1
rm

r

∑
j=1

(
m/2

∑
i=1

Yi(1) j +
m

∑
i=(m+2)/2

Yi(m) j

)
(16)

and

ȳO
ERSS =

1
rm

r

∑
j=1

(
(m−1)/2

∑
i=1

Yi(1) j +
m−1

∑
i=(m+1)/2

Yi(m) j +Ym(m+1)/2

)
(17)

The bias and variance of each estimator is obtained as

Bias(ȳE
ERSS) =

1
rm

r

∑
j=1

(
m/2

∑
i=1

∆(1)+
m

∑
i=(m+2)/2

∆(m)

)
(18)

Var(ȳE
ERSS) =Var(ȳSRS)−

1
rm2

(
m/2

∑
i=1

∆
2
(1)+

m

∑
i=(m+2)/2

∆
2
(m)

)
(19)

and

Bias(ȳO
ERSS) =

1
rm

r

∑
j=1

(
(m−1)/2

∑
i=1

∆(1)+
m−1

∑
i=(m+1)/2

∆(m)+∆((m+1)/2)

)
(20)

Var(ȳO
ERSS) =Var(ȳSRS)−

1
rm2

(
(m−1)/2

∑
i=1

∆
2
(1)+

m−1

∑
i=(m+1)/2

∆
2
(m)+∆

2
((m+1)/2)

)
(21)
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6. Improved Paired Ranked Set Sampling (IPRSS)

The proposed RSS procedure called IPRSS is an improvement in PRSS and is an effort
to overcome the drawback of ERSS. There is a great chance that ERSS will select the
extreme values contained by population under study by considering only the first and last
order statistic of sets, which not only affects the representativeness of a sample but the
accuracy and precisions both are also highly affected. The proposed IPRSS scheme is also
an effort to counter this drawback.
The IPRSS procedure is as follows:
For an even sample size m , identify m/2 sets each of size m+ 2 from a population and
within each set rank the units. Now, choose the second lowest and second highest ranked
units from the first set. Similarly select the third lowest and third highest ranked units from
the second set. The procedure continues until (m+ 4)th and (m+ 4/2)th ranked units are
selected from the last set.
For an illustration, a selection of units by IPRSS for m = 4 is given by

Y1(1) j Y1(2) j Y1(3) j Y1(4) j Y1(5) j Y1(6) j

Y2(1) j Y2(2) j Y2(3) j Y2(4) j Y2(5) j Y2(6) j

In case of odd sample size m, identify m+ 1/2 sets each of size m+ 2 and select units as
aforesaid in case of even until m− 1/2 set. Also (m+ 3/2)th ranked unit is choosen from
the last set. For example m = 5 , then the IPRSS procedure can be illustrated as

Y1(1) j Y1(2) j Y1(3) j Y1(4) j Y1(5) j Y1(6) j Y1(7) j

Y2(1) j Y2(2) j Y2(3) j Y2(4) j Y2(5) j Y2(6) j Y2(7) j

Y3(1) j Y3(2) j Y3(3) j Y3(4) j Y3(5) j Y3(6) j Y3(7) j

This concludes one cycle of an IPRSS of size m. The process can be repeated r times to
obtain IPRSS of size n = mr. The sample means under IPRSS depending on even (E) and
odd (O) sample sizes are respectively given by

ȳE
IPRSS =

1
rm

r

∑
j=1

m/2

∑
i=1

(
Yi(i+1) j +Yi(m+2−i) j

)
(22)

and

ȳO
IPRSS =

1
rm

r

∑
j=1

(
(m+1)/2

∑
i=1

Yi(i+1) j +
(m−1)/2

∑
i=1

Yi(m+2−i) j

)
(23)

In case of a symmetric distribution about zero, i.e. Y(i+1) ≊ Y(m+2−i) for i = 1,2, · · · ,m.
Arnold et al. (1992) showed that µ(i+1) =−µ(m+2−i) and σ2

(i+1) ≊−σ2
(m+2−i). This indicates

that if m is odd, then µ(m+1/2) = µ = 0. Hence, the suggested IPRSS provides unbiased
estimators, however in the case of asymmetrical distribution the expressions for bias along
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with the variance of ȳE
IPRSS and ȳO

IPRSS respectively, are given as

Bias(ȳE
IPRSS) =

1
rm

r

∑
j=1

m/2

∑
i=1

(
∆(i+1)+∆(m+2−i)

)
(24)

Var(ȳE
IPRSS) = Var(ȳSRS)−

1
rm2

m/2

∑
i=1

(
∆

2
(i+1)+∆

2
(m+2−i)

)
+

2
(rm)2

r

∑
j=1

m/2

∑
i=1

∆(i+1)∆(m+1−i) (25)

and

Bias(ȳO
IPRSS) =

1
rm

r

∑
j=1

(
(m+1)/2

∑
i=1

∆(i+1)+
(m−1)/2

∑
i=1

∆(m+2−i)

)
(26)

Var(ȳO
IPRSS) = Var(ȳSRS)−

1
(rm)2

(
(m+1)/2

∑
i=1

∆
2
(i+1)+

(m−1)/2

∑
i=1

∆
2
(m+2−i)

)

+
2

(rm)2

r

∑
j=1

(m−1)/2

∑
i=1

∆(i+1)∆(m+2−i) (27)

7. IPRSS with ranking errors (imperfect ranking)

In the case of ranking errors, the quantified observations of the study variable from the
ith sample may not be the ith order statistics instead of the ith judgment order statistics.
Dell and Clutter (1972) demonstrated that the sample mean of RSS with errors in ranking
is an unbiased estimator of the population mean, and has smaller variance than the usual
estimator based on SRS with the same sample size. However, the variance of the estimator
with errors in ranking will be larger than the variance of the estimator with perfect ranking.
Let Y[i+1] and Y[m+2−i] denote the (i+1)th and (m+2− i)th judgment order statistics of the
sample for i = 1,2, · · · ,m+2. Then, the IPRSS estimator of population mean with errors in
ranking is defined as:

ȳE
IPRSS =

1
rm

r

∑
j=1

m/2

∑
i=1

(
Yi[i+1] j +Yi[m+2−i] j

)
(28)

and

ȳO
IPRSS =

1
rm

r

∑
j=1

(
(m+1)/2

∑
i=1

Yi[i+1]+
(m−1)/2

∑
i=1

Yi[m+2−i] j

)
(29)
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the bias and variance of ȳE
IPRSS and ȳO

IPRSS are

Bias(ȳE
IPRSS) =

1
rm

r

∑
j=1

m/2

∑
i=1

(
∆[i+1]+∆[m+2−i]

)
(30)

Var(ȳE
IPRSS) = Var(ȳSRS)−

1
rm2

m/2

∑
i=1

(
∆

2
[i+1]+∆

2
[m+2−i]

)
+

2
(rm)2

r

∑
j=1

m/2

∑
i=1

∆[i+1]∆[m+1−i] (31)

and

Bias(ȳO
IPRSS) =

1
rm

r

∑
j=1

(
(m+1)/2

∑
i=1

∆[i+1]+
(m−1)/2

∑
i=1

∆[m+2−i]

)
(32)

Var(ȳO
IPRSS) = Var(ȳSRS)−

1
(rm)2

(
(m+1)/2

∑
i=1

∆
2
[i+1]+

(m−1)/2

∑
i=1

∆
2
[m+2−i]

)

+
2

(rm)2

r

∑
j=1

(m−1)/2

∑
i=1

∆[i+1]∆[m+2−i] (33)

The relative efficiency (RE) of the proposed ȳIPRSS with respect to ȳRSS , ȳPRSS and ȳERSS is
defined as:

RE(ȳIPRSS , ȳ•) =
MSE(ȳ•)

MSE(ȳIPRSS)
(34)

where
MSE(ȳ•) =Var(ȳ•)+(Bias(ȳ•))

2 (35)

and
MSE(ȳ•) =Var(ȳIPRSS)+

(
Bias(ȳIPRSS)

)2 (36)

8. Empirical study

To evaluate the efficiency comparison of IPRSS against other competing procedures, a
simulation study is conducted based on the following steps:
Generate a hypothetical (Normal, Logistic, Exponential and Poisson) distribution, say “X”
of size 1000 and also generate “e ∼ N(1000,0,1)”. Compute the study variable “Y ” by
using the relation Y = ρX + e

√
1−ρ2, where ρ is the population coefficient of correlation

between the study variable and the concomitant variable whose value is taken fixed as 0.50,
0.70 and 0.90. Draw a sample of size n = mr , using SRSWOR, and estimate mean for each
sampling procedure, for all the pairs of r = 1,3 and m = 4,6,8. This procedure is repeated
10,000 times. The results are given in Tables 1 and 2.
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Table 1: RE of IPRSS over other sampling procedures based on perfect ranking

RSS ERSS PRSS
Distribution m/r 1 3 1 3 1 3

4 1.05 1.09 1.24 1.28 1.47 1.48
Normal(1000,100,5) 6 1.04 1.03 1.45 1.45 4.98 11.96

8 1.01 1.04 1.58 1.66 12.33 35.00
4 1.29 1.27 1.68 1.73 1.73 1.64

Logistic(1000,5,2) 6 1.24 1.21 2.05 2.05 5.17 12.29
8 1.18 1.18 2.36 2.43 12.41 33.98
4 1.16 1.09 1.48 1.44 1.56 1.48

Exponential(1000,1) 6 1.07 1.04 1.80 2.05 4.79 11.5
8 1.08 1.03 2.43 3.04 12.11 30.58
4 1.39 1.36 2.03 1.98 1.91 1.76

Poisson(1000,3) 6 1.44 1.39 3.11 3.27 5.00 11.97
8 1.40 1.29 4.24 4.62 12.21 30.4
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Table 2: RE of IPRSS over other sampling procedures based on imperfect ranking

RSS ERSS PRSS
Distribution r m/ρ 0.5 0.7 0.9 0.5 0.7 0.9 0.5 0.7 0.9

4 1.04 1.05 1.05 1.18 1.21 1.22 1.35 1.4 1.43
1 6 1.05 1.05 1.05 1.36 1.39 1.40 3.66 4.17 4.44

Normal 8 1.04 1.03 1.02 1.42 1.47 1.50 7.98 9.59 10.49
(1000,100,5) 4 1.08 1.08 1.08 1.23 1.25 1.25 1.34 1.39 1.42

3 6 1.03 1.03 1.03 1.34 1.38 1.40 8.13 9.61 10.41
8 1.08 1.07 1.06 1.50 1.56 1.58 21.76 26.76 29.53
4 1.20 1.24 1.26 1.47 1.57 1.62 1.44 1.54 1.61

1 6 1.19 1.21 1.22 1.64 1.79 1.89 3.14 3.79 4.20
Logistic 8 1.13 1.16 1.18 1.76 1.96 2.08 6.11 7.94 9.17
(1000,5,2) 4 1.18 1.22 1.24 1.45 1.53 1.58 1.44 1.55 1.62

3 6 1.14 1.17 1.19 1.63 1.79 1.88 6.59 8.41 9.58
8 1.12 1.14 1.16 1.82 2.02 2.14 15.61 20.97 24.56
4 1.02 1.03 1.04 1.11 1.17 1.25 1.06 1.09 1.13

1 6 1.01 1.01 1.01 1.25 1.4 1.57 1.38 1.55 1.74
Exponential 8 1.01 1.00 1.00 1.46 1.78 2.13 1.8 2.2 2.66
(1000,1) 4 1.02 1.02 1.04 1.09 1.15 1.21 1.03 1.04 1.07

3 6 1.01 1.01 1.02 1.52 1.78 2.05 1.88 2.36 2.84
8 1.00 1.00 1.00 2.07 2.71 3.37 2.86 3.96 5.09
4 1.16 1.22 1.27 1.43 1.6 1.74 1.31 1.44 1.55

1 6 1.16 1.23 1.29 1.69 2.04 2.35 1.96 2.41 2.81
Poisson 8 1.09 1.14 1.19 1.89 2.4 2.87 3.12 4.25 5.3
(1000,3) 4 1.15 1.18 1.21 1.42 1.58 1.70 1.25 1.34 1.41

3 6 1.11 1.15 1.18 1.79 2.18 2.51 3.43 4.68 5.74
8 1.09 1.11 1.13 2.22 2.92 3.53 6.61 9.75 12.51

The simulation results show that the proposed IPRSS performs better than RSS, PRSS
and ERSS. It is also observable from the simulation results that the efficiency of IPRSS
significantly increases in comparison with other techniques when the number of cycles (r) is
increased, i.e. in each cycle IPRSS avoids two suspected extreme values that are selected by
other RSS schemes. Hence, with the increase in cycle (r), the number of suspected extreme
values avoided by IPRSS also increases, which help us getting a sample free from outliers
or extreme values. It is also notable that under imperfect ranking, all the RSS techniques
including IPRSS perform poor relative to the case of perfect ranking. Since IPRSS collects
a sample that avoids extreme values, so the results of IPRSS will be certainly better than
other techniques. Since IPRSS is an improvement in the PRSS and it is designed to avoid
the selection of extreme values in a sample so it is obvious that IPRSS will select more
representative sample especially when population contains extreme values.
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9. Application on real-life data set

For practical application, we consider the data provided by Singh and Mangat (2013).
The net irrigated area is considered as a study variable while the number of tractors is
considered as a concomitant variable. A simulation study is conducted by selecting 10,000
samples (the simulation procedure is discussed above). For simplicity we fix r = 1 and
m = 3,4,5,6,7 using the procedure of RSS, ERSS, PRSS and IPRSS, by means of both
perfect and imperfect rankings.
The MSE(ȳ(•)) of each sampling procedure is calculated as,

MSE(ȳ(•)) = 1
10,000

10,000

∑
i=1

(ȳ(•)−µy)
2 (37)

The relative efficiencies are given in Table 3.

Table 3: RE of IPRSS over other sampling procedures

RE
Ranking m RSS ERSS PRSS

Perfect

3 1.746 1.731 1.910
4 1.358 2.436 1.613
5 1.334 2.338 1.450
6 1.157 4.270 1.379
7 1.127 4.195 1.195

Imperfect

3 1.617 1.613 1.715
4 1.441 2.390 1.532
5 1.345 2.190 1.390
6 1.207 3.582 1.239
7 1.124 3.358 1.190

The results in Table 3 show that IPRSS performs better than RSS, ERSS and PRSS on
real-life data set. Furthermore, IPRSS performs better than ERSS distinguishably when the
sample size is increased.

10. Conclusions

In this article we proposed an efficient sampling scheme for the estimation of popula-
tion mean. We showed numerically that the mean estimators under IPRSS are more precise
than the mean estimators under RSS, ERSS and PRSS, for both perfect and imperfect rank-
ings based on various distributions and a real-life data set. Generally, the proposed mean
estimates under IPRSS are more efficient than the estimates under RSS, ERSS, and PRSS
when more cycles of small samples are selected. Hence, the use of IPRSS is recommended
over the existing RSS schemes. The current work can be extended to develop ratio and re-
gression type estimators of population mean based on IPRSS to get more precise estimates.
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Using the idea suggested in this paper, other RSS techniques can be modified to eliminate
the effects of extreme values in samples.
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