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From the Editor   

The March issue of Statistics in Transition new series presents readers with a set of 
twelve articles written by twenty-seven authors from ten countries (in order of 
appearance): Turkey, Nigeria, India, Poland, Pakistan, Sweden, Palestine, Ethiopia, 
Morocco, and Canada. This diversity is also reflected in the thematic variety of the real-
life issues raised in these texts.  

An attentive reader may notice that despite being the first issue published this year, 
it has the number 2. This is due to the fact that it was previously issued (as the first) of 
a special issue, prepared jointly with the Statistics of Ukraine, entitled A New Role for 
Statistics, which is devoted to the challenges – and ways of overcoming them – in the 
functioning of the official statistics system in the conditions of the war in Ukraine, along 
with often original solutions (methodological and organizational) in order to maintain 
the continuity of the production of necessary data and important indicators. 

Research articles 

In the first paper, Ipek Deveci Kocakoç and Istem Köymen Keser discuss Outlier 
detection based on the functional coefficient of variation. The aim of the article is 
twofold: to show that the functional coefficient of variation is more sensitive to abrupt 
changes than the functional standard deviation and to propose the utilisation of the 
functional coefficient of variation as an outlier detection tool. Several simulation trials 
have shown that the coefficient of the variation function allows the effects of outliers to 
be seen explicitly. The coefficient of variation function is proposed as an outlier 
identification method in this study. The CV function is a better descriptive statistics for 
determining abrupt changes than standard deviation. The availability of the first and 
second derivatives of the CV function also strengthens its utilization. In the case of 
outliers in the data set, it is also proven to be a useful statistic. By using the one-out 
method, outlier curves can easily be detected among others. Therefore, the CV function 
may be utilized in outlier detection as a confirmatory and complementary method to 
different outlier detection methods such as outliergram and functional boxplot. 

Nureni Olawale Adeboye, Sakinat Oluwabukonla Folorunso, Olawale Victor 
Abimbola, and Rasaki Yinka Akinbo present Modelling the volatility of African 
capital markets in the presence of the COVID-19 pandemic: evidence from five 
emerging economies in Africa. The study employed Exponential Generalised 
Autoregressive Conditional Heteroscedasticity (EGARCH) procedures to develop 
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stock volatility models for the pre- and COVID-19 era. The Fixed-Effects Two Stage 
Least Square (TSLS) technique was utilised to establish an empirical relationship 
between capital market volatility and the COVID-19 occurrence based on equity 
market indices and COVID-19 reported cases of five emerging African economies: 
Nigeria, Egypt, South Africa, Gabon and Tanzania. The stock series was made 
stationary at the first order differencing and the model results indicated that the stock 
volatility of all the countries responded sharply to the outbreak of COVID-19 with  
the average stock returns of Nigeria and Gabon suffering the most shocks. Through 
empirical analysis, this article has exemplified and emphasized the impact of  
COVID-19 on the volatility of stock markets within the African continent.  

The next aticle, by Vivek Verma, Dilip C. Nath, and S. N. Dwivedi entitled 
Bayesian estimation of fertility rates under imperfect age reporting, outlines the 
application of the Bayesian method of parameter estimation to situations where the 
probability of age misreporting is high, leading to transfers of an individual from one 
age group to another. An essential requirement for Bayesian estimation is prior 
distribution, derived for both perfect and imperfect age reporting. As an alternative to 
the Bayesian methodology, a classical estimator based on the maximum likelihood 
principle has also been discussed. As evident from the obtained results, even with 
inaccuracy in age reporting, the Bayesian technique has been found most promising for 
estimating TMFR, and obtained Bayes’ estimates are more precise and reliable than 
those obtained using the maximum likelihood procedure. Apart from the estimation of 
transition probabilities, the Bayesian technique has been found to be more useful 
in estimating the pattern of fertility rates even in situations where there is inaccuracy 
in age reporting. 

Adam Chwila’s paper The prediction of new COVID-19 cases in Poland with 
machine learning models proposes several possible machine learning approaches to 
forecasting new confirmed COVID-19 cases, including the LASSO regression, Gradient 
Boosted (GB) regression trees, Support Vector Regression (SVR), and Long-Short 
Term Memory (LSTM) neural network. The above methods are applied in two variants: 
to the data prepared for the whole Poland and to the data prepared separately for each 
of the 16 voivodeships (NUTS 2 regions). The learning of all the models has been 
performed in two variants: with the 5-fold time-series cross-validation as well as with 
the split into the single train and test subsets. The computations in the study used 
official statistics from government reports from the period of April 2020 to March 2022. 
The machine learning models can help not only successfully predict different COVID-
19 characteristics in the short-term periods, but also explain the factors that have the 
highest impact on the predictions for considered datasets. 
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Muhammad Nadeem, Khadija Noreen, H. M. Kashif Rasheed, Rashid Ahmed, 
and Mahmood Ul Hassan discuss New generators for minimal circular generalised 
neighbour designs in blocks of two different sizes. The authors desribed that the 
minimal neighbour designs (NDs) are used when a response of a treatment (direct 
effect) is affected by the treatment(s) applied in the neighbouring units. Minimal 
generalised NDs are preferred when minimal NDs cannot be constructed. Through the 
method of cyclic shifts (Rule I), the conditions for the existence of minimal circular 
generalised NDs are discussed, in which v/2 unordered pairs do not appear as 
neighbours. Certain generators are also developed to obtain minimal circular 
generalised NDs in blocks of two different sizes, where k2 = 3, 4 and 5. All these designs 
are constructed using i sets of shifts for k1 and two for k2.    

Abdulhakeem Eideh’s article On representativeness, informative sampling, 
nonignorable nonresponse, semiparametric prediction and calibration focuses on 
modelling framework of the semi-parametric prediction of a finite population total 
while specifying the probability distribution of the response units under informative 
sampling and nonignorable nonresponse. This is the most general situation in surveys 
and other combinations of sampling informativeness and response mechanisms can be 
considered as special cases. Furthermore, based on the relationship between response 
distribution and population distribution, the authors introduce a new measure of the 
representativeness of a response set and a new test of nonignorable nonresponse and 
informative sampling, jointly. Finally, a calibration estimator is obtained when the 
sampling design is informative and the nonresponse mechanism is nonignorable. 
The paper is purely mathematical and focuses on the role of informativeness of 
sampling design and informativeness of nonresponse in adjusting various predictors 
for bias reduction.  

Zofia Zielińska-Kolasińska and Wojciech Zieliński in their paper A new 
confidence interval for the odds ratio deal with the problem of interval estimation of 
the odds ratio. The authors propose a new confidence interval for the odds ratio which 
is based on the exact distribution of the sample odds ratio, hence it works for large as 
well as for small samples. The coverage probability of that confidence interval is at least 
the nominal confidence level, in contrast to the asymptotic confidence intervals known 
in the literature. The information on the sample sizes and the sample odds ratio is 
sufficient for constructing the new confidence interval. Unfortunately, no closed 
formulae for the ends of the confidence interval are available. However, for given nA, 
nB and observed cOR the ends may be easily numerically computed with the aid of the 
standard software such as R, Mathematica, etc. 

In the paper Determinants of livestock products export in Ethiopia, Ermyas 
Kefelegn proposes a procedure for identifying the determinants of the export of 
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Ethiopian livestock products using vector autoregressive and vector error correction 
models. Multivariate time series is used to model the association between the products 
of the Ethiopian livestock export included in the study. Vector autoregressive and 
vector error correction models are used for modelling and inference. The results 
indicated the existence of a long term correlation between the volume of live animals, 
meat and leather exports. The volume of meat export is significantly affected by a lag 
occurring in the export of live animals in the short-run. The quarterly data from 2002 
to 2017 were tested for seasonality and results revealed that all of the series were not 
affected by periodicity. Moreover, unit root tests show that all four series were non-
stationary in level, but stationary after first differencing. The long-run equation shows 
that the volume of live animals export has a positive long-run relationship with the 
volume of meat export. 

The paper On some efficient classes of estimators using auxiliary attribute by 
Shashi, Bhushan and Anoop Kumar considers some efficient classes of estimators for 
the estimation of population mean using known population proportion. The classical 
ratio, and regression estimators suggested by Naik and Gupta (1996) and Abd-Elfattah 
et al. (2010) estimators are identified as the members of the suggested class of 
estimators. The expressions of bias and mean square errors are derived up to first-order 
approximation. The authors have introduced various novel classes of estimators by 
combining difference estimator with Srivastava, Walsh and Log type estimators and 
Srivastava type estimator with Walsh type estimator for estimating the population 
mean of study variable utilizing the information on an auxiliary attribute and compared 
them with the relevant contemporary estimators till date. The proposed classes of 
estimators are recommended for the estimation of population mean when information 
is available in the form of auxiliary attribute.   

El Moury Ibtissam, Mohamed Hadini, Adil Chebir, Ben Ali Mohamed and 
Echchelh Adil present Proposal of a causal model measuring the impact of an ISO 
9001 certified Quality Management System on financial performance of Moroccan 
service-based companies. The paper’s goal is to test and validate a causal model 
designed to measure the performance of an ISO 9001 certified Quality Management 
System (QMS) and its impact on a company’s financial performance. By means of this 
causal analysis (model), the study examines the relationship between: QMS and the 
financial performance of 41 companies based in Morocco, the management 
responsibility process and all the QMS processes, the management resources process 
and all the QMS processes, and the organisational and financial performance of the 
studied companies. All of the considered firms are part of the service industry and range 
from medium-sized to large companies. The data gathered in this study have been 
instrumental in devising actionable insights.   
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In the next paper, Emilia Tomczyk discusses Dynamics of survey responses before 
and during the pandemic: entropy and dissimilarity measures applied to business 
tendency survey data. The author starts with the question how to verify whether the 
pandemic of 2020–2022 can be seen as just another contraction phase. Entropy and 
dissimilarity measures are employed to study the characteristics of the expectations and 
assessments expressed in the business tendency survey of Polish manufacturing 
companies. The empirical results show that the dynamics of the manufacturing sector 
data, particularly as far as general economic conditions are concerned, set the pandemic 
period apart. The economic consequences of the COVID-19 pandemic expressed in 
business tendency surveys tend to be unfavourable, but the statistical properties or the 
degree of the concentration of respondents’ answers do not correspond closely either 
to the expansion or contraction phases of the business cycle. 

Research Communicates and Letters 

In the Research Communicates and Letters section an article by Leonardo 
Campanelli, entitled Breaking Benford’s law: a statistical analysis of COVID-19 data 
using the Euclidean distance statistic analyses the COVID-19 weekly case counts by 
country provided by the World Health Organization, (updated to December 20, 2021) 
using the Euclidean distance statistical test of Benford’s law. The null hypothesis that 
the first-digit distribution of those counts follows Benford’s distribution is tested using 
weekly confirmed cases instead of daily ones following the requirement of having 
counts that extended over many orders of magnitudes so to improve the compliance of 
the data sets with Benford’s law. For the same reason daily and weekly death counts 
were not considered. Also, cumulative cases were not considered as their numbers 
flatten (especially at the end of a ‘wave’), thus distorting relative digit frequencies. 

 
 

Włodzimierz Okrasa 
Editor  
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Outlier detection based on the functional coefficient of variation 

Ipek Deveci Kocakoç1, Istem Köymen Keser2 

Abstract 

The coefficient of the variation function is a useful descriptive statistic, especially when 
comparing the variability of more than two curve groups, even when they have significantly 
different mean curves. Since the coefficient of variation function is the ratio of the mean and 
standard deviation functions, its particular property is that it shows the acceleration more 
explicitly than the standard deviation function. The aim of the study is twofold: to show that 
the functional coefficient of variation is more sensitive to abrupt changes than the functional 
standard deviation and to propose the utilisation of the functional coefficient of variation as 
an outlier detection tool. Several simulation trials have shown that the coefficient of the 
variation function allows the effects of outliers to be seen explicitly. 

Key words: coefficient of variation function, outlier detection, functional data analysis. 

1.  Introduction 

The desire to interpret many curvilinear data together has increased the 
requirements for functional data analysis methods, and with the development of these 
methods, it is aimed to reveal the underlying structures of functional data called curves 
or surfaces. With the development of functional equivalents of multivariate statistical 
analysis techniques, functional data analysis (FDA) techniques have found a wide range 
of applications such as financial data (Wang et al., 2021), medical data (Ullah and Finch, 
2013), climate change (Ghumman et al., 2020), air quality (Martinez Torres et al., 2020), 
management science (Dass and Shropshire, 2012), pandemics (Tang et al., 2020), etc. 
A detailed review of applications of functional data analysis can be found in Ullah and 
Finch (2013).  

In functional data analysis, firstly, Ramsay (1982), Ramsay and Dalzell (1991), Rice 
and Silverman (1991), and Ramsay and Silverman (1997) introduced basic descriptive 
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statistics such as the mean function, the standard deviation function, and variance-
covariance surfaces, which form the basis of functional multivariate methods. Detailed 
information on descriptive statistics of functional data can be found in Shang (2015).  
Besides, Keser et al. (2016) have discussed the coefficient of variation (CV) function, 
which is the functional equivalent of the coefficient of variation. Krzysko and Smaga 
(2019) examined the multivariate coefficient of variation for functional data as a value, 
not as a function.  

In this paper, our aim is to use the coefficient of variation function for detection of 
the effect of outliers by utilizing its sensitivity to abrupt changes in the data. The CV 
function is necessary to compare the variation between curve groups especially when 
the mean curves are different between curve groups or when we want to emphasize the 
main variation in time points. Suppose the height of boys and girls have different mean 
curves. If we want to compare the variation of height, we need the CV function. 
This study aims to use this feature of the CV function to detect abrupt changes caused 
by outliers in the data.   

FDA has some methods for outlier detection which are extensions of classic 
statistical methods. Integrated squared error (Hyndman and Ullah, 2007), depth-based 
weighting and trimming (Febrero et al., 2007 and 2008), functional bagplot and 
functional highest density region (HDR) boxplot (Hyndman and Shang, 2010), 
trimmed estimators (Gervini, 2012), functional boxplot, and adjusted functional 
boxplot (Sun and Genton, 2011, 2012), robust functional principle component analysis 
procedure (Sawant et al., 2012), projection-based trimming (Fraiman and Svarc, 2013), 
outliergram (Arribas-Gil and  Romo, 2014), and probabilistic modelling (de Pinedo et 
al., 2020) are prominent. Hubert et al. (2015) studied multivariate functional outlier 
detection. In this study, we propose the utilization of the coefficient of variation 
function for detection of the effect of outliers.     

The paper is organized as follows: Section 2 presents the coefficient of variation 
function via the basis function approach. In Section 3, the results of simulation studies 
conducted to compare the standard deviation function and the coefficient of variation 
function in terms of sensitivity to abrupt changes are given. Outlier detection utilization 
of the CV function is explained in detail. Finally, Section 4 deals with some conclusions 
and suggestions.  

2. Coefficient of variation function 

Classical descriptive statistics for univariate data can similarly be applied to 
functional data with minor modifications. If the variability of multiple functional data 
groups needs to be compared, especially when mean functions of these data groups are 
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different, the coefficient of variation function can be used instead of the standard 
deviation function (Keser et al., 2016).  

CV function  
   

 
       (1) 

In comparison with other approaches, the basis function approach is mainly used 
in functional data analysis when estimating the curves. According to the basis function 
method, the estimates of mean, standard deviation, and the CV function are as follows. 

Here, B is the (nxK) basis function matrix which consists of Bi(tj),  i=1,2,…, K, 
j=1,2,…, n values, where tj denotes j-th time point, K denotes the number of basis 
functions, and n denotes the number of curves. C is the variance-covariance matrix of 
coefficients which are obtained by the roughness penalty method or the least sum of 
squares method. According to the basis function approach, the variance-covariance 
matrix for n curves is V = B*C*BT.  

i) Calculation of the coefficient vector of the standard deviation function (std): 
 As s = sqrt(diag(V)), s = B*std. In order to find std, the coefficient vector of the 
standard deviation function, the following calculations are carried out.  
 Since the B matrix may not be a square matrix, it is converted into a square matrix 
by multiplying both sides by BT because of the inverse problem. 

BT*s = BT*B*std 
 BT *B matrix may not be invertible by the singular value decomposition. In this case, 
the Cholesky decomposition or Ridge regression may be used.  

BT*s = D 
BT*B = E 

 While R is an upper triangular matrix, according to the Cholesky decomposition:   
E = RT*R. 

D = RT*R*std 
(R-1)TD = (R-1)T*RT*R*std 

(R-1)*(R-1)T*D = (R-1)*(R-1)T*RT*R*std 
 So, the coefficient vector of the standard deviation function is   

std = (R-1)*(R-1)T*D. 

ii) Calculation of the coefficient vector of the mean function 𝑐̅: 
 While 𝑦 is the mean coordinate vector, 𝒄 may be obtained in a similar way as the std:   

𝒄 = (BT*B)*BT*𝑦. 

iii) Calculation of the coefficient vector of the CV function: 
 We propose that the coefficients of the CV function be calculated as: 

CV= 𝐁∗
𝐁∗𝒄

 
As denoted by Keser et al. (2016), especially when the curves have a mean function 

very close to zero, the CV function gets affected. This should be considered as a drawback 
of the statistic itself and exists in the original CV concept.   
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3. Simulation study  

Since this CV function is a ratio of two functions, it is affected more by consecutive 
abrupt changes and can easily detect time points where essential changes of data occur. 
It is also proven by simulation studies in the next section that the CV function and its 
derivatives are as efficient as the standard deviation for detecting significant changes 
between time points for data with and without outliers.  

In this study, we propose that CV functions may also be promoted as an outlier 
detection tool. Inspecting CV functions by using one-curve-out method may especially 
be used for this purpose. In order to show this usage of CV functions, outliers are 
investigated by CV functions and also by adjusted functional boxplots and adjusted 
outliergrams simultaneously.  

3.1. The behaviour of CV function in abrupt changes  

In this section simulation studies are conducted in order to compare the CV 
function with the standard deviation function for the detection of abrupt changes 
in functional data sets. For this purpose, n curves with 100 discrete points are generated 
by the main model 𝑋 𝑡 𝑠𝑖𝑛4𝜋𝑡  ξ t , t ∈ [0, 1], where 𝜉 𝑡  is normally 
distributed with 0 mean and some covariance structure between [0.2,0.8]). All analyses 
are done for n=50, 100 and 150 data sets. Since the size of the data set did not change 
the results, for the sake of easy interpretation and graphical readability, only n=50 case 
is reported here.  

Computed descriptive statistics for the data set are given in Figure 1a and Figure 
1b. The green lines show 50 curves, the red line shows the mean curve, the dotted line 
shows the standard deviation curve and the blue line shows the CV curve. Since the 
scales are not very compatible, presenting two different figures is preferred. The peaks 
on the CV function show the points where abrupt changes occur, which cannot be easily 
determined by the standard deviation function. 

 

  
Figure 1a: Sample Data, mean and standard 
deviation function 

Figure 1b: Sample Data, mean and CV function 
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The time points in which the variability increases or decreases are not easily 
detectable in Figure 1a. Since CV is the proportion of two values, abrupt changes can 
be more easily detected especially when the range of standard deviation and mean 
functions are small. Here, the focus is not the value of the function at that point, but the 
abruptness of the situation. A partial view of CV values for one of the data sets is given 
in Table 1. It can be seen that there are abrupt changes for knots 1, 25, 26, 75,76, 99, and 
100, which all have small changes in either their means or standard deviations, but 
distinctive CV values, as also can be seen from Figure 1b.  
 
Table 1: A partial view of CV values for one of the data sets  

Knots 
(Time points) 

Std. Deviation 
coefficient 

Mean coefficient 
CV 

coefficient 

     1 
     2 
     3 
     . 
     . 
     . 

    24 
    25 
    26 
    27 
    28 
    29 

     . 
     . 
     . 

    73 
    74 
    75 
    76 
    77 
    78 
    79 

     . 
     . 
     . 

    97 
    98 
    99 

   100 

    0.4712 
    0.4744 
    0.4735 

 
 
 

    0.4606 
    0.4652 
    0.4602 
    0.4568 
    0.4675 
    0.4826 

 
 
 

    0.5155 
    0.5128 
    0.5036 
    0.5064 
    0.5115 
    0.5221 
    0.5145 

 
 
 

    0.5537 
    0.5501 
    0.5542 
    0.5463 

    -0.0303 
    0.0951 
    0.2173    

 
 
 

    0.1987 
    0.0748 
   -0.0369 
   -0.1611 
   -0.2741 
   -0.3855 

 
 
 

    0.3025 
    0.1784 
    0.0397 
   -0.1005 
   -0.2339 
   -0.3560 
   -0.4744 

 
 
 

   -0.3924 
   -0.2702 
   -0.1529 
   -0.0383 

    15.5499 
    4.9908 
    2.1794 

 
 
 

   2.3177 
    6.2150 

   12.4740 
    2.8350 
    1.7055 
    1.2520 

 
 
 

    1.7042 
    2.8746 

   12.6714 
    5.0384 
    2.1867 
    1.4668 
    1.0846 

 
 
 

    1.4109 
    2.0363 
    3.6237 

   14.2749 
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Here, the CV function is apparently helpful for detecting abrupt changes in data. 
The same results are valid for data sets with outliers as can be seen in the next section. 

3.2. The behaviour of CV function for data with outliers 

There are two types of outliers in functional data analysis: magnitude outliers and 
shape outliers. In general, magnitude outliers appear far apart from other curves, and 
shape outliers have a distinct pattern from other curves. In this study, contamination 
models for outliers are chosen from Arribas-Gil and Romo’s (2014) R file from their 
supplementary materials. In order to examine the behaviour of CV functions for data 
sets with and without outliers, outlier curves are generated with contamination models 
given below. Outlier curves are entered as the 51st curve after 50 non-outlier curves 
(generated from the main model) in the data set. 

 
The contamination model for shape outlier (assuming that 𝜉 𝑡  is standard 

normally distributed) is: 
𝑋 𝑡 𝑐𝑜𝑠 4𝜋𝑡 0.25 0.05 𝜉 𝑡  . 

The contamination model for magnitude outlier (assuming that  𝜉 𝑡  is standard 
normally distributed) is: 

𝑋 𝑡 𝑠𝑖𝑛 4𝜋𝑡 2 0.05 𝜉 𝑡   
A representation of one sample data set from one of the trials is given in Figure 2 

with 50 curves of non-outlier data, one shape, and one magnitude outlier. 
 

 
Figure 2: Data curves with shape and magnitude outliers 
(Green bold line: shape outlier, Red bold line: magnitude outlier) 
 

In our study, along with CV, Sun and Genton’s (2011) adjusted functional boxplot 
and Arribas_Gill and  Romo’s (2014) adjusted outliergram are utilized simultaneously 
to detect outliers for practical purposes and reconfirmation. Graphs of those detection 
methods for the sample data set in Figure 2 are given in Figure 3.  
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Figure 3: Outlier Detection by Adjusted Boxplot and Adjusted Outliergram 

 
The functional adjusted boxplot is designed to detect outliers of magnitude, while 

the adjusted outliergram is designed to detect outliers of shape that are more difficult 
to find. 

The descriptive statistics are the envelope of the 50% central region, the median 
curve, and the maximum non-outlying envelope for the adjusted functional boxplot 
(Sun and Genton, 2011), based on the centre outward ordering induced by band depth 
for functional data. By inflating the internal region (the envelope), the outer region (the 
fence) is obtained. Any curve that crosses the fences is depicted as possible outliers. For 
our sample data set, as expected, the adjusted functional boxplot easily detects 
magnitude outliers (dotted curve in the bottom left corner in Figure 3), however, shape 
outlier is not detected (top left corner in Figure 3).  

Adjusted outliergram gives the boundaries for dashed parabola for the detection of 
shape outliers. Any value outside these boundaries is determined as an outlier. The 
further the curves in the sample are identical and straight, the nearer the points in the 
outliergram to the dashed parabola. On the other hand, the noisier the curves and the 
large number of crossing points between them, the more dispersed the points in the 
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outliergram. The points with the largest distances to the parabola represent the most 
outlying curves, in terms of shape, of the sample (Arrabas Gil, Romo, 2014). For our 
sample data set, the 51st curve entered as the shape outlier lies out and far from the 
boundaries (top right corner in Figure 3) whereas the 51st curve entered as the 
magnitude outlier lies inside the parabola but far away from the other curves (bottom 
right corner in Figure 3).    

Since the FDA is a visual method, many random data sets are generated from the 
models but, for clarity and conciseness, only three are randomly selected from the 
models in the study. Yet, it should be noted that all other data sets have similar results 
and may be provided by the authors. Changes in both standard deviation functions and 
CV functions are examined in every generated data set for the following three cases for 
both shape and magnitude outliers and the results are presented in Figure 4 and Figure 
5 for those three selected data sets. Outliers are included separately in the data sets 
in order to avoid masking effect over each other. 
 Case 1: Data with one outlier – (total: N = 51 curves, 51st curve is the outlier) 
 Case 2: Data with one outlier when one of the non-outlier curves is excluded – 

(total: N-1 = 50 curves) 
 Case 3: Data with no outliers – (total: N-1 = 50 curves) 

In Case 2, every non-outlier curve is excluded one at a time. Since there are 50 
curves, the computations are made 50 times for each data set and similar conclusions 
are made, so only one of the results is reported here. 

Figure 4 shows results for data sets with one magnitude outlier and Figure 5 shows 
results for data sets with one shape outlier. In both figures, the left panel of each row 
shows the standard deviation function for three randomly selected cases while the right 
panel shows the proposed the coefficient of variation function. The same analysis is 
conducted also with normalized data but no difference is found and therefore not 
reported here. Absolute values of CV are used for reflecting the variability better and 
easier comparison with standard deviations.  
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Standard Deviation Functions CV Functions 

 
 

 

 
 

Figure 4: Standard Deviation and CV Functions for Magnitude Outlier for Randomly Selected Cases 
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Standard Deviation Functions CV Functions 

 

Figure 5: Standard Deviation and CV Functions for Shape Outlier 
 

When examining standard deviation functions for all data sets, it can be seen that 
the standard deviation function of data with outlier lies distant from the standard 
deviation function of non-outlier data, as expected.  

When examining CV functions for all data sets, it can mostly be seen that the CV 
function of data with outliers lies distant from the CV function of data without outliers 
similar to the results for the standard deviation function. When any one of the non-
outlier curves are excluded (Case 2), both standard deviation and CV functions have 
very close results to data with outliers. This may be a supporting result that outlier 
curves affect standard deviation and CV functions.     

Since cubic B-splines are used to obtain the standard deviation and CV functions, 
the first and second derivative functions of these functions are also continuous. 
Therefore, the movements of the curves can easily be examined. Interpretations of 
derivative functions rather than the functions themselves may provide a stronger 
inference. Besides, utilizing derivative functions when comparing the curves makes 
them more comparable with respect to the origin. The first and second derivative 
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functions of standard deviation and CV functions for magnitude outliers are given 
in Figures 6 and 7 respectively. The first derivative function shows the velocity while 
the second one shows the acceleration.   
 

First Derivative Functions Second Derivative Functions 

  

 
 

 
 

  

Figure 6: Derivative functions of standard deviation function for magnitude outlier 
 

When Figure 6 is examined, data with outliers and data with (N-1) curves show 
a very similar, even overlapping, behaviour for both the first and second derivative 
functions while non-outlier data lies distantly and with shifts. By utilizing derivative 
functions, the dimensions of ups and downs have become more comparable.         
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First Derivative Functions Second Derivative Functions 

  

  

 
 

 
Figure 7: Derivative functions of CV function for magnitude outlier 
 

When Figure 7 is examined, it can be seen that CV especially emphasizes time 
points in which abrupt changes appear. As in Figure 6, both derivative functions for 
non-outlier data lie distant from the other two data sets with outliers. Thus, it can be 
said that derivative functions have similar behaviour as the original curve functions. 
However, the derivative functions of the CV function do not get lost in small changes 
and can focus on abrupt changes better than that of the standard deviation function. 
The standard deviation function and its derivatives are strongly affected by the smallest 

10 20 30 40 50 60 70 80 90 100

-100

-50

0

50

100

 arguments

 L
-v

a
ri
a
b
le

s

 

 

data

no outlier

N-1

10 20 30 40 50 60 70 80 90 100
-400

-300

-200

-100

0

100

200

 arguments

 L
-v

a
ri
a
b
le

s

 

 

data

no outlier

N-1

10 20 30 40 50 60 70 80 90 100

-300

-200

-100

0

100

200

300

 arguments

 L
-v

a
ri
ab

le
s

 

 

data

no outlier

N-1

10 20 30 40 50 60 70 80 90 100

-1000

-800

-600

-400

-200

0

200

400

600

 arguments

 L
-v

a
ri
ab

le
s

 

 

data

no outlier

N-1

10 20 30 40 50 60 70 80 90 100
-50

-40

-30

-20

-10

0

10

20

30

40

50

 arguments

 L
-v

a
ria

b
le

s

 

 

data

no outlier

N-1

10 20 30 40 50 60 70 80 90 100

-150

-100

-50

0

50

100

 arguments

 L
-v

a
ria

b
le

s

 

 

data

no outlier

N-1



STATISTICS IN TRANSITION new series, March 2023 

 

13

changes due to the effect of the mean. Examination of derivative functions enables 
better comparisons for ups and downs in all curves and even small changes can be 
determined by their help.   

The behaviour of the CV function for data sets with and without outliers leads way 
to the one-out method as an outlier detection tool by itself. Since now we know that 
outliers affect the size of peaks in CV functions, any outlier curve can be detected by its 
different size of the CV function peaks. In order to show that, we examined 51 CV 
functions obtained by excluding one curve at a time and saw that the 51st curve has 
a very different peak structure than the others (especially for magnitude outlier), 
concluding that this curve may be an outlier.   
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Figure 8: CV function and its first derivative for the one-out method 

In Figure 8, the blue lines show the 50 curves which include the outlier, and the red 
curve shows the function when the outlier curve is excluded. Here, we also validate and 
confirm the outliers that we found by adjusted outliergram and adjusted functional 
boxplot. Therefore, the CV function can be utilized as a visual outlier curve detection 
tool.  
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4.  Conclusions 

The coefficient of variation function is proposed as an outlier identification method 
in this study. The CV function is a better descriptive statistics for determining abrupt 
changes than standard deviation. The availability of the first and second derivatives of 
the CV function also strengthens is utilization. In the case of outliers in the data set, it is 
also proven to be a useful statistic. By using the one-out method, outlier curves can 
easily be detected among others.  Therefore, the CV function may be utilized in outlier 
detection as a confirmatory and complementary method to different outlier detection 
methods such as outliergram and functional boxplot.  

More automated and easy detection of points with abrupt changes and curves 
which are outliers may be developed as a further study. Confidence intervals or 
probabilities for this detection may also be investigated. 
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Modelling the volatility of African capital markets in the presence 
of the Covid-19 pandemic: evidence from five emerging  

economies in Africa 
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Abstract 

The growing concern over the global effects of the COVID-19 pandemic on every aspect of 
human endeavour has necessitated a continuous modelling of its impact on socio-economic 
phenomena, allowing the formulation of policies aimed at sustaining future economic 
growth and mitigating the looming recession. The study employed Exponential Generalised 
Autoregressive Conditional Heteroscedasticity (EGARCH) procedures to develop stock 
volatility models for the pre- and COVID-19 era. The Fixed-Effects Two Stage Least Square 
(TSLS) technique was utilised to establish an empirical relationship between capital market 
volatility and the COVID-19 occurrence based on equity market indices and COVID-19 
reported cases of five emerging African economies: Nigeria, Egypt, South Africa, Gabon and 
Tanzania. The stock series was made stationary at the first order differencing and the model 
results indicated that the stock volatility of all the countries responded sharply to the 
outbreak of COVID-19 with the average stock returns of Nigeria and Gabon suffering the 
most shocks. The forecast values indicated a constant trend of volatility shocks for all the 
countries in the continuous presence of the COVID-19 pandemic. Additionally, 
the confirmed and death cases of COVID-19 were found to increase stock prices while 
recovered cases bring about a reduction in the stock prices in the studied periods. 

Key words: African countries, capital market, COVID-19, volatility, GARCH model. 

1.  Introduction 

Capital market is one of the major pilots of fiscal growth and economic 
development, of which its activities have been a daily occurrence save for non-working 
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days (Adeboye and Fagoyinbo, 2017; Olowe, 2009). Globally, there is an increasing 
reliance on stock trading data as a fundamental tool for making reliable investment 
decisions and the Africa case is not an exception. Therefore, it is a fundamental reality 
that the capital market constitutes one of the major pitfalls of the Covid-19 outbreak. 
The capital market can be an extremely volatile place with broad day-to-day swings that 
present a significant investment risk. In modelling stock market time series data, 
the presence of long memory is very obvious. The behaviours of the investors are 
influenced, which can make their decisions based on different investment horizons. 
Stock market data were found to exhibit characteristics that are more consistent with 
long memory (Baillie, 1996). However, national and regional economic factors like 
interest rate policies, inflation trends, tax etc. have been found to substantially 
contribute to the directional change of the market, thus portend greater potentials to 
influence volatility. Capital market volatility is a statistical evaluation of the variation 
in returns for a given stock or market index. According to Chiang and Dong (2001), 
a higher level of volatility appears to be associated with higher average returns in most 
cases, however, unexpected volatility that is adverse could spell doom for would-be 
investors. This has been a contentious issue in wealth creation across the globe with 
a surfeit of literature on how to mitigate its effect and its impact on investment drives 
and economic activities of every nation (Ser-Huang and Taylor, 1992; Pramod and 
Puja, 2015). However, according to Ayinde et al. (2020) and Oyelola et al. (2020), the 
global occurrence of coronavirus with its antecedent daily upsurge in the count of 
confirmed cases around the globe is becoming alarming, and according to the NSE 
(2020) report, one can say it has nearly shut down the capital market with almost all the 
known bullish stocks experiencing a worsening rate of volatility. Weltman (2020) 
opined that risk experts in financial matters have made significant efforts to rearrange 
their market appraisal in light of the unprecedented economic challenges posed by the 
Covid-19 crisis that has put nearly all the globe in virtual lockdown. In the same 
Euromoney report, M. Nicolas Firzli refers to the Covid-19 effect on the financial 
market as the peak of all financial crisis and opined that it is bringing to the fore many 
repressed financial and geopolitical disorders. As highlighted by the Financial Times 
Stock Exchange and Dow Jones Industrial Average reports, 100 companies listed on the 
London stock exchange with the highest market capitalization dropped beyond three 
percent as COVID-19 outbreak worsened and spread beyond China. On February 27th 
2020, due to persistent concerns posed by the coronavirus outbreak, most United States 
capital market indices indicated the sharpest declines since 2008. On the overall, capital 
markets declined beyond 30% as at March 2020 implied volatilities of equities have 
spiked to crisis levels; credit spreads on non-investment grade debt have widened 
sharply as investors attempt to reduce risks (Barron’s, 2020). This uncertainty in global 
financial markets is occurring despite the elaborate financial reforms conceptualized by 
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G-20 financial authorities in the post-crisis era. According to OECD (2020) interim 
economic outlook highlighted in early March 2020, Covid-19 had already worsened 
China economic growth, and subsequent outbreaks in other continents were eroding 
prospects for economic growth. Hitherto, governments of countries have introduced 
unprecedented measures to contain the epidemic. While it is of necessity to contain the 
virus, it is of note that measures involved have led to both socio and economic quagmire 
in the countries mostly affected. Thus, the shutdowns could lead to high declination in 
the level of economic development, thereby causing most consumers’ expenditure to 
be adversely affected. The magnitude of these occurrences would far outweigh the 
economic recession experienced during the global financial meltdown if the situations 
persist for too long.  

Presently, COVID-19 remains the most traumatic pandemic threatening the entire 
globe. According to Adebayo et al., 2020, the first COVID-19 confirmed case in Africa 
was reported on 14th February 2020 in Egypt, which has been chosen to represent the 
North Africa region in this research. Since then, the number of reported cases has 
experienced geometric increases. The United States Embassy in Egypt gave the statistics 
as 90,413 confirmed cases with 4,480 deaths as of July 23rd, 2020. Nigeria's first case 
was reported on 27th February 2020, when an Italian citizen in Lagos tested positive for 
the virus (NCDC, 2020; MacLean et al. 2020). Ayinde et al. (2020) gave the statistics of 
Nigeria coronavirus as 1,932 confirmed cases, 319 discharged cases, and 58 deaths as of 
30th April 2020. These records have experienced daily increase with the total number 
of confirmed cases in Nigeria now stood at 41,180, of which 860 deaths have been 
recorded as of 28th July 2020 according to WHO (2020) coronavirus global updates. 
The WHO reports for African regional office also confirmed South Africa to be the 
epicentre of the COVID-19 outbreak in Africa region with 45,9761 positive cases 
identified and 7,257 recorded deaths as of 28th July 2020. South Africa is presently 
ranked fifth in the whole world. Gabon and Tanzania were confirmed to have recorded 
their first COVID-19 pandemic in March 2020. Up to 5,087 COVID-19 cases were 
reported in Gabon as of June 24 with a death toll of 40. As for Tanzania, government 
authorities ceased all attempts of reporting COVID cases in May 2020 after President 
John Magufuli alleged that laboratories were giving out fake results of confirmed cases. 

WHO records on Covid-19 as of 30th July 2020 indicated 17,039,160 confirmed 
cases and 667,084 deaths globally. The spread of the disease is so alarming to the extent 
that the United States of America have recorded 4,427,493 confirmed cases and 
150,716 deaths as of date, despite the existence of a well-structured medical system 
in place. These statistics is closely followed by South America with 2,983,227 confirmed 
cases, 108,432 deaths, and 2,002,553 recoveries; Europe was reported to have 
1,596,917 confirmed cases and 578,319 deaths according to ECDC and CDC (2020) 
report. Although African continent still has the least records of 625,562 confirmed 
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cases, 13,763 deaths, and 193,481 recoveries according to NBS (2020) report accessed 
on July 17th, 2020, the socio-economic effect of the pandemic had been so alarming 
and has further worsened the living standard of the citizenry in Africa (Adhikari et al., 
2020). Though the Covid-19 pandemic has been widely acclaimed to have originated 
from Wuhan city, Hubei China (Giordano et al., 2020; Nadeem, 2020; Huang et al., 
2020; Adegboye et al., 2020; Guo et al., 2019). However, in their study, Adegboye et al. 
(2020) emphasized that the risk of importing the pandemic from Europe to Africa 
exceeded that of importation from China. Martinez-Alvarez et al. (2020) compared 
early transmission of the pandemic in selected countries and observed a more rapid 
spread of the virus in some West African countries than in Europe. Gilbert et al., (2020); 
Vladimir and Vasily (2020) opined that situation in African countries could be more 
fatal than what is being reported, as most of African countries are unprepared and not 
sufficiently capable in the management of disease outbreak. Thus, the need to model 
capital market volatility as occasioned by the pandemic, to serve as the impetus to 
project new normal for capital market businesses in the African region and the world 
at large.  

This study investigates the capital market volatility for the pre-COVID-19 era and 
compared with the activities during the Covid-19 pandemic using equity market indices 
and Covid-19 reported cases of five (5) emerging economies in Africa. One prominent 
and economically endowed country was chosen from each of the regions in the African 
continent. These countries are Nigeria (West Africa), South Africa, Egypt (North 
Africa), Tanzania (East Africa), and Gabon (Central Africa). We use Exponential 
Generalized Autoregressive Conditional Heteroscedasticity (EGARCH) to model the 
stock volatility for each of the African countries in the two periods. Fixed-Effects Two 
Stage Least Square (TSLS) is then employed to model the coronavirus impact on the 
market activities. EGARCH and TSLS models would be capable of providing forecasts 
to predict the market volatility in the continuous presence of the pandemic. Currently, 
most literature on stock market volatility adopted regional and national economic 
factors approaches for its modelling. For instance, see Ser-Huang & Taylor (1992); 
Theodore & Lewis (1992); Blinder & Merges (2001); Chiang & Diong (2001); Grundy 
& Kim (2002); Pramod & Puja (2015). The contribution of this paper is the modelling 
of the Covid-19 trajectory in the day-to-day volatility of stock market affairs in the 
African continent. 

2.  Materials and Methods 

The data set used for this research is for the selected countries from the major sub 
regions of African continent. Stock updates for the five countries under consideration 
were sourced from Yahoo Finance while COVID-19 data were sourced from different 
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legitimate sources such as World Health Organization (WHO), European Centre for 
Disease Prevention and Control (ECDC), Nigeria Center for Disease Control (NCDC), 
Johns Hopkins University Center for Systems Science and Engineering (JHU CSSE), 
UNICEF and US embassy in African countries. The time series observations of daily 
returns of stock exchange closing prices between 2019−10−01 to 2020−02−28 (pre-
COVID era) and 2020−03−02 to 2021−04−30 (during COVID-19) for the five selected 
African countries under study, utilized for this research are available as supplementary 
data shared on GitHub repository link https://bit.ly/37LqPkw. This supplementary data 
also includes information of the reported Covid-19 cases for the regions. However, 
some of the observations were no longer available after being subjected to differencing 
in order to attain stationarity. As a result of these omitted lagged data points, data 
imputation techniques as suggested by Olalekan et al. (2020) were employed to obtain 
the missing observation so as to be able to fit the EGARCH model on the data set. 

2.1.  Volatility Model (Exponential Generalized Autoregressive Conditional 
 Heteroscedasticity) 

E-GARCH is a family of the GARCH model. The E-GARCH model was proposed 
by Nelson (1991) to overcome the challenges of volatility clustering in the handling of 
GARCH for modelling financial time series.  

Let 𝜀  denote the error term of a time series 𝑋 . If the typical size of 𝜀  is 
characterized by stochastic piece 𝑢  and time-dependent standard deviation 𝜎 , then 

𝜀 𝑢  𝜎  (1) 
where the stochastic piece 𝑢  is a strong white noise process and the time-dependent 
variance can be expressed as 

𝜎 𝛼 𝛼 𝜀 ⋯ 𝛼 𝜀        ,𝛼 0   (2) 
𝜎 𝛼 ∑ 𝛼 𝜀                 𝛼 0, 𝑖 0   (3) 

where p is the length of ARCH lags. 
Considering the Autoregressive Moving Average Model 𝐴𝑅𝑀𝐴  given as  

𝑋 𝛼 𝑋 ⋯ 𝛼 𝑋 ∈  𝛽 ∈ ⋯ 𝛽 ∈      (4) 
If equation (4) is assumed for the error variance, then we have 

𝑋 𝑋′  𝑏 + ∈  (5) 
𝜎 𝜔 𝛼 𝜀 ⋯ 𝛼 𝜀 +𝛽 𝜎 ⋯ 𝛽 𝜎      (6) 

Thus, equation (3) can be written for 𝐴𝑅𝑀𝐴  as 
𝜎 𝜔 ∑ 𝛼 𝜀 ∑ 𝛽 𝜎    (7) 

𝑙𝑛 𝜎 𝜔 ∑ 𝛼 |𝜖 | Ε|𝜖 | 𝛾 𝜖 ∑ 𝛽 𝑙𝑛 𝜎     (8)  
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Equation (7) is the generalized autoregressive conditional heteroskedasticity 
 𝑮𝑨𝑹𝑪𝑯 𝒑𝒒  model while equation (8) is the 𝑬𝑮𝑨𝑹𝑪𝑯 𝒑𝒒  where p is the order of the 
ARCH component;  q is the order of the GARCH component; 𝝈𝒕 is the volatility at time 
𝒕; 𝝎  𝒊𝒔 𝒕𝒉𝒆 𝒊𝒏𝒕𝒆𝒓𝒄𝒆𝒑𝒕, 𝜶𝟏,⋯ ,𝜶𝒑 are the parameters of the ARCH component; 
𝜷𝟏,𝜷𝟐,⋯ ,𝜷𝒒 are the parameters of the GARCH component model; 𝜸 is the magnitude 
of the shock and ∈𝒕 is a zero mean white noise as. It is pertinent to note that there are 
no sign restrictions for the EGARCH parameters since 𝒍𝒏 𝝈𝒕𝟐 can be negative. All the 
parameters (𝝁,𝝎,𝜶,𝜸,𝜷  are estimated simultaneously by maximizing the log 
likelihood, where μ is the expected shares return. 

2.2.  Model Specification 

The time-series econometric model specified for this research is given as 

𝑆𝑡𝑜𝑐𝑘   𝑓 𝐶𝑜𝑛𝑓𝑖𝑟𝑚𝑒𝑑 . ,𝑅𝑒𝑐𝑜𝑣𝑒𝑟𝑒𝑑 . ,𝐷𝑒𝑎𝑡ℎ . 𝜀      (9) 

When this model is written explicitly, it becomes   

𝑆𝑡𝑜𝑐𝑘  𝛽   𝛽 𝐶𝑜𝑛𝑓𝑖𝑟𝑚𝑒𝑑 .  𝛽 𝑅𝑒𝑐𝑜𝑣𝑒𝑟𝑒𝑑 .    𝛽 𝐷𝑒𝑎𝑡ℎ .       (10) 

The instrumental variables specified for this model are confirmed, death and 
recovered variables. The lagged cases variables, i.e. d_confirmed, d_death and 
d_recovered were excluded from the list of instruments since they are endogenous 
variables and thus correlated with the residuals. 

2.3. Fixed-Effects Two Stage Least Square (TSLS) 

TSLS is a fixed effect model which is a special case of instrumental variables 
regression. In this model, there are two distinct stages of which the first stage involves 
finding the portions of the endogenous and exogenous variables that can be attributed 
to the instruments. The stage involves estimating an OLS regression of each variable 
in the model on the set of instruments while the second stage is a regression of the 
original equation, with all of the variables replaced by the fitted values from the first-
stage regressions. The coefficients of this regression are the TSLS estimates. 
By denoting Z as the matrix of instruments, y and X as the dependent and explanatory 
variables respectively, the computed coefficients and its covariance matrices are given 
by the equations 

     (11) 

         (12) 

where 𝑆  is the estimated residual variance.  
The strategy for estimation involved taking deviations of the group means to have 
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yit − 𝑦i = (x1it − �̅�1i)/β1 + (x2it − �̅�2i)/β2 + εit - 𝜀̅ .         (13) 

3. Results and Discussion 

All the indices used for the E-Garch modelling were pulled from the share returns 
of five (5) African countries considered in this research, for pre and post COVID-19 
era. Furthermore, the share returns of all the countries were merged with the daily cases, 
recoveries and deaths due to COVID-19. 

3.1. Descriptive Statistics 

Table 1: Descriptive Statistics of Stock Returns of the Considered Countries before Covid-19 

Index Nigeria South Africa Tanzania Gabon Egypt 

Mean  -0.00120 -0.00049 -0.0039 -0.00112 0.00040 

Median  -0.00159 0.00117 0.0000 0.00000 0.00000 

Minimum -0.06580 -0.05855 -0.1923 -0.03396 -0.08898 

Maximum 0.04702 0.03027 0.1569 0.02290 0.09483 

Standard Dev 0.01448 0.01467 0.0375 0.00896 0.02690 

Skewness -0.44 -1.1 -1.2 -0.62 0.41 

Kurtosis 7.3 5.5 14 4.8 5.1 

 
Table 1 indicates the descriptive statistics of stock returns before COVID-19. 

The result shows that Tanzania has the highest volatility in the daily returns of the 
series, for the periods of average negative share returns for the countries except Egypt. 
In addition to this, the daily stock returns of Nigeria, South Africa, Tanzania, 
and Gabon show traces of series that are negatively skewed while the daily stock returns 
of Egypt are positively skewed. Furthermore, the kurtosis values for the five countries 
are greater than three (3), which explains that the data set has abnormal peaked than 
a normal distribution. 

According to Table 2 below, Nigeria has the highest mean stock returns of 0.0024 
with Egypt having the highest deviation out of all the other four countries. Looking 
closely, there exist negative skewness for Nigeria and South Africa, while Tanzania, 
Gabon and Egypt are positively skewed. The series are equally peaked (leptokurtic) for 
the countries save for that of Egypt which is platykurtic. 
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Table 2: Descriptive Statistics of Stock Returns of the Considered Countries During Covid-19 

Index Nigeria South Africa Tanzania Gabon Egypt 

Mean  0.00022 0.00013 0.0015 0.0019 0.0024 

Median  0.00051 0.00269 0.0000 0.0000 0.000 

Minimum -0.05063 -0.14823 -0.1525 -0.14407 -0.1965 

Maximum 0.04251 0.10090 0.3111 0.13333 0.3235 

Standard Dev 0.01013 0.02868 0.0513 0.02527 0.0585 

Skewness -0.859 -1.066 1.35 0.382 1.222 

Kurtosis 8.58 9.38 9.86 13.92 10.00 

 
 

The trend of the stock returns time series before and during the COVID-19 periods 
is presented in Figures 1 and 2 below. The figures captured the different types of shocks 
observed by daily stock returns in the two periods.  

 
 

 
Figure 1: Stock Returns Plot of the Countries Before Covid-19 
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Figure 2: Stock Returns Plot of the Countries During Covid-19 

 

The above plots revealed that each of the stock returns were not stationary at the 
initial stage and this leads to differencing and each of the data was made stationary  

 

 

Figure 3: ACF and PACF plots Before COVID-19 for Countries 
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at the first-order difference, in compliance with the results of the Augmented Dickey 
Fuller (ADF) test which shows the presence of unit root. The results of ADF are as 
presented in Table 3 below. The table contains the summary of the results at the level 
and at the first differencing, which is also a confirmation that the series is stationary 
at the first order differencing. The small p-values < α = 0.05 significance level showed 
that the series is stationary at the first difference. 
 

Table 3: ADF Results for Unit root Test During COVID-19 for Countries 

Country Test Lag order P-value 5% Test Statistic 

Nigeria @Level 4 0.2 -3 

@1stDifference 5 0.01 -6 

South Africa @Level 4 0.2 -3 

@1stDifference 5 0.01 -6 

Tanzania  @Level 4 0.2 -4 

@1stDifference 5 0.01 -5 

Gabon  @Level 4 0.2 -3 

@1stDifference 4 0.04 -4 

Egypt  @Level 4 0.06 -3 

@1stDifference 5 0.01 -5 
 

A precise order of differencing was determined by the plots of ACF and PACF. 
A cross-examination of the ACF showed the presence of long memory structure, and 
the two plots provided significant spikes at lag 1 in both cases as shown in Figure 3 and 
Figure 4 for Nigeria returns. Achieving this stationarity condition is highly essential for 
modelling the adopted volatility technique. 
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Figure 4: ACF and PACF plots During COVID-19 for Countries 

3.2. Summary of Findings: Country by Country Volatility Rates for Pre and  
 Covid-19 Periods 

This research adopted a model order of 𝑝 1 𝑎𝑛𝑑 𝑞 1 because it has the lowest 
values of Akaike, Bayes, Shibata and Hanan-Quinn information criteria. More so, it has 
been established as the best order that fits financial time series excellently (Tsay, 2005). 

Table 4: Results of Egarch (1,1) Modelling of Stock Returns Volatility Before COVID-19  

Parameters Nigeria South Africa Tanzania Gabon Egypt 

𝜇 -0.00605 
(0.1198) 

-0.00378  
(0.1185) 

0.00370  
(0.4231) 

0.00001  
(0.9464) 

 -0.00250  
(0.4688) 

𝜔 -5.13609 
(0.0011)** 

-1.24177 
(0.1357) 

-2.70244  
(0.0007)** 

-4.56987  
(0.0019)** 

-2.21648  
(0.0037)** 
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Table 4: Results of Egarch (1,1) Modelling of Stock Returns Volatility Before COVID-19 (cont.) 

Parameters Nigeria South Africa Tanzania Gabon Egypt 

𝛼 -0.04821 
(0.7585) 

-0.32487 
(0.0720) 

0.11536  
(0.4359) 

0.06709 
(0.5249) 

-0.11993  
(0.4566) 

𝛽  0.15536 
(0.5428) 

0.81935 
(0.0000)** 

0.47592 
(0.0012)** 

0.41317  
(0.0272)* 

0.62058 
(0.0000)** 

𝛾 0.96837 
(0.0000)** 

0.66643 
(0.0017)** 

1.17323  
(0.0000)** 

1.03121 
(0.0000)** 

1.26898 
(0.0000)** 

Note: P-Values are in parenthesis and *, ** statistically significant at the 5% and 1% significant level. 

Table 4 shows the results of EGARCH (1,1) models for the considered countries 
before the occurrence of Covid-19 in Africa with the following models specified 
respectively. 

𝑙𝑜𝑔 𝜎  5.136  0.155𝑙𝑜𝑔 𝜎 0.048 0.968    (14) 

𝑙𝑜𝑔 𝜎   1.241  0.819𝑙𝑜𝑔 𝜎   0.324 0.666    (15) 

𝑙𝑜𝑔 𝜎   2.702  0.465𝑙𝑜𝑔 𝜎  0.115  1.173     (16) 

𝑙𝑜𝑔 𝜎   4.569  0.413𝑙𝑜𝑔 𝜎   0.067 1.031    (17) 

𝑙𝑜𝑔 𝜎    2.216  0.620𝑙𝑜𝑔 𝜎   0.119 1.268    (18) 

Examining the models (14) – (18), the leverage effect 𝛼 was negative and at the 
same time not significant for Nigeria, South Africa, and Egypt’s daily stocks. This shows 
the presence of high risk in stock returns due to the increased leverage induced by 
negative shocks in the aforementioned countries. On the other hand, there exist no 
leverage effect on the stock returns of Tanzania and Gabon due to the positive values of 
their 𝛼 values. This implies that volatility responds better to favorable news than it does 
to unsavory news of equal magnitude, as a pointer to the fact that there exists little or 
no risk in the stock returns of Tanzania and Gabon before the pandemic, especially with 
the positive average returns of 0.00370 and 0.0001estimated respectively for the 
countries compared to that of Nigeria, South Africa and Egypt.  

The results for β show that only the coefficient of South Africa is close to one (1) 
and this implies high persistence of volatility shocks for the country while countries like 
Nigeria, Tanzania, Gabon, and South Africa have experienced a low persistence of 
volatility shock. 

The γ parameter shows the extent at which the magnitude of the shock to the 
variance affects the future volatility in the daily returns of each country's stock and also 
the spillover. The estimated γ results are positive estimates for all the countries, and this 
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implies that the magnitude of the spillover effect of the volatility is positively related 
and significant at both 1% and 5% levels. This shows that the changes in the behaviour 
of the daily stock prices of each country will influence changes in subsequent 
behaviours of the prices.  

Table 5: Results of Egarch (1,1) Modelling of Stock Returns During COVID-19  

Parameters Nigeria  South Africa Tanzania Gabon  Egypt 

𝜇 -0.00044 
(0.35501) 

-0.00154 
(0.34770)** 

0.0017 
(0.54) 

-0.0008 
(0.4827) 

0.0040 
(0.0569) 

𝜔 -3.03575 
(0.000442)** 

-1.40256 
(0.02342)* 

-2.7806 
(0.0000)** 

-4.4548 
(0.0000)** 

-2.0429 
(0.0000)** 

𝛼 -0.016552 
(0.848044) 

-0.12288 
(0.2391) 

0.0430 
(0.5940) 

-0.0007 
(0.9926) 

0.0851 
(0.2318) 

𝛽 0.652116 
(0.0000)** 

0.79215 
(0.0000)** 

0.4897 
(0.0000)** 

0.36050 
(0.0002)*** 

0.60816 
(0.0000)** 

𝛾 1.06462 
(0.0000)** 

0.69089 
(0.0093)** 

0.91140 
(0.0000)** 

0.99653 
(0.0000)** 

0.78343 
(0.0000)** 

Note: P-Values are in parenthesis and *, ** statistically significant at the 5% and 1% significant level. 

Table 5 shows the results of the EGARCH (1,1) models for the considered countries 
during Covid-19 in Africa with the following models specified in the equations below. 

𝑙𝑜𝑔 𝜎  3.035  1.064𝑙𝑜𝑔 𝜎   0.016 0.652    (19) 

𝑙𝑜𝑔 𝜎  1.402  0.690𝑙𝑜𝑔 𝜎   0.122 0.792    (20) 

𝑙𝑜𝑔 𝜎  2.780  0.911𝑙𝑜𝑔 𝜎   0.043 0.489    (21) 

𝑙𝑜𝑔 𝜎  4.454  0.996𝑙𝑜𝑔 𝜎 0.0007 0.360    (22) 

𝑙𝑜𝑔 𝜎  2.042  0.783𝑙𝑜𝑔 𝜎 0.0851 0.608     (23) 

Equations (19), (20), (21), (22), and (23) are the respective Egarch (1,1) models’ 
specification for daily stock prices in Nigeria, South Africa, Tanzania, Gabon, and Egypt 
during the COVID19 period. 

For the Covid-19 period, the average stock returns for the countries are -0.00044,  
-0.00154, 0.0017, -0.0008 and 0.0040 respectively for Nigeria, South Africa, Tanzania, 
Gabon and Egypt. These results clearly shown that only Nigeria, South Africa and 
Gabon average stock returns have suffered significantly from the pandemic effects, 
compared to the pre-Covid-19 periods. We noticed that there exists no leverage effect 
on the stock returns of Nigeria, Tanzania, Gabon and Egypt and this implies that 
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volatility in these countries responded well to the Pandemic more than they did in the 
previous era. These countries, however, experienced no leverage effect due to the fact that 
𝛼 is either positive or negative and which at the same time was not significant. The results 
for β show that the coefficient values for Nigeria, South Africa and Egypt are close to one. 
These values imply high persistence of volatility shocks for these countries during the 
Covid-19 pandemic and, on the other hand, we noticed that the β coefficient for Tanzania 
and Gabon is relatively low. The γ parameter shows the extent at which the magnitude of 
the shock to the variance affects the future volatility in the daily returns of each country's 
stock and also the spillover. These estimated γ shows that there is a positive estimate for 
Nigeria, South Africa, Tanzania, Gabon and Egypt. This means that the magnitude or the 
spillover of the volatility is positively related and significant at 1% level. This shows that 
the changes in the behaviour of the daily stock prices of each of the countries will 
influence changes in subsequent behaviours of the prices.  

The graphs in Figure 5 below presented the impact of Covid-19 on the volatility of 
stock returns for the five countries. Based on the graphs, the stock volatility of all the 
countries responded sharply to the outbreak of COVID-19. With the exception of 
Gabon, the returns for the countries nosedived and remained constant for most of the 
periods 𝜀 . 

 
Figure 5: COVID-19 Impact on the Stock Returns of Nigeria, South Africa, Tanzania, Gabon and 

Egypt 
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3.3. Consolidated Effects of Covid-19 Trajectory on Stock Volatility 

The results of 2SLS estimated to model the effect of Covid-19 on the countries’ 
stock returns are presented in Table 6 while its validity statistic are  given in Table 7 
below. 

Table 6: Results of Instrumental Variable (2sls)  

Specification coefficient std. error t-ratio p-value 

Const -47.01110362 16.01185123 -2.936019262 0.0033** 

Confirmed 0.006351376 0.001401122 4.533065161 6.14E-06** 

Deaths 0.036818759 0.008865751 4.152920586 3.41E-05** 

Recovered -0.008172232 0.001820635 -4.488672282 7.55E-06** 

Note: P-Values are in *, ** are statistically significant at the 5% and 1% significant level. 

Table 7: Model Diagnostic of IV (2sls) 

Mean dependent var 22.502 S.D. dependent var 38.0 

Sum squared residual 86709876.35 S.E. of regression 202.6 
R-squared 0.019968308 Adjusted R-squared 0.018 
F(3, 2111) 7.157 P-value(F) 8.82E-05 
Log-likelihood -46703.4761 Akaike criterion 93414.9 
Hausman test 911.00 p-value 3.97E-200 

 
The Instrumental variable model which was specified from Table 6 above is shown 

below: 
𝑆𝑡𝑜𝑐𝑘  47.011  0.0063 𝐶𝑜𝑛𝑓𝑖𝑟𝑚𝑒𝑑 . 0.008 𝑅𝑒𝑐𝑜𝑣𝑒𝑟𝑒𝑑 .

 0.036 𝐷𝑒𝑎𝑡ℎ .                           (27) 

Equation (27) specified the direct impact of Covid-19 cases (i.e. confirmed, deaths 
and recoveries) on the stock returns of all the countries pooled together and the 
individual parameters are significant based on their p-values provided in Table 7. 
The model provided overall goodness of fit as reflected in its F-value of 7.157 with  
P-value of 0.0000882. More so, the results of the estimated coefficients aligned with the 
a priori. That is, confirmed and death cases increase price volatility while recovered 
cases will bring about reduction in the stock prices. Based on the results shown 
in Table 7, this instrument can be considered as exogenous given that the null 
hypothesis is not rejected at both 1% and 5% levels as measured by the Hausman test 
statistic.  
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3.4.  Forecast 

Predicted values of the fitted EGARCH (1,1) were studied using the test data after 
adequacy check of the models was done. An unconditional sigma forecast was made for 
the days in the month of October, November and December 2021. The forecast values 
exhibited a constant trend of volatility shocks for all the countries in the continuous 
presence of the Covid-19 pandemic. However, Nigeria volatility experienced 
a significant spike during the few days of October before maintaining a constant trend. 
The extreme coloured ends of the graphs presented in Figure 6 (a - e) depicted the 
forecasts.  
 

  
Figure 6: Volatility Forecasts in the Continuous Presence of COVID-19 

3. Conclusions 

This article has exemplified and emphasized through empirical analysis, the impact 
of Covid-19 on the volatility of stock markets within the African continent. Stock 
volatility during COVID-19 compared well with that of the pre-COVID-19 period and 
it has been well established that the stock volatility of all the countries responded 
sharply to the outbreak of COVID-19 with the average stock returns of Nigeria and 
Gabon suffering the most shocks from the pandemic effects. The stock returns of the 
five countries equally exhibited a long memory as the autocorrelation function of the 
series showed persistence characteristic with exponential decay towards zero, which is 
one of the features of a long memory process. The results thus implied high persistence 
of volatility shocks for all the countries during the Covid-19 pandemic and that the 
magnitude or the spillover effect of the volatility is positively related and highly 
significant. The positive feat achieved in terms of average returns by South Africa, 
Tanzania and Egypt during the pandemic may be attributed to smart investors’ bargain, 
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their bullish attitudes gingered by the release of positive year-end financial results of 
several quoted companies, coupled with improved dividend declaration. The study has 
also established that confirmed and death cases increase stock price volatility while 
recovered cases will bring about reduction in stock prices for all the countries 
considered in this research. Also, the forecast values exhibited a constant trend of 
volatility shocks for all the countries in the continuous presence of the Covid-19 
pandemic. The implication of this trend is such that many investors will not be willing 
to stake their funds in the capital markets as long as the Covid-19 pandemic persists. 
Thus, stock prices might remain unchanged for a long period due to the inactive capital 
market.  

The above deduction is in line with the submission of Jeremy Schneider, a personal 
financial expert at Personal Finance Club, on the effect of the ongoing war on the stock 
market of Ukraine. He posited that the war has introduced new uncertainty to 
a stock market that has already had a shaky start to the year, and that the S&P 
500 saw its most dramatic one-day drop since May 2020, amid a war with no 
end in sight. With hundreds of civilians dead, including children, and more than 
half a million refugees having fled Ukraine, the most important consequence is 
clearly the human cost, rather than anything having to do with people’s 
investments. As the war continues, so does the unpredictability of the 
consequences beyond the borders of Ukraine, according to Vaughn (2022). 
This conclusion is also in tune with the earlier work of Scott et al. (2016), where 
the authors were of the opinion that uncertainty caused by irregular variation such 
as the ongoing war between Russia and Ukraine is associated with greater stock price 
volatility and reduced investment. 
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Bayesian estimation of fertility rates under imperfect age
reporting
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ABSTRACT

This article outlines the application of the Bayesian method of parameter estimation to situ-
ations where the probability of age misreporting is high, leading to transfers of an individual
from one age group to another. An essential requirement for Bayesian estimation is prior
distribution, derived for both perfect and imperfect age reporting. As an alternative to the
Bayesian methodology, a classical estimator based on the maximum likelihood principle has
also been discussed. Here, the age misreporting probability matrix has been constructed us-
ing a performance indicator, which incorporates the relative performance of estimators based
on age when reported correctly instead of misreporting. The initial guess of performance in-
dicators can either be empirically or theoretically derived. The method has been illustrated
by using data on Empowered Action Group (EAG) states of India from National Family
Health Survey-3 (2005–2006) to estimate the total marital fertility rates. The present study
reveals through both a simulation and real-life set-up that the Bayesian estimation method
has been more promising and reliable in estimating fertility rates, even in situations where
age misreporting is higher than in case of classical maximum likelihood estimates.

Key words: Fisher information, square error loss function, age-specific marital fertility rate,
Bayes estimator, maximum likelihood principle.

1. Introduction

The purpose of any demographic or health sample survey is to provide information on
the demographic parameters of the concerned population. In demographic studies, the age
of an individual plays an important role, and misreporting leads to transfers of an individual
from one age to another. Misreporting causes subjective biases due to random and system-
atic errors in data that influence the estimate of the population parameters. Earlier studies
by Hussey and Elo (1997), Narasimhan et al. (1997) and Denic et al. (2004), Yi (2008),
and Neal et al. (2012) show that age misreporting is still highly prevalent in many coun-
tries including India. As a result of misreporting, various measures and vital indicators that
are age-dependent get influenced (Coale and Li (1991), Szoitysek et al. (2017)). To over-
come this problem many alternative methods have been discussed by Bhat (1990), Dechter
and Preston (1991), Bhat (1995), and Nwogu and Okoro (2017), which are based on the
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requirement and availability of the other related information to detect and measure these
errors.

The total marital fertility rate (TMFR) is considered as one of the important measures of
the overall summary of marital fertility. The measure of TMFR is basically a linear function
of the number of live births to the women in each group. Therefore, the distribution for the
total marital fertility rate of a population is difficult to get in an explicit form. Hence, the
total fertility rate is estimated by using this linear function. The procedure for estimation
and prediction of TMFR using various alternative methods was already explored in studies
by Garenne et al. (2001), Yadava and Kumar (2002), Martin et al. (2011), and Pathak and
Verma (2013).

Under the assumption that TMFR is an unknown but fixed quantity and there is no age
missreporting, many studies have been derived and investigated this. But, in practice, TMFR
is a random quantity, and can quantify the randomness specifying suitable prior distribution
for it. As such, the Bayesian approach could be successfully applied for making statistical
inference on TMFR.

Fertility is regarded as one of the essential demographic measures and is influenced by
age misreporting. Imperfect or wrong age reporting has been remained a methodological
problem (Murray et al., 2018; Singh et al., 2020; Schoumaker, 2020), and for the sake of
analysis, sophisticated methodological techniques are needed to address this situation dur-
ing estimation. For situations like the estimation of age-specific mortality (Bhatta and Nan-
dram, 2013), projecting populations (Daponte et al., 1995), school completion (Barakat et
al., 2021), where age-misreported, the Bayesian methodology has been found very effective
to estimate the population characteristics.

Under the assumption that age was correctly reported in recent years, various Bayesian
methodology-based estimates of fertility rates have been also introduced by Oh (2018), Liu
and Raftery (2018), Borges (2019), and Schmertmann and Hauer(2019). But the problem of
age misreporting remains unexplored. The Bayesian inference on TMFR, based on the lin-
ear function of birth in married women in each age group, has not been considered much in
the literature. The study is different from the existing one as it considered limited assump-
tions on the structure of data and choice of prior distribution in terms of hyper-parameters
values. The present study attempts to progress in the same direction of utilizing the Bayesian
paradigm to estimate TMFR considering that the age has been misreported. The present
study aimed to derive a prior TMFR using the same linear function following Fishers’ in-
formation. As an alternative to the Bayesian methodology, a classical estimator using the
maximum likelihood principle has also been discussed. The performance of the derived
posterior distributions is also generalized and investigated for both perfect and imperfect
age-reporting situations. Here, we hypothesized that the Bayesian estimation method might
provide a more promising and reliable estimation of fertility rates, even in cases where age
misreporting is higher than classical maximum likelihood estimates.

This article is organized in the following way. Section 2 provides classical and Bayesian
estimates of TMFR, based on the maximum likelihood principle and the Bayesian method,
respectively, under perfect age reporting. In Section 3, the procedure is generalized for
imperfect estimates of TMFR when age is misreported. Section 4 illustrates the performance
of the derived prior and its associated posterior distribution through numerical simulation.
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Section 5 illustrates the proposed estimate through real-life data of women belonging to the
childbearing age-group, i.e. 15-44 years, from third rounds of the National Family Health
Survey(NFHS-3) of 2005-2006 in India. Section 6 provides the results and discussion.
Lastly, Section 6 gives a summary and conclusion.

2. TMFR Estimation under Perfect Age Reporting

Let us consider a population of married women who are in the childbearing age group
(i.e., 15-44 years) at a particular period. Let Xai denote a binary form of the event of ever
occurrence of birth to the ith women during the study period within the ath childbearing
age-interval, where i = 1,2, · · · ,na and a = 1,2, · · · ,c. Here, c denotes the number of non-
overlapping age-groups and na is the number of women in the ath age group. The cases of
twin births in a particular interval are not considered a serious issue in reality as these events
are rare and found to be one out of 240 births in the database. The probability mass function
(p.m.f.) of age-specific birth occurrence to a woman is given by

f (xai|pa) = pxai
a (1− pa)

1−xai , xai = 0,1, 0 < pa < 1, (2.1)

where pa denotes the probability that a child was born to a married woman belonging to
ath childbearing age-group, referred to as the age-specific married fertility rate (ASMFR)
of mothers belonging to ath age-group, for all a = 1,2, · · · ,c. For any age-group, say a,

let Ya

[
=

na
∑

i=1
Xai

]
denote the total number of children born to na women belonging to that

age-group, then Ya is assumed to follow the Binomial (na, pa) distribution. The estimate of
probability that a child was born to a married woman in ath age-group, pa, is obtained using
the observed sample, say Ya.

2.1. Estimator of TMFR based on Maximum Likelihood Principle

Let f (ya|pa) denote the p.m.f. of Ya and by applying the standard maximum likelihood
(ML) principle, the ML estimate of pa, for all a = 1,2, · · · ,c, is obtained as

p̂a = arg max f (ya|pa)

pa
=

ya

na
(2.2)

and if the condition
na

∑
ya=0

δ

δ pa
f (ya|pa) = 0 (2.3)

is satisfied, then the variability explained by the estimator of pa is given by

V (p̂a)≥ {I (p̂a)}−1 =
p̂a(1− p̂a)

na
. (2.4)
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Classically, the estimate of TMFR has been obtained using the estimates of the proba-
bilities, p1, p2, · · · pc, using the linear function:

ψ(p) =
c

∑
a=1

αa pa, αa ≥ 0. (2.5)

Fisher’s information of the probability that a child born to a married woman belonging
to ath childbearing age-group, pa, using standard notation, has been obtained as

I (pa) =
na

∑
y=0

(
δ

δ pa
log f (ya|pa)

)2

f (ya|pa) (2.6)

and the inverse of Fisher’s information matrix of age classified probabilities vector, say p =

(p1 , · · · , pc), has been given by

I −1(p) = I −1(p1, p2 · · · , pc) =


p1(1−p1)

n1
0 . . . 0

0 p2(1−p2)
n2

. . . 0
...

...
. . .

...
0 0 . . . pc(1−pc)

nc
.



For the given linear function, ψ(p), of TMFR in equation (2.5), the gradient of p has
been obtained as

DT
ψ(p) =

[
∂ψ(p)

∂ p1

∂ ψ(p)
∂ p2

. . . ∂ ψ(p)
∂ pa

. . . ∂ ψ(p)
∂ pc

]
=
[
α1 α2 . . . αa . . . αc

]
.

Let νa =
(
I −1(p)

)
aa=(ath diagonal element of I −1(p))) = pa(1−pa)

na
, then

DT
ψ(p)I −1(p) =

[
α1 α2 . . . αc

]


ν1 0 . . . 0
0 ν2 . . . 0
...

...
. . .

...
0 0 . . . νc


=

[
α1ν1 α2ν2 . . . αcνc

]
(2.7)

DT
ψ(p)I −1(p)Dψ(p) =

c

∑
a=1

α
2
c νa. (2.8)
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The mean and variance of ψ(p) based on the ML estimates are of the form

ψ̂(p)M =
c

∑
a=1

αa p̂a (2.9)

V (ψ̂(p)M) = DT
ψ(p)I −1(p)Dψ(p)

=
c

∑
a=1

α
2
a

p̂a(1− p̂a)

na
. (2.10)

As Ya ∼ Binomial(na, pa), for all a = 1(1)c, and ψ(p) is estimated as ψ̂(p) =
c
∑

a=1
αa p̂a,

from the central limit theorem, we have

ψ(p)− ψ̂(p)√
DT

ψ(p)I −1(p)Dψ(p)
∼ N(0,1). (2.11)

The confidence interval for TMFR, ψ(p), has been obtained using the above equation
as

P

−z α
2
≤ ψ(p)− ψ̂(p)√

DT
ψ(p)I −1(p)Dψ(p)

≤ z α
2

≈ 1−α, (2.12)

where z α
2

is the (α

2 )
th quantile from the top of the standard normal distribution.

2.2. Bayes Estimators of TMFR

In the previous sub-section, it has been assumed that the numbers of live births that
occurred to women belong to ath age-interval, say Ya, follow the distribution denoted as
f (ya|pa). TMFR, ψ(p), is defined as a linear function of unknown but fixed probabilities of
having a live birth to a married woman in ath age-group. But in practical situations, TMFR
might be a random quantity and can model that randomness through the Bayesian approach
by specifying suitable prior distribution for ψ(p). To suggest a prior distribution for ψ(p),
a linear function of pa’s is difficult to be obtained directly. Here, an attempt has been made
to derive a prior distribution for ψ(p), based on the linear functions of pa’s as

Theorem-1: Suppose τ(·) defines the prior distribution for ψ(p) =
c
∑

a=1
αa pa, a linear func-

tion of probabilities that a child born to a married woman in ath age-group, say p1, · · · , pa, · · · pc,
is given by

τ(p) = τ(p1, · · · , pc) ∝

{
c

∑
a=1

α
2
a pa(1− pa)

}1/2 c

∏
a=1

p−1
a (1− pa)

−1 (2.13)

Proof: The proof of Theorem 1 is given in the Appendix.
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The posterior distribution based on the matching prior of TMFR, ψ(p), for the given
sample has been obtained as

q(p|data) ∝ L(p|data) τ(p)

q(p|y) ∝

{
c

∑
a=1

α
2
a pa(1− pa)

}1/2 c

∏
a=1

pya−1
a (1− pa)

na−ya−1, (2.14)

where ya =
na
∑

i=1
xai. Here, the posterior distribution, q(p|y), does not have any explicit form.

For this reason one has to get samples from q(p|x) to get the posterior distribution of ψ(p).
This is done by simulating N(= 100000) (with burning period 10000) values from the pos-
terior distribution as {p(l)1 , p(l)2 · · · , p(l)c ; l = 1,2, · · · ,N} for fixed values of αa’s, then these
samples have been used for the computation of TMFR as ψ(1)(p),ψ(2)(p), · · · ,ψ(N)(p),

where ψ(l)(p) =
c
∑

a=1
αa p(l)a .

The procedure of the Monte Carlo simulation technique was adopted to estimate an
empirical HPD interval of ψ(p|x) using the posterior samples by the following procedure:

1. ψ(1)(p),ψ(2)(p), · · · ,ψ(N)(p) are sorted ψ(1)(p)≤ ψ(2)(p)≤, · · · ,≤ ψ(N)(p)

2. Computation of the credibility interval of 100(1−α)% is done as

∆l = (ψ(l)(p),ψ(l+[(1−α)N])(p));∀l = 1,2, · · · ,N − [1−α]N

3. The 100(1−α)% credible interval is denoted as ∆ ∗
l , and is the one which has the

smallest interval width among all credible intervals.

Note : The posterior mean and variance of ψ(p) can be approximated as

ψ̂(p)B = E(ψ(p)|x)≃ 1
N

N

∑
l=1

ψ
(l)(p) (2.15)

and

V (ψ̂(p)B) =V (ψ(p)|x)≃ 1
N

N

∑
l=1

[ψ(l)(p)]2 −

[
1
N

N

∑
l=1

ψ
(l)(p)

]2

. (2.16)

3. Effect of Age Misreporting

The obtained estimates and their related discussions are enough to infer TMFR if each
woman correctly reported ages. But, the works of Narasimhan et al. (1997) and Denic et
al. (2004), Yi (2008), and Neal et al. (2012) have suggested that age misreporting is still
highly prevalent in many countries, including India and hence the error in age reporting is
inevitable. As a result, the fertility measures, including TMFR, might get highly underesti-
mated or overestimated, which is likely to inappropriately influence related policy planning
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leading to poor health care and/or undue economic burden. So, it is necessary to study how
robust the proposed estimates are when the prevalence of misreporting of age is high.

Let ‘a’ symbolize the age-interval reported by a woman and a∗ denote true age-interval,
where a,a∗ = 1,2, · · · ,c. The probability that a child born to a married woman in ath re-
ported age-group may be formulated as

p∗a∗ = ∑
a

πa,a∗ pa, a,a∗ = 1,2, · · · ,c (3.1)

where p∗a∗ denotes the probability that a child born to a married woman in her true age-
interval a∗, and πa,a∗ is the probability of shifting from the true age class a∗ to a due to
misreporting. Equation (3.1) can be represented in a matrix form as follows:

p∗ = π p, (3.2)

where p= (p1, p2, · · · , pc)
′ is a column vector representing probabilities of birth to a woman

based on their reported ages, p∗ = (p∗1, p∗2, · · · , p∗c)
′ is a column vector of probabilities of

birth to a women as per their true ages, and π is assumed to be a stochastic transition
probabilities matrix was (πa,a∗) of order c× c. The πa,a∗ ’s are such that

0 ≤ πa,a∗ ≤ 1,∑
a∗

πa,a∗ = ∑
a

πa,a∗ = 1, ∀a,a∗

Based on the above probabilistic model for misreporting of age, we have the following
observations:

Theorem 2: If αa = α∗
a , then the estimate of TMFR based on the classical procedure of

estimation does not take into account the age misreporting mechanism, i.e.i.e.,

c

∑
a∗=1

p∗a∗ =
c

∑
a=1

pa ⇒ ψ(p∗) = ψ(p) (3.3)

Proof: Let the coefficients of the linear function of TMFR for both prefect age reporting
and misreporting are the same i.e. α∗

a = αa, for all a,a∗ = 1,2, · · · ,c, then

∑
a∗

p∗a∗ = ∑
a∗

∑
a

πa,a∗ pa = ∑
a

(
∑
a∗

πa,a∗

)
pa =

c

∑
a=1

pa

⇒ ψ(p∗) = ∑
a∗

α
∗
a p∗a∗ = ∑

a
αa pa = ψ(p). (3.4)

Under imperfect age reporting scenario, the variance of maximum likelihood estimate
has been obtained after replacing pa by p∗a and na = na∗ as

V (ψ̂∗(p∗M)) =
c

∑
a∗=1

α
2
a∗

p̂∗a∗(1− p̂∗a∗)

na∗
. (3.5)
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and the posterior distribution of equation (2.14) will be of the form

h(p∗|x) ∝

{
c

∑
a=1

α
2
a p∗a(1− p∗a)

}1/2 c

∏
a=1

(p∗a)
ya−1(1− p∗a)

na−ya−1. (3.6)

In the context of the Bayesian framework, the distribution of p∗i , for each i, is a mixture
of the distributions of c independent variables pa, a = 1,2, · · · ,c with mixing proportions
πi1,πi2, · · · ,πic respectively. Here again, under age misreporting scenario, the posterior,
h(p∗|x), does not have any explicit form and hence it is evaluated by the following Monte
Carlo simulation technique.

4. Numerical Study

In this section the proposed procedures have been illustrated numerically through a sim-
ulation study. For demonstration purpose we first draw a random observation from Uni-
form(0,1) of size c, say pa, for all a =,1,2, · · · ,c, where ‘c’ denotes the numbers of groups.
By using the using the same pa a random number has been generated from Binomial(n, pa),
where assumed n1 = n2 = · · · = nc = n, i.e., number of individuals corresponding to each
group is the same and αc = 1 for all a =,1,2, · · · ,c. The suggested prior and posterior

distribution of ψ(p) =
c
∑

a=1
αa pa, αa ≥ 0, defined in equations (2.13) and (2.14) not have

any explicit forms, therefore, the simulation procedure discussed in Section (2.2) will be
followed to characterize of ψ(p).

Here we have been computed both ML and Bayesian estimators of ψ̂(p)M and ψ̂(p)B,
respectively, for both perfect and imperfect classification frameworks. Under the assump-
tion of perfect classification of individuals into groups, the comparison among the ML and
Bayes’ estimators of ψ(p) can be made based using their MSEs under the square risk func-
tion as

Rψ̂(p)B(ψ(p)) = E(ψ̂(p)B −ψ(p))2, (4.1)

Rψ̂(p)M (ψ(p)) = E(ψ̂(p)M −ψ(p))2. (4.2)

As the posterior mean is obtained by minimizing the Bayes risk under the squared error
loss function, the procured Bayes estimator of an unknown parameter has often been found
superior to the corresponding ML estimator concerning MSE. It is to be emphasized that the
estimator based on ML principal neither depends on any prior distribution for the parameter
nor it requires any particular loss function. Thus, in such a situation, the comparison among
the ML and Bayes estimator ought to be made so that the criteria do not depend on the
nature of prior information regarding unknown parameters. As the MSE of an estimator
is also considered risk under squared error loss, it has been treated as a risk function for
comparison purposes. The comparison is done by calculating the estimated relative risk of
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Bayes estimators concerning ψ̂(p)M and is defined by

θ̂ψ̂(p)B =
R̂(ψ̂(p)M)

R̂(ψ̂(p)B)
(4.3)

For generalization of the suggested methodology in the imperfect classification of group
situation, and comparison of ML and Bayesian technique, the misclassification matrix,π ,
is known. For the demonstration purpose we have considered the particular form of π ,
misclassification transition probabilities matrix i.e. (πa,a∗) of order c× c as,

π =


ρ δ δ . . . δ

ρ δ . . . δ

ρ . . . δ

. . .
...
ρ

 , 0 < ρ < 1, δ =
1−ρ

s−1
,

(4.4)

where ρ denotes the probability of an accurately classified group and δ denotes the inac-
curacy, which has been assumed as equally distributed across the remaining groups. Here
‘ρ = 1’ corresponds to the case of perfect classification. To illustrate the performance of
both ML and Bayesian estimators under perfect and imperfect classification frameworks,
for different choices of group size c ∈ {3,5,7}, the number of observation in each group
n = {50,100} and ρ = 0.8,0.9,1.0, estimates (ψ̂(p)M, ψ̂(p)B), 95 % confidence and credi-
ble intervals and relative risk of Bayes estimators θ̂ψ̂(p)B have been obtained. Based on the
simulation of 100000 times the obtained results have been depicted in Table 2.

5. Application to Real life data

In this section, an illustration of the proposed procedure using real-life data on Indian
married women has been discussed. For this study, we took the data set for the third round
of the National Family Health Survey-3 (NFHS-3) for the years 2005-06 from the Measure
DHS Demographic and Health Surveys (DHS). DHS provides a nationally representative
state survey that helps estimate various key indicators of fertility, infant mortality, family
planning practice, maternal and child care, and access to mother and child services (NFHS-
III(2005-2006)). NFHS-3 is conducted by the Ministry of Health and Family Welfare (Mo-
HFW), Government of India, and managed by the International Institute of Population Sci-
ences (IIPS), Mumbai, covering 29 states and 7 Union Territories of India (NFHS-III(2005-
2006)). Here, the samples of NFHS-3 are treated as our population of interest and the study
population comprised of the women residing at the Empowered Action Groups (EAG) states
of India viz. (a) Bihar (n = 3818) (b) Uttaranchal (n = 2953) (c) Chhatisgarh (n = 3810) (d)
Jharkhand (n = 2983) (d) Orissa (n = 4540) (e) Rajasthan (n = 3892) (f) Madhya Pradesh
(n = 6427) and (g) Uttar Pradesh (n = 12183), which are considered as socio-economically
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backward and have high fertility rates compare to other states.
In order to estimate TMFR, defined in equation (2.5), corresponding to each of the

selected Indian states under both ML and Bayesian methods, here married women belong-
ing to childbearing age interval (15-44 years) have been grouped into six (c = 6) non-
overlapping equal subgroups of 5 year interval viz. 15-19,· · · , 40-44. Age interval 45-49
could not be considered due to the lack of a sufficient number of women. Further, the infor-
mation on the birth status in the last year of the survey has been considered a study period.
Corresponding to each selected woman, information regarding their age and whether any
birth occurred or not during the study period has been collected.

The problem of estimation of TMFR for the situation where age has been misreported as
in equation (3.1), through ML and Bayesian technique, is possible only when the π matrix
is known. The present study suggested two different methods to obtain π matrix.

Firstly, we considered the particular form of π , misclassification transition probabilities
matrix presuming that the correct age reporting was done at five different levels viz. ρ =

100%,90%, and 80% in equation (4.4), where ‘ρ = 100%’ corresponds to the case of perfect
or correct age reporting. The impact of perfect or imperfect age reporting has been presented
as Table 2 and change in pattern of pa has been depicted in Figure 1.
Alternatively: The π matrix can be simulated empirically by using independent observation
from the same underlying population corresponding to each c age class. The πa,a∗ has been
estimated as the proportion of women out of total women whose reported age belonging to
the age-interval a belongs to the true age-interval a∗ in the set of c class. Here, the true
age of the mother is determined using the other additional reported information viz. age
at first marriage(AM), duration of Gauna (return marriage) if performed(AG), marriage to
first birth duration(AFB) and age of the first child(AC). The difference among the reported
age(AR) and age calculated using above information i.e. AR − (AM +AG +AFB +AC), has
been considered as error in reporting. The empirical estimates of πa,a∗ , for all a∗,a, have
been obtained by repeatedly observing the set of values for sufficiently large number of
times, and, finally computed the proportion of cases where the age a∗ has been reported as
a. The approximate πE matrix following this procedure based on the available information
can be estimated empirically using the whole population. Obtained estimates of TMFR
(ψ(p)) under different model assumptions are presented as Table 3 and 4. All computations
are carried out using Statistical Analysis System (SAS) package, University edition and R
package (version-3.4.0).

6. Findings and Discussion

Table 2 depicts the results under both perfect and imperfect age misreporting situations,
where Bayesian estimates ψ(p)B are not only found to be more reliable but also always
provide compact and efficient credible interval as compared to ψ(p)M . It also shows that
the Bayesian methodology is capable enough to capture the change in estimates due to
misclassification in terms of estimation with better accuracy.

The performance of the estimation procedures, as far as TMFR is concerned, has been
presented in Tables 3 and 4. Overall, the results indicate that the Bayes estimates of TMFR
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Table 1: Empirical estimate of the age misreporting error probability matrix for India

Reported True Age-interval (a∗)
Age-interval (a) 15-19 20-24 25-29 30-34 35-39 40-44

15-19 0.992 0.008 0.000 0.000 0.000 0.000
20-24 0.067 0.923 0.010 0.000 0.000 0.000
25-29 0.002 0.113 0.868 0.017 0.000 0.000
30-34 0.000 0.003 0.145 0.832 0.021 0.000
35-39 0.000 0.000 0.005 0.182 0.808 0.004
40-44 0.000 0.000 0.001 0.006 0.173 0.819

for all EAG states have shown a decreasing trend until correct age reporting decreases to
90% and starts increasing after that. As theoretically shown, the ML estimates have shown
no impact due to misreporting. Table 3 shows that the Bayes estimates of TMFR under
both perfect and imperfect age reporting have been found more precise i.e. with lesser risk
than those of the ML estimates. The 95% credible intervals based on the Bayes estimators
have been found narrower than those obtained using the ML estimates. It implies that the
proposed Bayes estimators based on the suggested prior provide estimates more precisely
and accurately address the issues of misreporting while estimating TMFR. Among the ML
and Bayes estimates generated by using empirically estimated transition probabilities ma-
trix, πE , in Table 4, results also reveal that Bayes’ estimates of TMFR of selected Indian
states are comparatively more precise (with narrower credible intervals). It is also to be
emphasized that Bayes’ estimates of TMFR (Table 3) under the presumption that the age
has been perfectly reported (ρ = 1), corresponding to each Indian state, have been found
close to the values of TMFR obtained during 2005-06 viz. Uttaranchal (4.0), Uttar Pradesh
(5.7), Bihar (5.2), Jharkhand (4.9), Orissa (4.4), Chhattisgarh (4.9), Madhya Pradesh (4.9)
and Rajasthan (4.6).

Since the probabilities that a child born to a married woman belonging to ath childbear-
ing age-group, pa, are sensitive towards age reporting, they are affected immensely due to
misreporting. Figure 1 depicts the estimates of pa based on the Bayesian principle, which
shows a significant variation in the pattern in Bayes’ estimates of pa with a change in levels
of the inaccuracy of age reporting corresponding to each Indian state. No systematic pattern
has been observed in the obtained estimates, as all states are demographically distinct. Still,
variation in Bayes’ estimates of TMFR is expected with a change in levels of misreporting.
The degree of distortions in the Bayes estimates of pa at age a has been noticed compara-
tively higher than those obtained using the principle of maximum likelihood. In particular,
as the proportion of misreporting increases from 5% to 20%, the Bayes estimates of pa are
getting more distorted.

The primary reason for accepting the suggested Bayesian estimates of fertility rates is
that the derived prior distribution is subjective and empirical. Here, we have also discussed
its formalization and update for imperfect age reporting situations, which demographers or
policy-makers routinely experience. Further, we compared the proposed Bayesian estimates
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Figure 1: Bayes estimates of the probability that a child born to a married woman belong-
ing to ath childbearing age-group (pa) in EAG States of India, when there is perfect age
reporting(ρ = 1) and misreporting lies in 5%- 20%.

with the classical through relative risk, and an attempt has been made to generalize this com-
parison for the imperfect age-reporting situations. As the likelihood function contains the
observation and combining the Bayesian approach with the classical model, the Bayesian
approach can incorporate more realistic conditions and data into the estimation.
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Table 2: Simulation results of relative risks and their 95% confidence and credible intervals
under perfect classification(ρ = 1) and under misclassification of 0%, 10% and 20%

Class n ρ ML Bayes’ RR
Size ψ̂(p∗)M 95% Interval ψ̂(p∗)B 95% Interval (θ̂ψ̂(p∗)B )

3 50 1.00 1.960 1.750 2.170 1.954 1.885 2.023 11
0.90 1.960 1.745 2.175 1.957 1.880 2.035 6
0.80 1.960 1.740 2.180 1.940 1.856 2.024 6.5

3 150 1.00 1.947 1.833 2.060 1.933 1.893 1.974 3
0.90 1.947 1.828 2.066 1.949 1.906 1.993 4
0.80 1.947 1.823 2.070 1.938 1.894 1.983 4

5 50 1.00 3.340 3.105 3.575 3.324 3.275 3.374 14
0.90 3.340 3.090 3.590 3.261 3.208 3.313 16
0.80 3.340 3.079 3.601 3.351 3.289 3.413 18

5 150 1.00 3.447 3.303 3.591 3.449 3.415 3.483 5
0.90 3.447 3.297 3.596 3.440 3.412 3.469 6
0.80 3.447 3.293 3.600 3.428 3.394 3.462 6

7 50 1.00 4.540 4.289 4.791 4.217 4.179 4.255 16
0.90 4.540 4.264 4.816 4.565 4.549 4.581 20
0.80 4.540 4.244 4.836 4.392 4.357 4.427 23

7 150 1.00 4.480 4.336 4.624 4.230 4.193 4.267 5
0.95 4.480 4.328 4.632 4.346 4.316 4.375 6
0.90 4.480 4.321 4.639 4.286 4.250 4.322 7
0.80 4.480 4.309 4.651 4.484 4.467 4.501 8

θ̂∗
ψ̂(p)B =

R̂(ψ̂(p∗)M)

R̂(ψ̂(p∗)B)

7. Conclusion

In the present article, we have derived a prior for total marital fertility rate using Fishers’
information and its related posterior distributions under perfect age reporting and general-
ized for misreporting scenarios. Since the posterior distributions of TMFR (in the Bayesian
paradigm) are complicated, a direct comparison with the maximum likelihood principle (in
connection with classical framework) is not straightforward. Thus, through simulation, a
comparison among classical and Bayes’ estimates of TMFR is presented. Both the simu-
lated and real-life based results show that the suggested Bayesian estimators of ψ(p) and
TMFR lead to population parameters more closely than classical ML estimators and are
much more precise than maximum likelihood estimates, even in imperfect scenarios. As
evident from the obtained results, even with inaccuracy in age reporting, the Bayesian tech-
nique has been found most promising for estimating TMFR, and obtained Bayes’ estimates
are more precise and reliable than those obtained using the maximum likelihood procedure.

To conclude, apart from the estimation of transition probabilities, the Bayesian tech-
nique has been found to be more useful in estimating the pattern of fertility rates even in
situations where there is inaccuracy in age reporting.
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Table 3: Estimates of TMFR (ψ(p)) in EAG States of India, when there is perfect age
reporting(ρ = 1) and misreporting is 10%, and 15%

State n ML Bayes’ θ̂ψ̂(p∗)B

ψ̂(p∗)M 95% Interval ψ̂(p∗)B 95% Interval
ρ = 1.00

Uttaranchal 2953 3.08 2.76 3.39 4.17 4.00 4.34 3.7
Uttar Pr. 12183 3.54 3.37 3.71 5.30 5.24 5.37 7.0
Bihar 3818 3.77 3.45 4.08 4.66 4.57 4.75 6.5
Jharkhand 2983 3.26 2.93 3.58 4.24 4.14 4.34 6.8
Orissa 4540 2.38 2.15 2.60 3.90 3.82 3.99 6.5
Chhattisgarh 3810 2.69 2.43 2.96 3.79 3.71 3.86 3.6
Madhya Pr. 6427 2.92 2.71 3.14 3.50 3.36 3.63 2.4
Rajasthan 3892 3.40 3.11 3.69 4.12 3.98 4.26 4.4

ρ = 0.90
Uttaranchal 2953 3.08 2.76 3.40 3.95 3.88 4.03 6.8
Uttar Pr. 12183 3.54 3.37 3.72 3.97 3.89 4.06 4.0
Bihar 3818 3.77 3.45 4.09 4.20 4.13 4.26 6.8
Jharkhand 2983 3.26 2.93 3.58 3.49 3.41 3.58 7.0
Orissa 4540 2.38 2.15 2.61 3.72 3.60 3.84 3.5
Chhattisgarh 3810 2.69 2.42 2.96 3.48 3.44 3.51 6.3
Madhya Pr. 6427 2.92 2.71 3.14 4.29 4.29 4.52 4.0
Rajasthan 3892 3.40 3.10 3.70 3.51 3.41 3.62 7.7

ρ = 0.85
Uttaranchal 2953 3.08 2.75 3.40 3.68 3.59 3.76 9.3
Uttar Pr. 12183 3.54 3.37 3.72 3.78 3.63 3.93 1.3
Bihar 3818 3.77 3.44 4.09 4.86 4.80 4.92 5.4
Jharkhand 2983 3.26 2.92 3.59 3.91 3.80 4.03 9.7
Orissa 4540 2.38 2.14 2.61 3.28 3.17 3.38 4.7
Chhattisgarh 3810 2.69 2.42 2.96 3.72 3.64 3.79 9.5
Madhya Pr. 6427 2.92 2.71 3.14 3.49 3.39 3.59 4.0
Rajasthan 3892 3.40 3.10 3.70 4.44 4.44 4.75 4.6
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Table 4: Estimates of TMFR (ψ(p)) in EAG States of India, under imperfect age-reporting
using empirical πE .

State ML Bayes’ θ̂ψ̂(p)B

ψ̂(p)M 95% Interval ψ̂(p)B 95% Interval
Uttaranchal 3.187 2.861 3.514 4.108 3.995 4.221 9.3
Uttar Pardesh 3.656 3.482 3.83 4.513 4.37 4.656 1.6
Bihar 3.875 3.552 4.198 3.758 3.649 3.868 9.0
Jharkhand 3.369 3.036 3.701 4.243 4.145 4.341 9.7
Orissa 2.464 2.232 2.697 3.697 3.587 3.808 4.7
Chhattisgarh 2.793 2.52 3.066 3.988 3.932 4.043 6.3
Madhya Pradesh 3.027 2.808 3.246 3.742 3.606 3.878 2.4
Rajasthan 3.513 3.214 3.812 4.022 3.858 4.187 3.3
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Appendix

Proof of Theorem 1: Let Xai be a binary variable, denoting the birth status of ith woman
belonging to ath age-group and (pa) be the probability that a child birth occurred to a
married woman in the same age-group, for all i = 1,2, · · · ,na and a = 1,2, · · · ,c. Let

ψ(p) =
c
∑

a=1
αa pa be the linear function of probabilities, p1, · · · pc, I −1(p) be the in-

verse of Fisher’s information matrix and DT
ψ(p) denote the gradient of ψ(p), where p

= {p1, · · · , pa, · · · pc}. Let us consider

γ
T (p) =

DT
ψ(p)I −1(p)√

DT
ψ(p)I −1(p)Dψ(p)

=

 α1 p1(1−p1)
n1√

c
∑

a=1

α2a pa(1−pa)
na

. . .
αc pc(1−pc)

nc√
c
∑

a=1

α2a pa(1−pa)
na


=

[
γ1(p) γ2(p) . . . γc(p)

]
, (7.1)

where γa(p) = αa pa(1−pa)
na

(√
c
∑

a=1

α2
a pa(1−pa)

na

)−1

. In the context of deriving a prior distribu-

tion of a parameter, Dutta and Ghose (1995) has suggested the criteria that must be satisfied

to establish the posterior distribution for a parametric function under which
c
∑

a=1

∂

∂ pa
γa(p)τ(p)=

0.

Let

τ(p) =

(
c

∑
a=1

α2
a pa(1− pa)

na

)1/2 c

∏
a=1

p−1
a (1− pa)

−1

then

γ1(p)τ(p) =

α1 p1(1−p1)
n1√

c
∑

a=1

α2
a pa(1−pa)

na

(
c

∑
a=1

α2
a pa(1− pa)

na

)1/2 c

∏
a=1

p−1
a (1− pa)

−1

=
α1

n1

s

∏
a ̸=1

p−1
a (1− pa)

−1 ⇒ ∂

∂ p1
γ1(p)τ(p) = 0 (7.2)

and

γ j(p)τ(p) =

α j p j(1−p j)
n j√

c
∑

a=1

α2
a pa(1−pa)

na

(
c

∑
a=1

α2
a pa(1− pa)

na

)1/2 c

∏
a=1

p−1
a (1− pa)

−1

=
α j

n j

c

∏
a̸= j=1

p−1
a (1− pa)

−1 ⇒ ∂

∂ p j
γ j(p)q(p) = 0 (7.3)
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From the above equations (7.2) and (7.3) we have

c

∑
a=1

∂

∂ pa
γa(p)τ(p) = 0,

which satisfied the condition required to be a prior distribution, τ(p), of a parameter. There-
fore,

τ(p) ∝

{
c

∑
a=1

α
2
a pa(1− pa)

}1/2 c

∏
a=1

p−1
a (1− pa)

−1 ; 0 < pa < 1

and hence we get the required proof.
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The prediction of new Covid-19 cases in Poland with  
machine learning models 

Adam Chwila1 

Abstract 

The COVID-19 pandemic has had a huge impact both on the global economy and on 
everyday life in all countries all over the world. In this paper, we propose several possible 
machine learning approaches to forecasting new confirmed COVID-19 cases, including the 
LASSO regression, Gradient Boosted (GB) regression trees, Support Vector Regression 
(SVR), and Long-Short Term Memory (LSTM) neural network. The above methods are 
applied in two variants: to the data prepared for the whole Poland and to the data prepared 
separately for each of the 16 voivodeships (NUTS 2 regions). The learning of all the models 
has been performed in two variants: with the 5-fold time-series cross-validation as well as 
with the split into the single train and test subsets. The computations in the study used 
official statistics from government reports from the period of April 2020 to March 2022. We 
propose a setup of 16 scenarios of the model selection to detect the model characterized by 
the best ex-post prediction accuracy. The scenarios differ from each other by the following 
features: the machine learning model, the method for the hyperparameters selection and the 
data setup. The most accurate scenario for the LASSO and SVR machine learning 
approaches is the single train/test dataset split with data for the whole Poland, while in case 
of the LSTM and GB trees it is the cross validation with data for whole Poland. Among the 
best scenarios for each model, the most accurate ex-post RMSE is obtained for the SVR. 
For the model performing best in terms of the ex-post RMSE, the interpretation of the 
outcome is conducted with the Shapley values. The Shapley values make it possible to 
present the impact of auxiliary variables in the machine learning model on the actual 
predicted value. The knowledge regarding factors that have the strongest impact on the 
number of new infections can help companies to plan their economic activity during 
turbulent times of pandemics. We propose to identify and compare the most important 
variables that affect both the train and test datasets of the model. 

Key words: machine learning, time series, COVID-19, forecasting, economic activity. 
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1. Introduction and literature review 

As of the start of the second quarter of 2022, the world is still struggling with the 
outbreak of the Covid-19 pandemic. The first official case of Covid-19 in Poland was 
registered on March 4, 2020, and as of 17 December 2020 the sum of all confirmed cases 
since March 2020 was equal to 1.17 million (Ministry of Health Republic of Poland, 
2022). The predictions of the daily new infections can be very helpful in several different 
areas: the preparation of hospitals and medical services, the introduction of new 
restrictions that potentially can reduce the dynamic of the pandemic, and the plans 
regarding the future economic activity of the companies. They can also influence the 
development of vaccination programs.  

Overall, the dynamic of the pandemic occurred to be a non-trivial issue due to 
many factors that can potentially influence the number of new infections. It also causes 
the forecasting of new confirmed cases much more challenging. Therefore, 
the application of the machine learning models that can potentially deliver accurate 
predictions based on non-linear dependencies is worth researching. This paper is 
structured as follows: Section 2 discusses the applied models, Section 3 describes the 
considered datasets as well as the concept of time series cross-validation, Section 4 
discusses the results, Section 5 discusses limitations and the proposition of the future 
research, Section 6 summarizes the research.  

Many researchers have successfully applied different forecasting approaches at 
different stages of pandemic development. There were several attempts to forecast the 
dynamic of the Covid-19 outbreak with the compartmental epidemiology models: 
in Italy (Giordano et al., 2020), China, Italy, and France (Fanelli, Piazza, 2020), Japan, 
Singapore, South Korea, and Italy (Chen, Lu, 2020), China, South Korea, Australia, 
USA and Italy (Cooper et al., 2020), Nigeria (Okuonghae, Omame, 2020). The different 
variants of compartmental models are mainly the modifications of the SIR susceptible-
infected-removed model, which based on different parameters predicts the curves of 
pandemic dynamics (Kermack, McKendrick, 1927). However, these models focus 
mainly on the prediction of the whole pandemic dynamics, rather than on the daily 
changes based on the most recent data. Some studies regarding Covid-19 SIR models 
concluded that these models can be very sensitive to the assumed parameter describing 
the fraction of asymptomatic cases (Arino, Portet, 2020). The number of daily new 
confirmed cases was predicted with the ARIMA model with application to the data 
from January to February 2020 (Benvenuto et al., 2020). 

Various classes of machine learning models have been applied to the Covid-19 data: 
Support Vector Machines regression, based on the lagged values of new daily confirmed 
cases (Peng, Nagata, 2020), logistic model (Wang et al., 2020), the long-short term 
neural network model for data in Canada (Chimmula, Zhang, 2020) and in India 
(Tomar, Gupta, 2020). The studies that involved finding the countries with similar 
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dynamics of Covid-19 outbreak with k-means and hierarchical analyses have been also 
conducted (Aydin, Yurdakul, 2020). The dependence on the mortality rate associated 
with the Covid-19 outbreak and the weather conditions with machine learning models 
have been studied for the data for Italy (Malki et al., 2020). Some studies regarding 
forecasting the new Covid-19 infections pointed out the following challenges associated 
with the complex machine learning models: the small datasets of historical data 
regarding the Covid-19 pandemic (less than 150 observations) and the inclusion of the 
variables connected to the government restrictions (Ahmad et al., 2020). In this paper, 
we try to refer to both issues, by the usage of the dataset with more than 250 daily 
records of data as well as the introduction of the variables associated with government 
restrictions. There were also studies regarding the performance of different machine 
learning methods (i.e. neural networks and Support Vector Machines) on small Covid-
19 datasets (Fong et al., 2020). The cubic regression was also applied to the Covid-19 
data from China (Gu et al., 2020). In the case of the new confirmed cases in Greece, 
there was a suggested network-defined splines model (Demertzis et al., 2020). The 
attempt to estimate the unobserved Covid-19 infections with an unbiased hierarchical 
Bayesian estimator with the auxiliary variable of current fatalities has been conducted 
for North American data (Vaid et al., 2020). Besides the application of machine learning 
methods in the case of pandemic forecasting, there has been a lot of research that 
compared the performance of machine learning methods with classic approaches. 
In the case of medical applications, there is a study comparing the performance of 
Support Vector Machines and neural networks with logistic regression for the problem 
of a number of oocytes retrieved, where the accuracy of machine learning models was 
higher than for the logistic regression (Barnett-Itzhaki et al., 2020). A study focused on 
ozone concentration prediction (Jumin et al., 2020) showed that Gradient Boosted trees 
outperformed the performance of linear regression and neural network models. In the 
case of air pollution concentration (Chen et al., 2019) the comparative study of different 
algorithms showed that generalized boosted model, random forest, and bagging 
outperformed backward stepwise linear regression, Support Vector Regression, and 
neural networks. There was also a study that analyzed results from 14 different articles 
based on the Covid-19 modelling with supervised and unsupervised methods (Kwekha-
Rashid et al., 2021). The authors concluded that machine learning can produce an 
important role in COVID-19 investigations, prediction, and discrimination. 
Additionally, it can be involved in the health provider programs and plans to assess and 
triage the COVID-19 cases (Kwekha-Rashid et al., 2021). 

To sum up and compare our work with different approaches taken by the 
researchers in the above studies over Covid-19 we can differentiate the following: 
 The studies focused on compartmental epidemiology models, mainly the 

modifications of the SIR susceptible-infected-removed model. These methods aim 
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to deliver the long-term scenarios of the pandemic (i.e. 2 year horizon), based on 
strict assumptions i.e. that people who recovered from the disease are not going to 
get infected again. The goal of these models is quite different than the aim of the 
author’s study, which is short-term prediction and explanation of the auxiliary 
variables actual impact on the new daily cases. The authors of SIR models aim to 
produce realistic predictions in the long horizon. Our goal is to accurately predict 
new daily cases in a horizon of 1-7 days and point out the variables that have the 
highest impact on the actual predictions. 

 Autoregressive models taking into account solely lagged values of the new 
confirmed cases. In the following study, we include the component of lagged values 
of the new confirmed cases. Also, the additional auxiliary variables are considered 
to obtain more accurate results. 

 Unsupervised machine learning models, i.e. to find the countries with similar 
dynamics of Covid-19 outbreak. A study with similar applications could be 
conducted with the NUTS-2 regions for the whole Poland. Nevertheless, it is out of 
the scope of the proposed research, which is focused on short-term predictions and 
the explainability of different factors considered in the modelling process. 
The unsupervised methods are designed to solve problems of a different nature than 
the considered supervised machine learning models (LASSO, SVR, LSTM, and GB 
trees). 

 Supervised machine learning methods, focused on the short-term predictions of the 
new cases or similar statistics (i.e. fatalities). The research focuses on the whole 
spectrum of machine learning methods, either one or several different for 
comparison purpose. In our study we also focus on the choice of several machine 
learning methods: 

o the considered LASSO model is the linear regression with only one additional 
hyperparameter. It is the simplest among the considered methods, present to 
evaluate if the more complex methodologies significantly improve 
predictions, 

o the GB trees and SVR are the models that in different ways aim to take into 
account nonlinear relationships between variables, 

o the LSTM neural network is the most complex among the considered 
methods – an interesting aspect of the study is the comparison of the LSTM 
with GB trees/SVR and the LASSO (modified linear regression) in terms of 
stability and prediction power. 

Although we consider 4 machine learning methods, the arbitrary choice of the 
considered methods is one of the limitations of our study. Hence, additionally we 
decided to choose models from 3 different levels of complexity to obtain a satisfying 
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range of results and evaluate if more complex approaches are better than the simpler 
ones. In this paper we propose a comparison of several different machine learning 
approaches with the setup, which based on our best knowledge is not presented in the 
literature: 
 taking into consideration the complexity of the time series of new confirmed cases 

we propose different scenarios for the application of machine learning models: the 
models trained on the single train and test subsets as well as with 5-fold time series 
cross validation. The methods of different train and test data splits result 
in different hyperparameters chosen for the final model form, 

 the study aims to compare the models trained on the times series data collected 
for the whole country, with the models trained on the data collected separately for 
each of the 16 voivodeships (NUTS 2 regions), 

 studies presented in the current literature rarely compare the different machine 
learning approaches with each other when it comes to modelling Covid-19 data. 
Even if several machine learning models are proposed, the Long-Short Term 
Memory (LSTM) neural networks are not compared with other, less complex 
techniques. In this study, LSTM networks are in the scope with other methods, 

Additionally, the study aims to deliver some insight into the impact of different 
factors on the actual new confirmed Covid-19 cases. The proposed models consider 
38 variables collected from different sources. In different studies, it was analysed 
whether restrictions of movements can significantly influence the transmission of 
Covid-19 (Nouvellet et al., 2021). Therefore, the considered factors include: 
 daily weather data, 
 Covid-19 daily statistics (new confirmed cases, fatalities, tests, etc.) 
 vaccinations data, 
 Covid-19 Variants of Concern and Variants of interest data, 
 place and time indicators, 
 general policy and government restrictions, 
 Covid-19 international indexes for Poland (i.e. containment health index), 
 people mobility data. 

The impact of the different considered factors on the actual number of new 
confirmed cases is an important aspect of the studies. We aim to use explanatory 
methods of complex machine learning models to detect the most important variables. 
The explanatory method is considered for the model with the best predictive power 
among the considered scenarios. We use the idea of the Shapley values (Shapley, 1953), 
successfully applied by Lundberg and Lee (2017), to explain the impact of factors on the 
model. 
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2. Models and methods 

This study aims to predict the daily number of new infections in Poland based on 
the data from the two previous days. The compared machine learning models are Least 
Absolute Shrinkage and Selection Operator (LASSO) regression, Gradient Boosted 
(GB) regression trees, Support Vector Regression (SVR), and Long-Short Term 
Memory (LSTM) recurrent neural network. Each of these models is estimated for the 
data collected for the whole Poland as well as separately for 16 voivodeships (NUTS 2 
regions). In the case of models estimated for the voivodeships, the sum of 16 predictions 
gives the prediction for new infections in Poland. In addition, each of the models is 
estimated in 2 variants of establishing hyperparameters, which gives 16 models in total 
(assuming that the set of hyperparameters for the dataset division variants is different 
for each model). All the models are estimated with code written in Python. 

The first of the considered models is the LASSO Regression (Ranstam, Cook, 2018). 
The LASSO regression can be perceived as the modification of standard linear 
regression, which is made to reduce overfitting (the poor performance of the model on 
the dataset on which the model parameters are not trained). It also addresses the 
problem of the automated feature selection. The parameters of the LASSO regression 
are obtained by minimizing the modified error function (in this paper RMSE). 
The modification increases the value of the computed error function by as much as the 
sum of absolute values of model parameters multiplied by the hyperparameter α 
(Ranstam, Cook, 2018).  

The exact value of α is established during the model training process. In this paper 
the LASSO regression is performed with Scikit-learn Python library (Pedregosa et al., 
2011) with a function sklearn.linear_model.Lasso, where the LASSO regression 
parameters 𝜷 are estimated by minimization of the equation: 

                                              | 𝑿𝜷 𝒀 | 𝛼|𝜷| ,                                                  (1) 

where 𝑛 is the number of samples based on which the LASSO parameters are estimated, 
𝜷 is the vector of estimated parameters, 𝑿 is the matrix of auxiliary variables from the 
sample, 𝒀 is the vector of the modelled variable from the sample, 𝛼 is a regularization 
hyperparameter with a value chosen by the researcher. 

Because of the model error modification, all the considered auxiliary variables need 
to be normalized or standardized. The standardization and normalization min-max of 
the auxiliary feature is made with the following equations, respectively: 

                                                  𝑥 ̅,                                                                  (2) 

                                                      𝑥  

 
,            (3) 

where 𝑥  is ith instance of the considered variable, 𝑥  is the standardized ith instance 
of the considered variable, �̅� is the mean of all instances of the considered dataset, 𝜎 is 
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the standard deviation of the considered dataset, min 𝑥  is the minimum value of the 
considered dataset, max 𝑥  is the maximum value of the considered dataset. 
The normalization min-max rescales the feature range to be [0, 1]. The mean, standard 
deviation as well as minimum and maximum values are always computed for the 
training subset. Then the values computed for the training subset are applied to the 
testing subset, which is done in order to avoid information leak between subsets. In the 
case of the LASSO regression, models with standardization, normalization min-max 
and no preprocessing of the data are tested.   

The second considered model is Support Vector Regression (SVR) (Vapnik et al., 
1994). It introduces the nonlinear relationships between the auxiliary features with the 
usage of Kernel functions (Sato et al., 2008). In this paper, the radial basis function 
kernel is considered, which can generalize the infinite-degree polynomial with the 
single hyperparameter 𝛾 0 which controls the influence of a single learning sample 
(Peng, Nagata, 2020), given by: 

                                             𝜅 𝑥 , 𝑥 𝑒 || || ,                                                  (4) 

where 𝜅 𝑥 , 𝑥  is the radial basis kernel of samples 𝑥  and 𝑥 . 
Another feature of the SVR is the specific error function minimized during the 

algorithm learning. The differences between the fitted and real values of the model are 
accounted for in the computed error only if they are higher than a certain value of 
hyperparameter ε. Therefore, the minimized function is given by (Peng, Nagata, 2020): 

                                 𝐿 𝑦 ,𝑦
|𝑦 𝑦 | 𝜀, 𝑖𝑓 |𝑦 𝑦 | 𝜀 

0, 𝑖𝑓 |𝑦 𝑦 | 𝜀
.                        (5) 

The next SVR hyperparameter is a penalty, which works similar to the α in the 
LASSO regression, but instead of summing the absolute values of model parameters, it 
takes the squares of model parameters (Hastie et al., 2008). The variables for each of the 
considered SVR scenarios are standardized. In this paper, the SVR is performed with 
the Scikit-learn Python library (Pedregosa et al., 2011) with the function 
sklearn.svm.SVR. 

The third considered model is Gradient Boosted (GB) regression trees (Friedman, 
2001). Decision tree is a very popular machine learning algorithm, which in its basic 
structure divides data many times into segments (leaves). After dividing the data into 
segments, the arithmetic mean of the response variable is determined for each leaf 
(Hastie et al., 2008). The GB algorithm is an enhanced version of the decision tree 
model. GB trees with standardization or with no preprocessing of the data are 
considered.  
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In this paper, the GB tree algorithm is performed with the XGBoost Python library 
(Chen, Guestrin, 2016) with the function xgboost.XGBRegressor. The applied GB trees 
algorithm is as follows. 
1. The subsample of the observations is randomly drawn from the train dataset, 

the size of the subsample is a hyperparameter defined by the researcher (i.e. 70%). 
2. For the subsample drawn in the previous step the decision tree is fitted with the 

CART algorithm (Breiman et al., 1984). During each following split of the single 
segment into two separate leaves, the different, randomly drawn subsample of the 
auxiliary variables is considered (i.e. 80% of variables). The subsample size is 
a hyperparameter, defined by the researcher. 

3. After the creation of a tree the fitted values ̂𝒀 for each observation in the train dataset 
are calculated.  

4. The fitted values are multiplied by learning rate hyperparameter 𝜂 from range 0,1 , 
i.e. by 0.01. The residuals of the model are calculated with the equation: 

                                                            𝒓𝒃 𝒀 𝜂𝒀𝒃.                                                        (6) 

5. Vector 𝒀 is replaced by the residuals obtained in the previous step: 𝒀 𝒓𝒃.  
6. The algorithm goes back to the first step. Steps 1-5 are repeated 𝐵 times, where 𝐵 is 

a defined hyperparameter, i.e. 500. 
7. The final form of GB trees is given by: 

                                                 𝒀 ∑ 𝜂𝒀 .                                                     (7) 

The fourth considered model is Long-Short Term Memory (LSTM) recurrent neural 
network (Hochreiter, Schmidhuber, 1997). Recurrent neural network is a method widely 
used in sequential data modelling (Toharudin et al., 2021). The recurrent neural network 
is an iterative method that in each iteration estimates the fitted values and additionally 
takes into consideration the values obtained with the previous iterations of the model. 
The LSTM is a modified recurrent neural network addressing some issues regarding the 
learning of the network with the backpropagation algorithm: the vanishing or exploding 
gradient (Hochreiter, Schmidhuber, 1997). The neural networks introduce complex, 
nonlinear relationships between variables by the usage of multiple neurons (the number 
of neurons is a hyperparameter) with nonlinear activation functions (the type of 
activation function is a hyperparameter). In this paper one-layered LSTMs are 
considered. In the LSTM network, two types of activation functions are used. The first 
one is typically a sigmoid function (Chimmula, Zhang, 2020), which gives an output 
in the range [0, 1] and is used for example to properly scale the output from the previous 
LSTM iteration. The sigmoid function is given by an equation: 

                                           𝑆𝑖𝑔𝑚𝑜𝑖𝑑 𝑥  .                                                      (8) 
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The second one is similar as in the case of ordinary neural network and introduces 
nonlinearity to the structure. In this paper the Rectified Linear Unit (ReLU) function is 
chosen during the learning process, given by (He et al., 2015): 

                                           𝑅𝑒𝐿𝑈 𝑥 max 0, 𝑥 .                                                 (9) 
Other considered hyperparameters are: the distribution from which the weights are 

initialized (weights are the parameters of the network), the number of epochs (number of 
iterations based on which the backpropagation algorithm adjusts the weights), and the 
regularization hyperparameter. The variables for each of the considered LSTM scenarios 
are normalized with min-max normalization. The LSTM networks are built with the Keras 
Python library (Gulli, Pal, 2017) with tf.keras.wrappers.scikit_learn.KerasRegressor function, 
which is the implementation of the Scikit-learn (Pedregosa et al., 2011) regressor API 
for Keras Python library. The optimal weights of the LSTM networks are obtained with 
the usage of the adam (adaptive moment estimation) algorithm (Kingma, Ba, 2015).  

For all 4 models the hyperparameters are established based on the 692 daily 
observations. In the case of models built for voivodeships the data are extended with 
15 zero one variables indicating the voivodeship (NUTS 2 region) affiliation. In the case 
of the LSTM network, the auxiliary data from all the voivodeships for each day are 
accumulated in one data row and the output of the model for each row is a vector of 
16 fitted/forecasted values of new infections (one for each voivodeship). The modified 
structure of the data for neural network correctly reflects the time dependencies 
between the variables, which is important in the LSTM concept. 

3. Data and the split into subsets 

The modelling of the new daily official confirmed cases of Covid-19 is a challenging 
issue. During the 24 considered months of the data (since the beginning of the 
pandemic in Poland) several trends connected to the different conditions have been 
observed, which can be observed in Figure 1. 

 
Figure 1:  The dynamic of new official Covid-19 infections in Poland, data from 11th of April 2020 to 

10th of March 2022 
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Table A1 in the appendix describes all the relevant data sources and Table A2 in the 
appendix explains each of the auxiliary variables. The incidental lack of data for some 
variables for single days are linearly interpolated. In the case of a lack of data on the 
borders of the considered time series, the nearest observation is assigned to the record 
with the missing data. The data used for modelling are lagged by 1 or 7 days. The Covid-
19 data (new infections, new confirmed cases, Covid-19 variants, vaccinations) and 
weather data are lagged by one day. The general Covid-19 policy and mobility data are 
the variables lagged by 7 days because these variables are considered as additional 
conditions that affect the spread of the virus. The new infections are commonly noticed 
by affected people after a few days. For example, more strict gatherings restrictions are 
not supposed to influence the detected new infections the next day after the shift, but 
rather after at least a few days. The categorical variables are replaced by new 0-1 dummy 
variables. The official sources of Covid-19 data are connected to some limitations. Not 
all of the actual new infections of Covid-19 disease are recorded in the official statistics 
(Vaid et al., 2020). In this paper, the forecast of new confirmed cases is based solely on 
the official data from the government records. The concept of machine learning models 
is based on the division of all available data into train and test datasets. The train dataset 
is used for estimation of the model parameters and establishing the values of 
hyperparameters during the learning process. The test dataset contains samples which 
were not used by the researcher in any form during the learning process. Therefore, the 
predictions made on the test dataset allow assessing the model accuracy (Xu, Goodacre, 
2018). In order to correctly compare the different machine learning methods with each 
other, the same division into train and test datasets should be applied for each method. 
The split that is often applied for common machine learning tasks in the literature is 
the train dataset equal to 80% of the available data and the test set equal to 20% (Hastie 
et al., 2008). 

The whole dataset contains 699 records: the daily data of new confirmed cases from 
11th April 2020 to 10th March 2022 and the data for the auxiliary variables from 4th 
April 2020 to 9th March 2022. The last 7 days of data are excluded from the dataset 
based on which the hyperparameters of the models are established (4th to 10th March 
2022). The last 7 days of data are used for the evaluation of the predictive power of 
models. Therefore, the new confirmed cases based on which the model 
hyperparameters and parameters are established, are based on the period 11th April 
2020 – 3rd March 2022 (692 observations). In machine learning, the hyperparameter is 
a value that affects the learning process of the given method (Hutter et al., 2014). 
The range of tested hyperparameters is defined by the researcher before the start of the 
whole process. The values of the parameters of each model are obtained with the 
training process.  
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The hyperparameters and parameters of the models are evaluated in two stages 
(Hastie et al., 2008). Firstly, the model is learned on the given training subset: for each 
combination of the hyperparameters, the parameters of the model are established, and 
then the prediction accuracy RMSE (Root Mean Squared Error) of the forecasts is 
calculated. The applied RMSEs are given by the following equations: 

                               𝑅𝑀𝑆𝐸  
 ∑ ,                                           (10) 

                                 𝑅𝑀𝑆𝐸  
   ∑ ,                  (11) 

                                𝑅𝑀𝑆𝐸    

∑ ∑ ∑
,             (12) 

                                𝑅𝑀𝑆𝐸   
   ∑ ∑ ∑

,              (13) 

where 𝑛 is the number of observations based on which models are estimated, 𝑚 is the 
number of observations for which predictions are made, 𝑘 is the number of NUTS 2 
regions, 𝑦  is modelled fitted value, 𝑦  is a forecast, 𝑦  is the real value. The RMSE 
indicates how the modelled values deviate from the real values on average.  

In the next step, the hyperparameters of the model with the lowest value of 
prediction accuracy RMSE calculated for the testing subset are remembered and the 
parameters of the model with the remembered hyperparameters are estimated based on 
the whole considered dataset for the model creation purpose. Then, the performance of 
the model is established based on the 7 last observations of the dataset – the 
observations that are not involved in the model creation procedure. If the 
hyperparameters of the model are chosen based on the procedure of the k-fold cross-
validation, then the dataset based on which the set of hyperparameters is established is 
divided into training and testing subsets k times. For each set of hyperparameters, the 
prediction accuracy RMSE is calculated for each of the k testing subsets (Hastie et al. 
2008). Then for each set of hyperparameters, the average prediction accuracy RMSE 
calculated on testing subsets is computed and the hyperparameters with the lowest 
average prediction accuracy RMSE are chosen for parameters estimation based on the 
whole considered dataset for the model creation purpose. There are 2 scenarios of the 
division of the dataset into training and testing subsets. The first one is the single 
division of the dataset into training and testing subsets (where 90% of the observations 
is in the training subset) and the second one is the 5-fold cross validation adapted for 
the time series problem (Bergmeir, Benítez, 2012). Given the nature of the dependence 
of the following observations in the time series, the division of the dataset into training 
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and testing subsets should not be random, but rather established in a way that the order 
of the observations is not disrupted. The two ways of the division of the dataset are 
presented in Figure 2 and Figure 3. 

 

 
Figure 2:  The division of the dataset into single training and testing subsets 

 

 
Figure 3:  The division of the dataset with 5-fold time series cross validation Method 

4.  Results 

Table 1 presents the RMSEs computed for the whole learning subset of 
692 observations and the validation subset of 7 observations. 

The model characterized by the best prediction power in terms of RMSE among the 
considered models is SVR trained with a single split of data into training and testing 
subsets and trained on the data for the whole Poland. The comparison of the real and 
predicted values for the validation subset is presented in Figure 4. 

Table 1:  Results of the models learned in different scenarios 

Model 
Training method: cross 
validation (cv) or single 
training/testing split (s) 

Data: Poland (pl) or 
voivodeships (voi) 

RMSE for learning 
subset 

RMSE for 
validation 

GB cv pl 9.1 1276.8 
  s pl 8.2 1401.3 
  cv voi 465.1 1928.2 
  s voi 455.5 1926.5 
LASSO cv pl 1688.1 1793.0 
  s pl 1662.7 1502.7 
  cv voi 2816.8 3199.0 
  s voi 2444.6 2366.7 
LSTM cv pl 215.3 2894.6 
  s pl 1519.8 3710.8 
  cv voi 847.8 4767.6 
  s voi 902.1 4957.0 
SVR cv pl 147.0 1301.9 
  s pl 780.6 1003.7 
  cv voi 617.3 1270.8 
  s voi 679.0 2522.4 

testing: 624-692training: 1-623

training: 1-117 testing: 118-232

testing: 233-347

testing: 348-462

testing: 463-577

testing: 578-692

training: 1-232

training: 1-347

training: 1-462

training:  1-577
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To maintain the consistency between the approaches considering the predictions 
for the whole Poland and for the voivodeships, the final predictions made for NUTS-2 
regions are summed-up and compared to the results obtained on the country level 
(as indicated in equations 10-13). Because the data for NUTS-2 regions are collected 
into one dataset with the voivodeship indicator, it means that models automatically 
tend to focus on the days and NUTS-2 regions with the higher number of new observed 
cases. For example, the correct prediction for an instance with 10 000 actual new 
confirmed cases for NUTS-2 region A is more important than a very close prediction 
for an instance with 50 new cases for NUTS-2 region B. Therefore, the consistency of 
the approach for analysis of the NUTS-2 regions with data on the country level is 
maintained.  We can observe that the predictions made for the whole Poland and on 
the level of NUTS-2 regions do not deviate significantly from each other for the RMSE 
for the validation dataset. The hyperparameter ranges can seriously influence model 
performance.  

 

 
Figure 4: The prediction for 7 observations from the validation dataset by the Support Vector 

Regression with the lowest ex-post prediction accuracy RMSE 

 
The mean absolute percentage error (MAPE) is given by the following equation: 

                                                𝑀𝐴𝑃𝐸 ∑ | |

| |
 ,                           (14) 

where 𝑛 is the number of observations based on which models are estimated, 𝑚 is the 
number of observations for which predictions are made, 𝑦  is a forecast, 𝑦  is the real 
value. The MAPEs for all considered scenarios are presented in Figure 5.  
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Figure 5: The MAPEs computed for validation dataset for all the considered scenarios 

 
The boxplots of the ex-post predictions errors for 7 values from the validation 

dataset are presented in Figure 6. They indicate if the given method is characterized by 
the overfitting or underfitting of the predicted values and also indicate if the value of 
mean error measures is caused by consistent error values or rather single outlier 
observations. 
 

 
Figure 6: The boxplots of ex-post prediction errors for the validation dataset for all  the considered 

scenarios 

 
The errors produced by SVR and GB models are the most consistent, while in the 

case of LASSO and LSTM there are several outlier observations. 
In addition to the choice of the model characterized by the lowest prediction RMSE 

we want to establish the impact of the considered factors on the actual predictions made 
by the model. We use the Shapley values to detect the variables that have the highest 
impact on the final numbers of new confirmed cases made by the SVR model 
established on the whole Poland data (with the hyperparameters choice based on the 
single train-test split of data). The idea of the Shapley values was originally proposed as 
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the concept of players’ contribution in cooperative game theory (Shapley, 1953). In the 
context of machine learning models, we assume that each auxiliary variable is a “player” 
in a cooperative game, which contribute in a certain way to the final model prediction 
(Molnar, 2022). With the Shapley values, we want to estimate how much one of the 
concrete features impacts the deviation from the average prediction. The Shapley value 
is the average marginal contribution of a feature value across all possible feature subsets. 
To compute the exact Shapley value of the 𝑗 𝑡ℎ feature for a given instance of data, 
all possible sets of feature values have to be considered (Molnar, 2022). If the overall 
number of features is relatively high, the computation of the exact Shapley value is very 
time-consuming. Therefore, we use the following method to estimate the Shapley value 
for a single feature (Štrumbelj, Kononenko, 2014): 
1. We choose the number of iterations 𝑀, model 𝑓, the dataset 𝑋, single instance 𝑥, 

and the 𝑗 𝑡ℎ feature for which the Shapley value is estimated. 
2. For all 𝑚 1, … ,𝑀: 

a. we draw a random instance 𝑧 from dataset 𝑋, other than 𝑥, 
b. choose a random permutation p of all the considered features, which includes 

the 𝑗 𝑡ℎ feature, 
c. generate random order of the features in a permutation 𝑝, 
d. the vectors of auxiliary features for instances 𝑥 and 𝑧 are as follow: 𝑥

𝑥 , … , 𝑥 , … 𝑥 , 𝑧 𝑧 , … , 𝑧 , … 𝑧 , where 𝑘 is the total 
number of features in permutation 𝑝, 

e. re-train model 𝑓 on all the instances from the original dataset on the 
permutation of features 𝑝, 

f. we construct the two new instances of data by combining the instances 𝑥 and 
𝑧: we replace the features placed to the right of 𝑗 𝑡ℎ feature in instance 𝑥, 
including or excluding the 𝑗 𝑡ℎ feature from the replacement, 

g. the created instances are: 
 𝑥  𝑥 , … , 𝑥 , 𝑥 , 𝑧 , … 𝑧  and 
 𝑧  𝑥 , … , 𝑥 , 𝑧 , 𝑧 , … 𝑧 , 

h. we compute the marginal contribution of the 𝑗 𝑡ℎ feature on the 
prediction: 𝜙 𝑓 𝑥  𝑓 𝑧  . 

3. We compute the Shapley value for instance 𝑥 as the average marginal contribution: 
𝜙 𝑥 ∑ 𝜙 . 

The above algorithm is repeated for all the features. In this study estimation of the 
Shapley values is performed with the Shap Python library (Lundberg, Lee, 2017). 

The importance of the given feature is computed as the average of the absolute 
Shapley values for all the considered instances. The distributions of the Shapley values 
in a form of violin charts for the ten most important features for all the instances from 
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the training dataset are presented in Figure 7. The respective information for the testing 
dataset is presented in Figure 8.  

 
 

 
Figure 7:  The distributions of the training dataset (692 instances) for the 10 features  with the highest 

average of the absolute Shapley values 

 
 
 

  
Figure 8.  The distributions of the testing dataset (7 instances) for the 10 features  with the highest 
 average of the absolute Shapley values 

 
The vertical line in Figure 7 and Figure 8 is the baseline (mean of the predictions of 

new daily confirmed cases). In the case of the training dataset the variables that have 
the highest impact on the final prediction for a given day are: new confirmed cases from 
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the previous day, new conducted tests in the previous day, new recoveries from the 
previous day, the change of active cases from the previous day, the new deaths from the 
previous day, new VOC and VOI cases reported in the previous day, time indicator for 
Wednesday, the sum of VOC and VOI occurrences from the last 10 following days 
(sum from the previous day), the indicator of elderly people protection from 7 days ago 
with level 3 (which means extensive restrictions for isolation and hygiene) , the 
indicator of vaccination policy from 7 days ago with level 2 (which means availability 
of vaccination for medical key workers and clinically vulnerable groups). 

In the case of the testing dataset the list of the 10 most important features is quite 
similar, however, there are some new variables: time indicator for Tuesday, maximum 
wind speed from the previous day, the change from baseline for traffic congestion 
in groceries and pharmacies from 7 days ago. 

There are some interesting aspects of the study: 
 The time indicators for Tuesday and Wednesday are quite important for the final 

model results – the indicators for other days are less important. 
 The high importance of the number of newly conducted tests may indicate that 

unfortunately, the true number of infections is much higher than officially reported. 
With the increasing number of tests, the new infections also increase. 

 The overall number of vaccinated people is less important for the model than the 
overall vaccination policy, which may mean that the availability of vaccinations may 
change the people’s behavior, which influenced the mobility. 

 The wind speed may be important due to the indirect relationship of less frequent 
going out from home in the case of high wind speed. Also, the bad weather may 
indirectly affect the willingness to go out for a Covid-19 test.  
The above interpretations of the results are only several of the possible ones.  

5. Limitations and future work 

One of the limitations of the studies is that it is based on the data from official 
government reports and there are a certain number of unobserved new infections. 
Another limitation is that the model can produce the predictions only for the next day, 
due to the consideration of variables lagged by one day. In future work, the application 
of variables lagged by more than one can be considered. Another limitation is the 
arbitrary choice of the concrete period based on which the model results are evaluated 
(the last 7 days of data). The important limitation of the study is the arbitrary choice of 
the number of days by which the auxiliary variables are lagged (1 or 7 days). Another 
limitation is the inclusion of auxiliary variables: the overall number of 38 variables is 
considered, but other indicators might be also included. The next limitation is the 
arbitrary choice of the searched ranges of hyperparameters, due to time-consuming 
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learning process. In future studies, the usage of data from other countries can be 
considered. Another limitation is the validity of the data. For example, the number of 
variants of concerns is dependent on the forwarding of the results to the public database 
GISAID from the different labs, which are not required to send the data.  An additional 
limitation is connected to the methods proposed for the comparative studies 
(4 different machine learning models), which was an arbitrary choice.  

6. Conclusions 

We conclude that we propose the setup of 16 scenarios of model selection to detect 
the model with the best predictive power. The scenarios differ from each other by: 
machine learning model, the way of hyperparameters selection and the data setup (data 
for the whole Poland or for each of 16 Polish NUTS-2 regions). The model that 
produces the lowest error predictions for Covid-19 new daily infections in Poland is the 
Support Vector Regression model, with ex-post RMSE equal to 1003.7 cases. Ex-post 
RMSE is an average difference between the actual number of the new cases and the 
predictions for 7 days. The training process of the model is based on a single split of 
data into training and testing datasets. For the scenario characterized by the best 
predictive power, the impact of the auxiliary variables on the final results has been 
estimated with the Shapley values. Among the factors that have the highest impact on 
the final results are: Covid-19 statistics (confirmed cases, deaths, recoveries, active 
cases) from the previous day, Variants of Concern, time indicator for Wednesday, 
elderly people protection and the general vaccination policy. The machine learning 
models can help not only successfully predict the different Covid-19 characteristics in 
the short term periods, but also explain the factors that have the highest impact on the 
predictions for considered datasets. 
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Appendix 

Table A1: Description of data source 

Data Description Source 
Weather Daily temperature and wind speed data 

for the capital of voivodeship (in the case 
of data for whole Poland temperature for 
Warsaw). 

https://freemeteo.pl (Daily 
temperature in capital cities of 
voivodeships in Poland, 2022). 

Covid-19 data Data for new Covid-19 confirmed cases, 
new fatalities, new recoveries, change of 
active cases, new tests, and new cases/tests 
ratio. The sum of people fully vaccinated 
(with two doses or with one of the 
Johnson & Johnson vaccination) and the 
sum of people vaccinated with the third 
dosage. Data are available for 
voivodeships and the whole Poland.  

Data collected based on reports 
provided by the Ministry of 
Health, data from the WSSE, 
PSEZ, Voivodeship Offices, and 
those obtained in requests for 
access to public information: 
https://www.gov.pl/web/coronavir
us (Ministry of Health Republic of 
Poland, 2022). 

Covid-19 
variants of 
concern and 
variants of 
interest data 

The number of Covid-19 variants of 
concern (VOC) and variants of interest 
(VOI) reported by different labs 
analyzing Covid-19 tests in Poland.  

The GISAID database: 
https://www.gisaid.org (Gisaid 
database, 2022). 

Mobility data The reports for movement trends of 
people in different places (change from 
baseline days). The baseline day is always 
the same day of the week. The value of 
movement trend in baseline day is the 
median value from the 5 weeks Jan 3 – 
Feb 6, 2020. Data are available for 
voivodeships and the whole Poland.  

Google Covid-19 community 
mobility reports: 
https://www.google.com/covid19/
mobility (Google Covid-19 
community mobility reports, 
2022). 

General 
Covid-19 
policy and 
government 
restrictions 
data 

Available variables: closing of schools, 
closing of workplaces, cancelation of 
events, gatherings restrictions, closing of 
transport, stay-at-home restrictions, 
internal movement restrictions, 
international movement restrictions, 
information campaigns, testing policy, 
contact tracking, facial coverings, 
vaccination policy, elderly people 
protection, government response index, 
stringency index, containment health 
index, economic support index. 

The policy measures from the R 
package are provided by Oxford 
Covid-19 Government Response 
Tracker (Blavatnik School of 
Government, University of 
Oxford, 2022): R Interface to 
COVID-19 Data Hub, 'Covid19' R 
package: https://cran.r-
project.org/web/packages/COVID
19/index.html (R interface to 
Covid-19 data hub, 2022). 
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Table A2: Description of auxiliary variables 

Predictor 
Covid-19 data: 
- new confirmed cases from the previous day 
- new fatalities from the previous day 
- new recoveries from the previous day 
- change of active cases - state for the previous day 
- the number of new conducted tests - data from the previous day 
- ratio of new confirmed cases to the number of conducted tests (from the previous day) 
Vaccination data: 
- the sum of people fully vaccinated (with two doses or with one of Johnson & Johnson 
vaccination) - state from the previous day 
- the sum of people vaccinated with the third dosage - state from the previous day 
Place and time indicators: 
- weekday indicator: separate zero-one variable for weekday from the previous day 
- voivodeship indicator: separate zero-one variable 
Covid-19 variants of concern and variants of interest data: 
- the number of VOC and VOI: VOC Omicron, VOC Alpha, VOC Delta, VOC Beta, VOC 
Gamma, VOI Eta, and VOI Lambda. Considered variables: the number of new VOC and VOI 
cases reported in the previous day and the sum of VOC and VOI occurrences from the last 10 
following days  
General Covid-19 policy and government restrictions data: 
- school closing indicator from 7 days ago (4 levels) 
- workplace closing from 7 days ago (4 levels) 
- cancelation of events from 7 days ago (3 levels) 
- gatherings restrictions from 7 days ago (5 levels) 
- transport closing from 7 days ago (3 levels) 
- stay home restrictions from 7 days ago (4 levels) 
- internal movement restrictions from 7 days ago (3 levels) 
- international movement restrictions from 7 days ago (5 levels) 
- information campaigns from 7 days ago (3 levels) 
- testing policy from 7 days ago (4 levels) 
- contact tracking from 7 days ago (3 levels) 
- facial coverings from 7 days ago (5 levels) 
- vaccination policy from 7 days ago (6 levels) 
- elderly people protection from 7 days ago (from no measure to extensive restrictions) 
- government response index from 7 days ago  
- stringency index from 7 days ago  
- containment health index from 7 days ago  
- economic support index from 7 days ago  
Mobility: 
The reports for movement trends of people in different places (change from baseline days). The 
baseline day is always the same day of the week. The value of movement trend in the baseline day 
is the median value from the 5 weeks Jan 3 – Feb 6, 2020. The indicator from 7 days ago is 
considered. The variables are: retail and recreations places, grocery and pharmacy, parks, transit 
stations, workplaces, residential. 
Weather: 
- 3 variables: maximum daily temperature, minimum daily temperature and a maximum speed of 
wind for the capital of voivodeship (in the case of data for whole Poland temperature for 
Warsaw) from the previous day 
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Abstract 

Minimal neighbour designs (NDs) are used when a response of a treatment (direct effect) is 
affected by the treatment(s) applied in the neighbouring units. Minimal generalised NDs are 
preferred when minimal NDs cannot be constructed. Through the method of cyclic shifts 
(Rule I), the conditions for the existence of minimal circular generalised NDs are discussed, 
in which v/2 unordered pairs do not appear as neighbours. Certain generators are also 
developed to obtain minimal circular generalised NDs in blocks of two different sizes, where 
k2 = 3, 4 and 5. All these designs are constructed using i sets of shifts for k1 and two for k2. 

Key words: direct effects, neighbour effects, method of cyclic shifts, generalised NDs,  
GN2-designs. 
Mathematics Subject Classification (2010): 05B05; 62K10; 62K05. 

1.  Introduction 

There are several situations where response of a treatment (direct effect) is affected 
by the treatment(s) applied in neighbouring units. Such effects are known as neighbour 
effects which become the major source of bias. Such bias is minimized with the use of 
neighbour designs (NDs):  
 If each pair of treatments appears once as neighbour then it is minimal ND.  
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 A block formed in a cycle in such a way that its first and last units are considered 
as adjacent neighbours is called a circular block. In circular blocks, each unit has 
one left-neighbour and one right-neighbour.  

 A block in which each treatment appears either once or not at all is called a binary 
block. 

 The circular generalized neighbour designs (CGNDs) in which λ́́ 1 = 1  and  λ́́ 2 = 0 
are called minimal CGNDs (MCGNDs) and are a better alternative to the minimal 
NDs. 

 
Rees (1967) used neighbour designs in virus research. Partially NDs and 

generalized NDs (GNDs) should be used in the situations where NDs require a large 
number of experimental units. Misra et al. (1991) relaxed the condition of the constancy 
of λ́ and constructed GNDs. Chaure and Misra (1996), Nutan (2007), Kedia and Misra 
(2008) constructed GN2- designs and GN3-designs. Ahmed et al. (2009), Zafaryab et al. 
(2010) and Shehzad et al. (2011) presented procedures to generate MCGNDs for 
limited cases. Iqbal et al. (2012) presented CGNDs for k = 3. Ahmed and Akhtar (2012) 
presented partially balanced NDs in circular blocks for some specific cases. In the 
literature, some minimal CGNDs might be constructed through i sets of shifts for k1 

and one set for k2, where k2 = 3, 4 and 5. These designs can also be constructed for other 
combinations of v, k1 and k2 using i sets of shifts for k1 and two for k2 which have not 
been constructed. In this article, generators are developed to obtain MCGNDs in two 
different block sizes for (i) k2 = 3, (ii) k2 = 4, (iii) k2 = 5. All these designs are constructed 
through the method of cyclic shifts (Rule I) using i sets of shifts for k1 and two sets for 
k2. In the proposed designs v/2 unordered pairs do not appear as neighbours while all 
others appear once.  

In Section 2, the method of cyclic shifts (Rule I) is described for MCGNDs. 
In Section 3, conditions are discussed for the existence of MCGNDs in which v/2 
unordered pairs do not appear as neighbours. In Section 4, generators are developed 
for MCGNDs in two different block sizes when k2 = 4, 5 and 6. 

2. Method of Construction 

The method of cyclic shifts was introduced by Iqbal (1991) for the construction of 
BIBDs, NDs, RMDs, Polygonal designs, etc. Its Rule I is explained here for MCGNDs. 

 
Let Sj = [qj1, qj2, …, qj(k-1)] be l sets of shifts, with j = 1, 2, …, l and 1 ≤ qji ≤ v-1.  

If each of 1, 2, …, v-1 appears once in S*, where S* = [qj1, qj2, …, qj(k-1), (qj1+ qj2+…+ qj(k-

1)) mod v, v-qj1, v-qj2, …,v-qj(k-1), v-(qj1+qj2+…+qj(k-1)) mod v] then it will provide 
minimal CND. If (i) λ1՛= 1 and λ՛2 = 0, or (ii)  λ1՛= 1 and λ՛2 = 2 then the design is called 
MCGND.  
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Example 2.1. The following sets produce MCGND for v = 24, k1 = 5 and k2 = 3.  
                         S1 = [3,4,5,10], S2 = [7,11], S3 = [8,15] 

To generate the design from these sets of shifts, take v blocks for S1 = [3,4,5,10]. 
Assign 0, 1, …, v-1 as the first unit element for each block respectively. Add 3 (mod v) 
to the each first unit element to obtain the second unit elements. Similarly, 
add 4 (mod v) to the each second unit element to obtain the third unit elements. 
Then add 5 and 10 in the similar way and get Table 1. 

Table 1:  Blocks generated from S1 = [3,4,5,10] 

B1 B2 B3 B4 B5 B6 B7 B8 B9 B10 B11 B12 
0 1 2 3 4 5 6 7 8 9 10 11 
3 4 5 6 7 8 9 10 11 12 13 14 
7 8 9 10 11 12 13 14 15 16 17 18 

12 13 14 15 16 17 18 19 20 21 22 23 
22 23 0 1 2 3 4 5 6 7 8 9 

B13 B14 B15 B16 B17 B18 B19 B20 B21 B22 B23 B24 
12 13 14 15 16 17 18 19 20 21 22 23 
15 16 17 18 19 20 21 22 23 0 1 2 
19 20 21 22 23 0 1 2 3 4 5 6 
0 1 2 3 4 5 6 7 8 9 10 11 

10 11 12 13 14 15 16 17 18 19 20 21 

Take v more subjects for S2 = [7,11] and generate Table 2 in the similar way as 
obtained through S1. 

Table 2:  Blocks generated from S2 = [7,11] 

B25 B26 B27 B28 B29 B30 B31 B32 B33 B34 B35 B36 
0 1 2 3 4 5 6 7 8 9 10 11 
7 8 9 10 11 12 13 14 15 16 17 18 

18 19 20 21 22 23 0 1 2 3 4 5 
B37 B38 B39 B40 B41 B42 B43 B44 B45 B46 B47 B48 

12 13 14 15 16 17 18 19 20 21 22 23 
19 20 21 22 23 0 1 2 3 4 5 6 
6 7 8 9 10 11 12 13 14 15 16 17 

Take v more subjects for S3 = [8,5] and generate Table 3 in the similar way as 
obtained through S1. 

Table 3:  Blocks generated from S3 = [8,5] 

B49 B50 B51 B52 B53 B54 B55 B56 B57 B58 B59 B60 
0 1 2 3 4 5 6 7 8 9 10 11 
8 9 10 11 12 13 14 15 16 17 18 19 

23 0 1 2 3 4 5 6 7 8 9 10 
B61 B62 B63 B64 B65 B66 B67 B68 B69 B70 B71 B72 

12 13 14 15 16 17 18 19 20 21 22 23 
20 21 22 23 0 1 2 3 4 5 6 7 
11 12 13 14 15 16 17 18 19 20 21 22 
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Table 1, 2 and 3 jointly present the MCGND for v = 24, k1 = 5 and k2 = 3, using 
72 blocks. In this design 12 unordered pairs (0,12), (1,13), …, (11,23) among the total 
276 do not appear as neighbours while all remaining 264 unordered pairs appear once. 

3. Conditions for the Existence of MCGNDs in Which v/2 Pairs Do Not 
Appear as Neighbours 

Condition 3.1: Let m = (v-2)/2 and A = [1, 2, …, m]. If m (mod 4) ≡ 0 then A will 
provide MCGNDs for v = 2ik1+4k2+2 in which (m+1) unordered pairs do not appear 
as neighbours while all other appear exactly once. 

Condition 3.2: Let m = (v-2)/2 and m (mod 4) ≡ 3. Then, A = [1, 2,…, (3m-1)/4, 
(3m+7)/4, (3m+11)/4,…, m, 5(m+1)/4] will provide MCGNDs for v = 2ik1+4k2+2 
in which (m+1) unordered pairs do not appear while all others appear once. 

4. MCGNDs in Blocks of Two Different Sizes 

Here, some generators are developed through Rule I to obtain MCGNDs in blocks 
of two different sizes using i sets for k1 and two for k2. In these designs v/2 pairs do not 
appear as neighbours while all other appear once. (i+2) sets are obtained as follows: 
1. Divide values of ‘A’ selected from Section 3, in i classes of size k1 and two of size k2 

such that the sum of values in each class is divisible by v.  
2. Deleting any one value from each class will result in (i+2) sets of shifts to produce 

MCGND. 

4.1. MCGNDs when k2 = 3 

Generator 4.1.1. Construct MCGNDs for k2 for v = 2ik1+14, k1 = 4l+2, k2 = 3, i odd, 
m (mod 4) ≡ 0 and l integer. Here: 

 Consider A = [1, 2,…, m].  

Example 4.1.1.The following sets produce MCGND for v = 26, k1 = 6 and k2 = 3.  
S1 = [2,3,4,5,11],  S2 = [9,10],  S3 = [8,12] 

Designs constructed through this method for v ≤ 100, k1 = 6, 10, 14 and 18 are 
presented in Table 4 in Appendix. 

Generator 4.1.2. Construct MCGNDs for k2 for v = 2ik1+14, k1 (mod 4) ≡ 1, k2 = 3, 
I (mod 4) ≡ 1, m (mod 4) ≡ 3. Here: 

 Consider A = [1, 2,…, (3m-1)/4, (3m+7)/4, (3m+11)/4,…, m, 5(m+1)/4]. 

Example 4.1.2. The following sets produce MCGND for v = 24, k1 = 5 and k2 = 3.  
S1 = [3,4,5,11],  S2 = [8,10],  S3 = [7,15] 

Designs constructed through this method for v ≤ 100, k1 = 5, 9, 13 and 17 are 
presented in Table 5 in Appendix. 
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4.2. MCGNDs when k2 = 4 

Generator 4.2.1. Construct MCGNDs for k2 for v = 2ik1+18, k1 = 4l+2, k2 = 4, i even, 
m (mod 4) ≡ 0. Here: 

 Consider A = [1, 2,…, m].  

Example 4.2.1. The following sets produce MCGND for v = 42, k1 = 6 and k2 = 4.  
S1 = [3,4,5,8,20], S2 = [11,13,16,17,18], S3 = [7,14,15], S4 = [10,12,19] 

Designs constructed through this method for v ≤ 100, k1 = 6, 10, 14 and 18 are 
presented in Table 6 in Appendix. 

Generator 4.2.2. Construct MCGNDs for k2 for v = 2ik1+18, k1 (mod 4) ≡ 1, k2 = 4, 
i (mod 4) ≡ 3, m (mod 4) ≡ 3.  Here: 

 Consider A = [1, 2,…, (3m-1)/4, (3m+7)/4, (3m+11)/4,…, m, 5(m+1)/4]. 

Example 4.2.2. The following sets produce MCGND for v = 48, k1 = 5 and k2 = 4.  
S1 = [4,5,17,19], S2 = [8,9,14,16], S3 = [10,11,12,13], S4 = [22,23,30], S5 = [7,15,20] 

Designs constructed through this method for v ≤ 100, k1 = 5, 9 and 13 are presented 
in Table 7 in Appendix. 

4.3. MCGNDs when k2 = 5 

Generator 4.3.1. Construct MCGNDs for v = 2ik1+22, k1 = 4l+2, k2 = 5, i odd, 
m (mod 4) ≡ 0 and l integer. Here: 

 A = [1, 2,…, m].  

Example 4.3.1. The following sets produce MCGND for v = 34, k1 = 6 and k2 = 5.  
S1 = [3,4,5,7,13],  S2 = [6,8,9,10],  S3 = [12,14,15,16] 

Designs constructed through this method for v ≤ 100, k1 = 6, 10, 14 and 18 are 
presented in Table 8 in Appendix. 

Generator 4.3.2. Construct MCGNDs for v = 2ik1+22, k1 (mod 4) ≡ 1, k2 = 5, i (mod 4) 
≡ 1, m (mod 4) ≡ 3. Here: 

 A = [1, 2,…, (3m-1)/4, (3m+7)/4, (3m+11)/4,…, m, 5(m+1)/4]. 

Example 4.3.2. The following sets produce MCGND for v = 32, k1 = 5 and k2 = 5.  
S1 = [2,5,9,15],  S2 = [10,13,14,20],       S3 = [4,6,8,11] 

Designs constructed through this method for v ≤ 100, k1 = 5, 9, 13 and 17 are 
presented in Table 9 in Appendix. 
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Appendix  

Table 4: MCGNDs for v = 2ik1+14, k1 = 4l+2, k2 = 3, i odd, l integer and v ≤ 100  

v k1 k2 Sets of Shifts  
26 6 3 [1,2,3,4,5,11]+[7,9,10]+[6,8,12] 
50 6 3 [1,3,4,6,12,24]+[2,7,8,9,11,13]+ [14,15,16,17,18,20]+[10,19,21]+[5,22,23] 
74 6 3 [2,4,5,6,23,34]+[7,8,9,10,11,29]+ [1,12,13,15,16,17]+ [18,19,22,26,31,32]+ 

[14,24,25,27,28,30]+ [20,21,33]+[3,35,36] 
98 6 3 [1,2,3,6,38,48]+[9,10,11,12,26,30]+ [13,14,15,16,18,22]+ [7,8,19,20,21,23]+ 

[25,27,28,29,43,44]+ [24,31,34,35,33,39]+ [4,32,37,40,41,42]+ 
[17,36,45]+[5,46,47] 

34 10 3 [1,2,3,4,6,7,8,12,9,16]+[10,11,13]+[5,14,15] 
74 10 3 [2,4,5,6,7,8,21,29,32,34]+[9,17,12,13,14,15,18,19,20,11]+ 

[1,16,22,23,24,25,26,27,28,30]+ [10,31,33]+[3,35,36] 
42 14 3 [1,2,3,4,6,7,8,9,10,12,13,14,17,20]+[11,15,16]+[5,18,19] 
98 14 3 [1,2,3,4,7,8,9,10,12,13,14,20,45,48]+ 

[6,15,16,17,18,19,21,22,23,24,27,35,26,25]+ 
[28,29,30,31,32,33,36,37,34,38,39,40,41,42]+[11,43,44]+[5,46,47] 

50 18 3 [1,2,3,4,6,7,8,9,24,12,13,20,15,14,17,16,11,18]+[10,19,21]+[5,22,23] 

Table 5: MCGNDs for v = 2ik1+14, k1 (mod 4) ≡ 1, k2 = 3, i (mod 4) ≡ 1 and v ≤ 100  

v k1 k2 Sets of Shifts  
24 5 3 [1,3,4,5,11]+[6,8,10]+[2,7,15] 
64 5 3 [1,2,6,27,28]+[4,5,17,18,20]+ [10,12,13,14,15]+ [7,8,11,16,22]+ 

[19,21,23,25,40]+ [9,26,29]+[3,30,31] 
32 9 3 [1,2,4,5,6,8,11,14,13]+[7,10,15]+[3,9,20] 
40 13 3 [1,2,3,6,7,8,9,12,10,13,14,16,19]+[4,11,25]+[5,17,18] 
48 17 3 [1,2,3,4,6,7,8,10,11,15,13,14,16,12,17,23,30]+[9,19,20]+[5,21,22] 

Table 6: MCGNDs for v = 2ik1+18, k1 = 4l+2, k2 = 4, i even and l integer and v ≤ 100  

v k1 k2 Sets of Shifts  
42 6 4 [2,3,4,5,8,20]+[9,11,13,16,17,18]+[6,7,14,15]+[1,10,12,19] 
66 6 4 [1,3,4,6,20,32]+[7,8,9,11,12,19]+[16,17,18,26,27,28]+ [10,21,22,25,23,31]+ 

[13,14,15,24]+[2,5,29,30] 
90 6 4 [5,18,34,40,41,42]+[7,8,9,14,15,37]+[6,11,12,16,17,28]+ [1,4,19,21,22,23]+ 

[25,26,27,29,30,43]+[13,31,32,33,35,36]+ [3,10,38,39]+[2,20,24,44] 
58 10 4 [3,4,5,6,8,9,13,23,17,28]+[10,11,12,15,16,18,19,20,26,27]+ 

[1,14,21,22]+[2,7,24,25] 
98 10 4 [1,2,3,4,6,7,8,9,10,48]+[13,14,15,16,17,18,19,20,23,41]+ 

[12,21,22,24,28,30,33,39,40,45]+ [32,34,35,36,37,38,43,44,46,47]+ 
[11,27,29,31]+[5,25,26,42] 

74 14 4 [3,4,5,6,7,9,10,12,19,20,29,33,31,34]+ 
[2,14,15,16,17,21,24,27,22,23,25,28,26,36]+[1,11,30,32]+[8,13,18,35] 

90 18 4 [1,2,3,4,5,7,8,11,12,13,14,15,16,18,19,39,40,43]+ 
[20,22,23,24,25,26,27,28,29,30,34,31,33,35,32,36,41,44]+[6,9,37,38]+ 
[10,17,21,42] 
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Table 7: MCGNDs for v = 2ik1+18, k1 (mod 4) ≡ 1, k2 = 4, i (mod 4) ≡ 3 and v ≤ 100  

v k1 k2 Sets of Shifts  
48 5 4 [3,4,5,17,19]+[1,8,9,14,16]+[2,10,11,12,13]+[21,22,23,30]+[6,7,15,20] 
88 5 4 [2,4,5,34,43]+[7,8,9,22,42]+[3,12,13,28,32]+[14,17,18,19,20]+ 

[6,10,23,24,25]+[29,31,37,38,41]+[16,30,36,39,55]+[11,15,27,35]+ 
[1,21,26,40] 

72 9 4 [4,6,7,8,10,20,26,28,35]+[9,12,13,14,15,16,17,18,30]+ 
[2,3,5,19,23,24,22,25,21]+[1,11,29,31]+[32,33,34,45] 

96 13 4 [1,2,3,4,5,6,7,8,9,10,11,12,18]+[15,16,17,19,20,21,22,23,24,25,26,27,33]+[29,30,3
1,32,34,35,37,38,39,40,42,46,47]+[13,14,28,41]+[43,44,45,60] 

Table 8: MCGNDs for v = 2ik1+22, k1 = 4l+2, k2 = 5, i odd, l integer, and v ≤ 100  

v k1 k2 Sets of Shifts  
34 6 5 [2,3,4,5,7,13]+[1,6,8,9,10]+[11,12,14,15,16] 
58 6 5 [1,2,3,4,22,26]+[7,8,9,10,11,13]+[16,17,19,20,21,23]+ 

[5,6,14,15,18]+[12,24,25,27,28] 
82 6 5 [2,4,5,6,29,36]+[9,10,11,12,18,22]+ [7,13,14,15,16,17]+[1,3,8,21,23,26]+ 

[19,24,25,28,31,37]+ [30,32,33,34,35]+[20,27,38,39,40] 
42 10 5 [2,3,4,6,7,8,9,10,15,20]+[1,5,11,12,13]+[14,16,17,18,19] 
82 10 5 [1,2,3,4,5,6,7,8,9,37]+[11,13,14,15,16,17,18,19,20,21]+ 

[10,22,23,24,25,26,27,28,29,32]+ [30,31,33,34,36]+[12,35,38,39,40] 
50 14 5 [2,3,4,6,7,8,10,11,12,13,15,16,24,19]+[1,5,9,17,18]+[14,20,21,22,23] 
58 18 5 [1,2,3,4,5,6,7,8,9,10,11,12,13,14,15,21,17,16]+[19,20,23,26,28]+ 

[18,22,24,25,27] 

Table 9: MCGNDs for v = 2ik1+22, k1 (mod 4) ≡ 1, k2 = 5, i (mod 4) ≡ 1 and v ≤ 100  

v k1 k2 Sets of Shifts  
32 5 5 [1,2,5,9,15]+[7,10,13,14,20]+[3,4,6,8,11] 
72 5 5 [3,5,9,10,45]+[4,8,17,21,22]+[2,13,15,19,23]+[6,12,16,18,20]+ 

[1,7,11,24,29]+[25,26,28,30,35]+[14,31,32,33,34] 
40 9 5 [1,5,6,7,8,9,12,13,19]+[2,3,10,11,14]+[4,16,17,18,25] 
48 13 5 [1,2,3,4,5,6,7,8,9,10,11,13,17]+[12,15,16,23,30]+[14,19,20,21,22] 
56 17 5 [1,2,3,4,5,6,7,8,9,16,12,13,23,19,15,11,14]+[17,18,20,22,35]+ 

[10,24,25,26,27] 
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On representativeness, informative sampling, nonignorable 
nonresponse, semiparametric prediction and calibration 
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Abstract 

Informative sampling refers to a sampling design for which the sample selection 
probabilities depend on the values of the model outcome variable. In such cases the model 
holding for the sample data is different from the model holding for the population data. 
Similarly, nonignorable nonresponse refers to a nonresponse mechanism in which the 
response probability depends on the value of a missing outcome variable. For such 
a nonresponse mechanism the model holding for the response data is different from the 
model holding for the population data. In this paper, we study, within a modelling 
framework, the semi-parametric prediction of a finite population total by specifying the 
probability distribution of the response units under informative sampling and nonignorable 
nonresponse. This is the most general situation in surveys and other combinations of 
sampling informativeness and response mechanisms can be considered as special cases. 
Furthermore, based on the relationship between response distribution and population 
distribution, we introduce a new measure of the representativeness of a response set and 
a new test of nonignorable nonresponse and informative sampling, jointly. Finally, 
a calibration estimator is obtained when the sampling design is informative and the 
nonresponse mechanism is nonignorable. 

Key words: calibration, representative measure, response distribution, nonignorable 
nonresponse, informative sampling esign. 

1.  Introduction 

Informative sampling refers to sampling design for which the sample selection 
probabilities depend on the values of the model outcome variable (or the model 
outcome variable is correlated with design variables not included in working model). 
In such cases the model holding for the sample data (after sampling) is different from 
the model holding for the population data (before sampling); see Pfeffermann et al. 
(1998). In the same way, nonignorable nonresponse refers to nonresponse mechanism 
in which the response probability depends on the value of a missing outcome variable; 
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see Little (1982). For such nonresponse mechanism the model holding for the response 
data (after responding) is different from the model holding for the population data; 
Eideh (2007, 2012). From the literature review on survey sampling, it is clear that 
ignoring informative sampling or nonignorable nonresponse yield biased descriptive 
and analytics inferences about finite population parameters; see, for example,  
Chambers and Skinner (2003) and Eideh (2009). In recent articles, Eideh (2016, 2020) 
considers parametric prediction of finite population total under informative sampling 
design and nonignorable nonresponse. The author proved that, the failure to account 
informative sampling and nonignorable nonresponse in the analysis of survey data 
leads to biased inferences about the population of interest. In this paper, we study, 
within a modeling framework, the semi-parametric prediction of finite population 
total, by specifying the probability distribution of the observed measurements under 
informative sampling and nonignorable nonresponse. This is the most general situation 
in surveys and other combinations of sampling informativeness and response 
mechanisms can be considered as special cases. Furthermore, based on the relationship 
between response distribution and population distribution, we introduced a new 
measure of representativeness of a response set, called generalized R-indicator, 
and a new test of nonignorable nonresponse and informative sampling, jointly. 

The paper is structured as follows. Section 2 is devoted to notations. In Section 3 
we review the definition of sample, sample-complement, response, and nonresponse 
distributions, and relationships between their mathematical expectations. Section 4 
describes estimation of response probabilities under nonignorable nonresponse. 
In Section 5 a new test of nonignorable nonresponse and informative sampling was 
developed. In Section 6 we discuss different ways to generalize a measure of 
representativeness. Section 7 is devoted to the basic idea of prediction. In Section 8 we 
present the methodology of the semiparametric prediction of finite population total 
under informative sampling and nonignorable nonresponse. Finally, Section 9 provides 
the conclusions. 

2.  Notations 

Let 𝑈 1, . . . ,𝑁  denote a finite population consisting of 𝑁 units. Let 𝑦 be the 
study or outcome variable of interest and let 𝑦  be the value of 𝑦 for the i-th population 
unit. A probability sample 𝑠 is drawn from 𝑈 according to a specified sampling design. 
The sample size is denoted by 𝑛. Let 𝒙 𝑥 , . . . , 𝑥 , 𝑖 ∈ 𝑈 be the values of a vector 
of auxiliary variables, 𝑥 , . . . , 𝑥 , and 𝒛 𝑧 , . . . , 𝑧  be the values of known design 
variables, used for the sample selection process not included in the model under 
consideration. In what follows, we consider a sampling design with selection 
probabilities𝜋 𝑃𝑟 𝑖 ∈ 𝑠 0, and sampling weight 𝑤 1 𝜋⁄ ; 𝑖 1, . . . ,𝑁. 
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In practice, the𝜋 ’s may depend on the population values 𝒙,𝑦, 𝒛 . We express this 
dependence by writing: 𝜋 𝑃𝑟 𝑖 ∈ 𝑠|𝒙,𝑦, 𝒛  for all units 𝑖 ∈ 𝑈. Denote by 
𝑰 𝐼 , . . . , 𝐼  the 𝑁 by 1 sample indicator (vector) variable, such that 𝐼 1 if unit 
𝑖 ∈ 𝑈 is selected to the sample and 𝐼 0 if otherwise. Therefore, 𝑠 𝑖|𝑖 ∈ 𝑈, 𝐼 1  
and its complement is�̄� 𝑐 𝑖|𝑖 ∈ 𝑈, 𝐼 0 . We consider the population values 
𝑦 , . . . , 𝑦  as random variables, which are independent realizations from a distribution 
with probability density functions (pdf) 𝑓 𝑦 |𝒙 ; 𝜃 , indexed by a vector of  
parameters 𝜃.   

In addition to the effect of complex sample design, one of the major problems in the 
analysis of survey data is that of missing values. Denote by 𝑅 𝑅 , . . . ,𝑅  the 𝑁 by 
1 response indicator (vector) variable such that 𝑅 1 if unit 𝑖 ∈ 𝑠 is observed and 
𝑅 0 if otherwise. We assume that these random variables are independent of one 
another and of the sample selection mechanism. The response set is defined accordingly 
as 𝑟 𝑖 ∈ 𝑠|𝑅 1  and the nonresponse set by �̄� 𝑖 ∈ 𝑠|𝑅 0 . We assume 
probability sampling so that 𝜋 𝑃𝑟 𝑖 ∈ 𝑠 0 for all units 𝑖 ∈ 𝑈. Let 𝜓 𝑃𝑟 𝑖 ∈
𝑟|𝒙,𝑦, 𝒛  0 and 𝜑 1 𝜓⁄ be the response probability and response weights for all 
units 𝑖 ∈ 𝑠. Let 𝑂 𝒙 , 𝐼 , 𝑖 ∈ 𝑈 , 𝜋 ,𝑅 , 𝑖 ∈ 𝑠 ∪ 𝑦 ,𝒙 , 𝑖 ∈ 𝑟  and 𝑁, 𝑛, and 𝑚, 
be the available information from the sample and response sets. Furthermore, the 
following notations are frequently used in the paper: let 𝑓  , 𝐸 ⋅  ;𝑓  ,𝐸 ⋅ ;𝑓 ̄ , 𝐸 ̄ ⋅ ; 
𝑓 ,𝐸 ⋅ ; and 𝑓 ̄ , 𝐸 ̄ ⋅ denote the probability density functions and mathematical 
expectations of the population, sample, and sample-complement, response and 
nonresponse distributions, respectively.  

3.  Key equations 

This section is based on Eideh (2020) and the references therein. The methodology 
in this paper is based on the following equations: 
 

𝐸 𝑦 |𝑥 𝐸 𝜑 𝑤 𝑦 |𝑥 𝐸 𝜑 𝑤 |𝑥⁄ ,                                            (1) 
 

𝐸 𝑦 |𝑥
|

|
 ,                                                                             (2) 

 
𝐸 ̄ 𝑦 |𝑥 𝐸 𝜑 𝑤 1 𝑦 |𝑥 𝐸 𝜑 𝑤 1 |𝑥⁄ ,                      (3) 

 
𝐸 ̄ 𝑦 |𝑥 𝐸 𝜑 1 𝑦 |𝑥 𝐸 𝜑 1 |𝑥⁄ ,                                (4) 

 
𝑓 𝑦 |𝑥

|

| ,
𝑓 𝑦 |𝑥 .                                                          (5) 
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Consequently, 𝐸 𝑦 |𝑥 , 𝐸 𝑦 |𝑥 , 𝐸 ̄ 𝑦 |𝑥 , 𝐸 𝑦 |𝑥  and 𝐸 ̄ 𝑦 |𝑥  can be 

estimated based on 𝑥 ,𝑦 , î ,𝑤 ; 𝑖 ∈ 𝑟 . For estimation of 𝜑 , see Section 4. 

4.  Estimation of response probabilities under nonignorable nonresponse  

Under nonignorable nonresponse, the values of 𝑦  for 𝑖 ∈ 𝑟 are available, but for 
𝑖 ∉ 𝑟are not available, so we cannot fit the following nonresponse model: 
 

𝜓 𝑃𝑟 𝑅 1|𝑖 ∈ 𝑠, 𝑥 , 𝑦                             (6) 
 

directly using the maximum likelihood method. A recent approach of estimation 𝜓  
under nonignorable nonresponse is discussed by Sverchkov (2008) using missing 
information principle. Assume𝑅 :𝐵𝑒𝑟𝑛𝑜𝑢𝑙𝑙𝑖 𝜓 𝑥 ,𝑦 , 𝛾 , then 
  

𝑓 𝑟 |𝑥 , 𝑦 𝜓 𝑥 ,𝑦 , 𝛾 1 𝜓 𝑥 ,𝑦 , 𝛾 .                           (7) 
 

The maximum likelihood estimator of  𝛾 satisfies:  
 

∑ , ,
∈ ∑ , ,

∈ ̄ 0.                      (8) 
 

Using (4), the observed log-likelihood equation is: 

𝜕 𝑙𝑜𝑔 𝜓 𝑥 ,𝑦 , 𝛾
𝜕𝛾

∈

𝐸
, , , ,

𝑥

𝐸 𝜑 𝑥 ,𝑦 , 𝛾 1 |𝑥
∈ ̄

 

∑ , ,
∈ ∑

, , , ,
|

, , |∈ ̄ 0.            (9) 

 
Hence, 𝜓 𝜓 𝛾 𝜓 𝑥 ,𝑦 , 𝛾 𝑃𝑟 𝑖 ∈ 𝑟|𝑥 , 𝑦 , 𝛾  and then 𝜑 1 𝜓⁄ . 

From now on, to simplify notation, we will use 𝜓  to denote 𝜓 or 𝜓 .  

5.  New test of nonignorable nonresponse and informative sampling, 
jointly   

According to (5), the response distribution 𝑓 𝑦 |𝑥  of 𝑦 , 𝑖 ∈ 𝑟, is different from 
the population distribution, 𝑓 𝑦 |𝑥 , unless 𝐸 𝜑 𝑤 |𝑥 ,𝑦 𝐸 𝜑 𝑤 |𝑥  for all 
units 𝑖 ∈ 𝑈, that is when the sampling design is noninformative and nonresponse 
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mechanism is ignorable. In such cases, the model holding for the response data 
(after sampling) is the same as the model holding for the population data (before 
sampling). The main target of inference is estimation𝐸 𝑦 |𝒙 . According to Eideh 
(2020), we have: 

𝐸 𝑦 |𝒙 𝐸
|𝒙 , ,

|𝒙 , , ,

|𝒙 , ,

|𝒙 , ,
𝑦 𝒙 𝐸 𝑦 |𝒙 .            (10) 

 
This relationship illustrates that the failure to account nonignorable nonresponse 

and informative sampling design can bias the inference. So, testing the ignorable of 
nonresponse and the informativeness of sampling design is necessary, which is the aim 
of this section. 
 

Recall that if 𝐸 𝜑 𝑤 |𝑥 ,𝑦 𝐸 𝜑 𝑤 |𝑥 , for all units 𝑖 ∈ 𝑈, then𝑓 𝑦 |𝑥
𝑓 𝑦 |𝑥 . Consequently, in the spirit of equation (5), we introduce the following new 
test of ignorable nonresponse and informative sampling, jointly, by testing 
 
𝐻 :𝐸 𝜑 𝑤 |𝑥 ,𝑦 𝐸 𝜑 𝑤 |𝑥  versus  𝐻 :𝐸 𝜑 𝑤 |𝑥 ,𝑦 𝐸 𝜑 𝑤 |𝑥     (11)  

at 𝛼 level of significance. 
  

In addition to that, testing of noninformative sampling design and nonresponse 
mechanism is missing completely at random, and can be approached by testing: 
 

𝐻 :𝐸 𝜑 𝑤 |𝑥 ,𝑦 constant versus    𝐻 :𝐸 𝜑 𝑤 |𝑥 ,𝑦 constant          (12) 

at 𝛼 level of significance. 
 
Particular cases: 
(a) If the sampling design is noninformative, that is, the sample selection process can 
be ignored, then the test of nonignorable nonresponse is determined by testing: 
 

𝐻 :𝐸 𝜑 |𝑥 ,𝑦 𝐸 𝜑 |𝑥   versus 𝐻 :𝐸 𝜑 |𝑥 ,𝑦 𝐸 𝜑 |𝑥            (13) 

at 𝛼 level of significance.  
 
(b) If nonresponse mechanism is ignorable, then the test of informativeness can be 
conducted by testing: 

𝐻 :𝐸 𝑤 |𝑥 ,𝑦 𝐸 𝑤 |𝑥   versus  𝐻 :𝐸 𝑤 |𝑥 ,𝑦 𝐸 𝑤 |𝑥           (14) 

at 𝛼 level of significance.  
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The above hypotheses can be tested by using the general regression test approach, 
by specifying the full model. For example, in (11) and (12), assume the full model is 
given by: 

𝐸 𝜑 𝑤 |𝑥 ,𝑦 𝛽 𝛽 𝑥 𝛽 𝑦 .                                         (15) 
 

Then, (11) becomes𝐻 :𝛽 0, and (12) says 𝐻 :𝛽 𝛽 0. 

6.  Generalized Measure of Representativeness   

Schouten et al. (2009) proposed an indicator which we call an R-indicator (‘R’ for 
representativeness), for the similarity between the response to a survey and the sample 
or the population under investigation. This similarity can be referred to as 
“representative response”. The R-indicator that they proposed employs estimated 
response probabilities.  
 
Definition 1 (strong): A response subset is representative with respect to the sample if 
the response propensities 𝜌  are the same for all units in the population. That is,  
 

𝜌 𝑃𝑟 𝑅 1|𝐼 1  𝜌 for all units 𝑖 ∈ 𝑈                          (16) 
 
and if the response of a unit is independent of the response of all other units. 
 

Under the assumption that the individual response propensities 𝜌  are known, 
Schouten et al. (2009) defined the R-indicator as: 

𝑅 𝜌 1 2𝑆 𝜌 ,                                                        (17) 

where  

𝑆 𝜌 ∑ 𝜌 �̄� , �̄� ∑ 𝜌 .                              (18) 

 
One may view R as a lack of the association measure. When 𝑅 𝜌 1 there is no 

relation between any survey item and the missing-data mechanism. The R-indicator 
takes values on the interval [0, 1] with the value 1 being strong representativeness and 
the value 0 being the maximum deviation from strong representativeness. 
 

Schouten et al. (2009) pointed that “in practice these propensities are unknown. 
Furthermore, in a survey, we only have information about the response behaviour of 
sample units. We, therefore, have to find alternatives to the indicators R. Let 𝜌  denote 
an estimator for 𝜌  which uses all or a subset of the available auxiliary variables. 
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Methods that support such estimation are, for instance, logistic or probit regression 
models”. The authors replace R by the estimators𝑅: 

𝑅 𝜌 1 2𝑆 𝜌 , 𝑆 𝜌 ∑ 𝜌 �̄� , �̄� ∑ 𝜌 .             (19) 

The R-indicator introduced by Schouten et al. (2009) assumed that the sampling 
design is noninformative and nonresponse mechanism is ignorable. In this section we 
develop a new indicator of representative response of the survey and the population 
when the sampling design is informative and the nonresponse mechanism 
nonignorable. It should be pointed here that, under nonignorable nonresponse, 
we cannot compute the propensity scores for all units in the sample, see Section 4, 
consequently, the formulas defined in equation (19) are not applicable in such cases.   

For simplicity, assume no auxiliary variables are available. In the essence of 
equation (5), let us consider the following four cases. 
 
Case 1:  Sampling design is informative and nonresponse mechanism is nonignorable 
(in), then  

𝑓 𝑦
|

𝑓 𝑦 .                                             (20) 
 

In this case, the response distribution represents the population distribution if 
  iir wE  𝐸 𝜑 𝑤 |𝑦 . That is, 𝐸 𝜑 𝑤 |𝑦 constant. In this case, we introduce 

the following definition. 
 
Definition 2: A response set is representative with respect to the population if the 
product of the response weights and sampling weights 𝜑 𝑤 𝑑  are the same for all 
units in the population and if the response of a unit is independent of the response of 
all other units. That is, 𝜑 𝑤 𝑑 𝑑 for all units 𝑖 ∈ 𝑈.  
 

Thus, we define a generalized R-indicator as follows: 
 

𝑅 𝑑 1 2𝑆 𝑑 ,                                                                     (21) 
where 

𝑆 𝑑
∑

∑ 𝑑 𝑑 𝑑                                             (22) 

and 
𝑑

∑
∑ 𝑑 𝑑  ,   𝜑 𝑤 𝑑 .                                   (23) 
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Case 2: Sampling design is noninformative and nonresponse mechanism is 
nonignorable (nn), then  

𝑓 𝑦
|

𝑓 𝑦 .                                                  (24) 
 

In this case, the response distribution represents the population distribution if 
  irE  𝐸 𝜑 |𝑦 . That is, 𝐸 𝜑 |𝑦 constant. In this constant, we introduce the 

following definition. 
 
Definition 3: A response set is representative with respect to the population if the 
response weights 𝜑  are the same for all units in the population and if the response of 
a unit is independent of the response of all other units. That is, 𝜑 𝜑 for all units 𝑖 ∈ 𝑈.  
 

Thus, we define a generalized R-indicator as follows: 

𝑅 𝜑 1 2𝑆 𝜑 ,                                                             (25) 
where 

𝑆 𝜑
∑

∑ 𝜑 𝜑 �̄�                                     (26) 

and 
�̄�

∑
∑ 𝜑 .                                                                  (27) 

 
Case 3:  Sampling design is informative and nonresponse mechanism is ignorable (ii), 
then  

𝑓 𝑦
|

𝑓 𝑦 .                                                      (28) 

In this case, the response distribution represents the population distribution if 
  ir wE 𝐸 𝑤 |𝑦 . That is, 𝐸 𝑤 |𝑦 constant. In this case, we introduce the 

following definition. 
 
Definition 4: A response set is representative with respect to the population if the 
sampling weighs 𝑤  are the same for all units in the population and if the response of 
a unit is independent of the response of all other units. That is, 𝑤 𝑤 for all units 
𝑖 ∈ 𝑈.  

Thus, we define a generalized R-indicator as follows: 

𝑅 𝑤 1 2𝑆 𝑤 ,                                                                (29) 
where 

𝑆 𝑤
∑

∑ 𝑤 𝑤 �̄�                                         (30) 
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and 
�̄�

∑
∑ 𝑤 .                                                  (31) 

 
Case 4:  Sampling design is noninformative and nonresponse mechanism is ignorable 
(ii), then  

𝑓 𝑦 𝑓 𝑦 .                                                      (32) 
 

In this case, the response distribution represents the population distribution, 
and no need a measure of a representative subset.   

Research in this highly interested generalized R-indicator is in progress.  

7. Prediction of Finite Population Total 

This section is devoted to the basics of the prediction of finite population total, 
taking into account informative sampling design and nonignorable nonresponse 
mechanism.  Assume single-stage population model. Let 
 

𝑇 ∑ 𝑦 ∑ 𝑦∈ ∑ 𝑦∈ ̄ ∑ 𝑦∈ ∑ 𝑦∈ ̄ ∑ 𝑦∈ ̄                   (33) 
 

be the finite population total that we want to predict using the data from the response 
set  and possibly values of auxiliary variables. Let 𝑇 𝑇 𝑂  define the predictor of 𝑇 
based on the available information, from the sample and response set 𝑂
𝐼 , 𝑖 ∈ 𝑈 , 𝜋 ,𝑅 , 𝑖 ∈ 𝑠 ∪ 𝑦 , 𝑖 ∈ 𝑟 and 𝑁, 𝑛, and 𝑚. The mean square error 

(MSE) of 𝑇 given 𝑂 with respect to the population pdf is defined by:  
 

𝑀𝑆𝐸 𝑇 𝐸 𝑇 𝑇 |𝑂 𝑇 𝐸 𝑇|𝑂 𝑉𝑎𝑟 𝑇|𝑂 .                (34) 
 

It obvious that (16) is minimized when𝑇 𝐸 𝑇|𝑂 . Hence, the minimum mean 
squared error best linear unbiased predictor (BLUP) of  𝑇 ∑ 𝑦  is given by: 
  

𝑇∗ 𝐸 𝑇|𝑂 ∑ 𝑦∈ ∑ 𝐸 ̄ 𝑦 |𝑂∈ ̄ ∑ 𝐸 ̄ 𝑦 |𝑂∈ ̄ .                     (35) 
 

For more information about the parametric prediction of finite population total 
under informative sampling and nonignorable nonresponse; see Eideh (2020).  

 
In the next section we consider the semiparametric prediction of finite population 

total under informative sampling. 
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8.  Semiparametric Prediction of Finite Population Total under Informative 
Sampling and Nonignorable Nonresponse 

Sverchkov and Pfeffermann (2004) studied the semiparametric prediction of finite 
population totals under informative sampling. In this section we develop the semi-
parametric prediction of finite population total under informative sampling and 
nonignorable nonresponse. According to (35), the prediction of finite population total 
requires predication of ∑ 𝑦∈ ̄ , and ∑ 𝑦∈ ̄ . That is, to predict 𝑇we need to predict 
values for 𝑦 , 𝑖 ∈ �̄�  and 𝑦 , 𝑖 ∈ �̄� , based on the prediction of nonsampled and 
nonresponse models. Fuller (2009, p. 282) pointed that “The analysis of data with 
unplanned nonresponse requires the specification of a model for the nonresponse. 
Models for nonresponse address two characteristics: the probability of obtaining 
a response and the distribution of the characteristic. In one model it is assumed that the 
probability of response can be expressed as a function of auxiliary data. The assumption 
of a second important model is that the expected value of the unobserved variable is 
related to observable auxiliary data. In some situations models constructed under the 
two models lead to the same estimator. Similarly, specifications containing models for 
both components can be developed.”  

8.1.  General Theory 

Assume that 

(a) the sample-complement model (or nonsampled model or imputation model for 
non-sampled units) takes the form: 

𝑦 𝑆𝜷 𝒙 𝜀 , for all 𝑖 ∈ �̄�,                                                 (36) 
 

𝐸 ̄ 𝜀 |𝒙 0 , 𝐸 ̄ 𝜀 𝒙 𝑉𝑎𝑟 ̄ 𝜀 |𝒙 𝜎 𝑣 𝒙 , and 𝐸 ̄ 𝜀 𝜀 𝒙
𝐶𝑜𝑣 𝜀 , 𝜀 𝒙 0, 𝑗 𝑘. 
  

(b) and the response-complement model (or nonresponse model or missing data 
model or imputation model for nonrespondent units) is: 

𝑦 𝑍𝜶 𝒙 𝜏 , for all 𝑖 ∈ �̄�,                                                (37) 

𝐸 ̄ 𝜏 |𝒙 0, 𝐸 ̄ 𝜏 𝒙 𝑉𝑎𝑟 ̄ 𝜏 |𝒙 𝜎 𝑢 𝒙 , and 𝐸 ̄ 𝜏 𝜏 𝒙
𝐶𝑜𝑣 𝜏 , 𝜏 𝒙 0,  𝑗 𝑘, where 𝑆𝜷 𝒙  and 𝑍𝜶 𝒙  are known functions of 𝒙  that 
depend on unknown vector parameters 𝜷 and 𝜶 , respectively. The variances 𝜎 𝑣 𝒙  
and 𝜎 𝑢 𝒙  are assumed known except for 𝜎  and 𝜎 .  

For the prediction process, we need the estimation of 𝑆𝜷 𝒙  and 𝑍𝜶 𝒙 .   
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(i) Estimation of 𝑺𝜷 𝒙𝒊 : 

Method 1: using (3), we have 
 

𝑆𝜷 𝒙 𝑎𝑟𝑔 𝑚𝑖𝑛
𝜷 𝒙

𝐸 ̄
𝜷 𝒙

𝒙
𝒙 𝑎𝑟𝑔 𝑚𝑖𝑛

𝜷 𝒙
𝐸 𝑐

𝜷 𝒙

𝒙
𝒙 , 

           (38) 
 
where 𝑐 𝜑 𝑤 1 𝐸 𝜑 𝑤 1 |𝒙⁄ .                                                                         
 

Hence, the vector 𝜷 can be estimated by: 

𝜷 𝑎𝑟𝑔𝑚𝑖𝑛∑ �̂�
𝜷 𝒙

𝒙∈ ,                                        (39)  

where �̂� 𝜑 𝑤 1 𝐸 𝜑 𝑤 1 |𝒙⁄ .        
                                   
Method 2: using (3) and (36), and assume that 𝐸 𝜑 𝑤 1 |𝒙 𝐸 𝜑 𝑤 1 , 
we have: 
 

𝐸 ̄
𝜷 𝒙

𝒙
𝒙 𝐸

𝜷 𝒙

𝒙
.                                 (40)     

Hence,  

𝜷 𝑎𝑟𝑔𝑚𝑖𝑛∑ 𝜑 𝑤 1
𝜷 𝒙

𝒙∈ ,                                       (41) 

since 𝐸 𝜑 𝑤 1  is constant.  
 
(ii) Estimation of 𝑍𝜶 𝒙  

Method 1: using (4), we have: 

𝑍𝜶 𝒙 𝑎𝑟𝑔 𝑚𝑖𝑛
𝜶 𝒙

𝐸 𝑘 𝜶 𝒙

𝒙
𝒙 ,                                           (42)                       

 
where 𝑘 𝜑 1 𝐸 𝜑 1 |𝒙⁄ .  
 

Hence, the vector 𝜶 can be estimated by 

𝜶 𝑎𝑟𝑔𝑚𝑖𝑛∑ 𝑘 𝜶 𝒙

𝒙∈ ,                                (43) 

where 𝑘 𝜑 1 𝐸 𝜑 1 |𝒙⁄ .                                           
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Method 2: using (3) and (37), and assume that 𝐸 𝜑 1 |𝒙 𝐸 𝜑 1 ,  
we have: 
 

𝐸 ̄
𝜶 𝒙

𝒙
𝒙 𝐸 𝜶 𝒙

𝒙
.                                  (44)                       

Thus,  

𝜶 𝑎𝑟𝑔𝑚𝑖𝑛∑ 𝜑 1 𝜶 𝒙

𝒙∈ .                                     (45) 

Hence,  
𝑇 , 𝐸 𝑇|𝑂 ∑ 𝑦∈ ∑ 𝑍𝜶 𝒙∈ ̄ ∑ 𝑆𝜷 𝒙∈ ̄                                   (46) 

 
and  
 

𝑇 , 𝐸 𝑇|𝑂 ∑ 𝑦∈ ∑ 𝑍𝜶 𝒙∈ ̄ ∑ 𝑆𝜷 𝒙∈ ̄ .                                  (47) 
 

The benefits of using the predictor 𝑇 ,  over using the predictor 𝑇 ,  is that 𝑇 ,  
does not require the identification and estimation of 𝜑 𝒙 𝐸 𝜑 1 |𝒙 .  On the 
other hand, in situations where this expectation can be estimated properly, 
the predictor 𝑇 , is likely to be more accurate since the weights 𝑘
𝜑 1 𝐸 𝜑 1 |𝒙⁄  will often be less variable than the weights 𝜑 1 .  

This is because the weights 𝑘 𝜑 1 𝐸 𝜑 1 |𝒙⁄  only account for the net 
effect of the response process on the target conditional distribution 
𝑓 ̄ 𝑦 |𝒙 ,𝜃, 𝜂, 𝛾 whereas the weights 𝜑 1 account for the effect of the response 
process on the joint distribution 𝑓 ̄ 𝑦 ,𝒙 ;𝜃, 𝜂, 𝛾 . 

8.1.1. Particular cases 

For illustration we use method 2 only under different famous models in survey 
sampling. 

Case 1: Common Mean Model:  

Sample-complement model:  𝐸 ̄ 𝑦 𝜇 ̄  and 𝑉𝑎𝑟 ̄ 𝑦 𝜎 .                                                           

Response-complement model: 𝐸 ̄ 𝑦 |𝑥 𝜇 ̄   and   𝑉𝑎𝑟 ̄ 𝑦 𝜎 . 
 

After some algebra, the weights under the 4 different combinations of sampling 
design (informative (i), noninformative (n)) and nonresponse mechanism (ignorable 
(i), nonignorable (n)) are summarized in Table 1. 
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Table 1:  𝑤  - Homogeneous Model , 𝑇 , ∑ 𝑤 𝑦∈  

SD-NM 𝑤  

ii 1
𝑛 𝑚
𝑚

𝑁 𝑛
𝑤 1

∑ 𝑤 1∈
 

in 1 𝑛 𝑚
𝜑 1

∑ 𝜑 1∈
𝑁 𝑛

𝜑 𝑤 1
∑ 𝜑 𝑤 1∈

 

ni 𝑁
𝑚

 

nn 1 𝑛 𝑚
𝜑 1

∑ 𝜑 1∈
𝑁 𝑛

𝜑
∑ 𝜑∈

 

Note that ∑ 𝑤∈ ∑ 1∈ 𝑁.  
 
Case 2: Simple linear regression model: 
Sample-complement model: 𝐸 ̄ 𝑦 |𝑥 𝛽 𝛽 𝑥  and 𝑉𝑎𝑟 ̄ 𝑦 𝜎 .                      
Response-complement model: 𝐸 ̄ 𝑦 |𝑥 𝛼 𝛼 𝑥   and 𝑉𝑎𝑟 ̄ 𝑦 𝜎 .                    

After some algebra, the weights under the 4 different combinations of sampling 
designs (informative (i), noninformative (n)) and nonresponse mechanism (ignorable (i), 
nonignorable (n)) are summarized in Table 2. 

Table 2:  𝑤  - Simple linear regression model, 𝑇 , ∑ 𝑤 𝑦∈  

SD-
NM 𝑤  �̄� ∗  �̄� ∗ 

ii 
1

𝑛 𝑚
𝑚

𝑛 𝑚 �̄� ̄ �̄� ∗
𝑥 �̄� ∗

∑ 𝑥 �̄� ∗∈

 

𝑁 𝑛
𝑤 1

∑ 𝑖 𝑤 1∈
 

𝑁 𝑛 �̄� ̄ �̄� ∗
𝑤 1 𝑥 �̄� ∗

∑ 𝑤 1 𝑥 �̄� ∗∈
 

 

∑ 𝑥∈

𝑚
 

∑ 𝑤 1 𝑥∈

∑ 𝑤 1∈
 

in 
1 𝑛 𝑚

𝜑 1
∑ 𝜑 1∈

 

𝑛 𝑚 �̄� ̄ �̄� ∗
𝜑 1 𝑥 �̄� ∗

∑ 𝜑 1 𝑥 �̄� ∗∈

 

𝑁 𝑛
𝜑 𝑤 1

∑ 𝜑 𝑤 1∈
 

𝑁 𝑛 �̄� ̄ �̄� ∗
𝜑 𝑤 1 𝑥 �̄� ∗

∑ 𝜑 𝑤 1 𝑥 �̄� ∗∈
 

∑ 𝜑 1 𝑥∈

∑ 𝜑 1∈
 

∑ 𝜑 𝑤 1 𝑥∈

∑ 𝜑 𝑤 1∈
 

ni 

1
𝑛 𝑚
𝑚

𝑛 𝑚 �̄� ̄ �̄� ∗
𝑥 �̄� ∗

∑ 𝑥 �̄� ∗∈

 

𝑁 𝑛
𝑚

𝑁 𝑛 �̄� ̄ �̄� ∗
𝑥 �̄� ∗

∑ 𝑥 �̄� ∗∈
 

∑ 𝑥∈

𝑚
 

∑ 𝑥∈

𝑚
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Table 2:  𝑤  - Simple linear regression model, 𝑇 , ∑ 𝑤 𝑦∈   (cont.) 

SD-
NM 𝑤  �̄� ∗  �̄� ∗ 

nn 
1 𝑛 𝑚

𝜑 1
∑ 𝜑 1∈

 

𝑛 𝑚 �̄� ̄ �̄� ∗
𝜑 1 𝑥 �̄� ∗

∑ 𝜑 1 𝑥 �̄� ∗∈

 

 𝑁 𝑛
𝜑

∑ 𝜑∈
𝑁 𝑛 �̄� ̄

�̄� ∗
𝜑 𝑥 �̄� ∗

∑ 𝜑 𝑥 �̄� ∗∈
 

∑ 𝜑 1 𝑥∈

∑ 𝜑 1∈
 

∑ 𝜑 𝑥∈

∑ 𝜑∈
 

Note that ∑ 𝑤 𝑥∈ ∑ 𝑥∈ .  

Case 3: Simple ratio model: 
Sample-complement model: 𝐸 ̄ 𝑦 |𝑥 𝛽𝑥 and 𝑉𝑎𝑟 ̄ 𝑦 𝜎 𝑥 .   
Response-complement model: 𝐸 ̄ 𝑦 |𝑥 𝛼 𝑥 ; and 𝑉𝑎𝑟 ̄ 𝑦 𝜎2  𝑥 .                       
After some algebra, the weights under the 4 different combinations of sampling designs 
(informative (i), noninformative (n)) and nonresponse mechanism (ignorable (i), 
nonignorable (n)) are summarized in Table 3. 

Table 3:  𝑤  - Simple ratio (or proportional) model, 𝑇 , ∑ 𝑤 𝑦∈   

SD-
NM 𝑤  �̄� ∗  �̄� ∗  

ii 1
𝑛 𝑚
𝑚

�̄� ̄

�̄� ∗
 

𝑁 𝑛
𝑤 1

∑ 𝑤 1∈
 
�̄� ̄

�̄� ∗
 

∑ 𝑥∈

𝑚
 

∑ 𝑤 1 𝑥∈

∑ 𝑤 1∈
 

in 

1 𝑛 𝑚
𝜑 1

∑ 𝜑 1∈
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Note that ∑ 𝑤 𝑥∈ ∑ 𝑥∈ .  
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8.2. Bias correction method- multiple regression  

According to (35), with auxiliary variables, the prediction of finite population total 
requires computation of ∑ 𝐸 ̄ 𝑦 |𝒙∈ ̄  and ∑ 𝐸 ̄ 𝑦 |𝒙∈ ̄ . Here, we use the “bias 
correction method” proposed by (Chambers 2003), see Chambers and Clark (2012, 
page 114). 

Computation of ∑ 𝐸 ̄ 𝑦 |𝒙∈ ̄ : 

𝐸 ̄ 𝑦 |𝒙
∈ ̄

𝐸 ̄ 𝑦 |𝒙 𝐸 𝑦 |𝒙 𝐸 𝑦 |𝒙
∈ ̄

 

                        𝐸 𝑦 |𝒙
∈ ̄

𝐸 ̄ 𝑦 |𝒙 𝐸 𝑦 |𝒙
∈ ̄

 

                        ≅ ∑ 𝐸 𝑦 |𝒙∈ ̄ 𝑁 𝑛 ∑ 𝐸 ̄ 𝑦 𝐸 𝑦 |𝒙∈ ̄ .      (48) 
Now, using (3), 𝐸 ̄ 𝑦 𝐸 𝑦 |𝒙  can be estimated by 

𝐸 ̄ 𝑦 𝐸 𝑦 |𝒙
∑ ∈

∑ 𝜑 𝑤 1∈ 𝑦 𝐸
|𝒙

𝑦 .            

(49) 
Also, using (2), 𝐸 𝑦 |𝒙  can be estimated by 

𝐸 𝑦 |𝒙 𝐸
|𝒙

𝑦 .                                                   (50) 
 
Computation of ∑ 𝐸 ̄ 𝑦 |𝒙∈ ̄ : 

Similarly,  

𝐸 ̄ 𝑦 |𝒙
∈ ̄

𝐸 ̄ 𝑦 |𝒙 𝐸 𝑦 |𝒙 𝐸 𝑦 |𝒙
∈ ̄

 

                        𝐸 𝑦 |𝒙
∈ ̄

𝐸 ̄ 𝑦 |𝒙 𝐸 𝑦 |𝒙
∈ ̄

 

                    ≅ ∑ 𝐸 𝑦 |𝒙∈ ̄ 𝑛 𝑚 ∑ 𝐸 ̄ 𝑦 𝐸 𝑦 |𝒙∈ ̄ .                       
(51) 

But, using (4),  𝐸 ̄ 𝑦 𝐸 𝑦 |𝒙  can be estimated by 

𝐸 ̄ 𝑦 𝐸 𝑦 |𝒙
∑ ∈

∑ 𝜑 1∈ 𝑦 𝐸 𝑦 |𝒙 .                        (52) 

Hence, 

𝑇 , 𝑦
∈

𝐸 𝑦 |𝒙
∈ ̄

𝑛 𝑚
1

∑ 𝜑 1∈
𝜑 1

∈

𝑦 𝐸 𝑦 |𝒙

 

∑ 𝐸
|𝒙

𝑦∈ ̄ 𝑁 𝑛
∑ ∈

∑ 𝜑 𝑤 1∈ 𝑦 𝐸
|𝒙

𝑦 .  

(53) 
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8.3.  Generalized regression estimator (GREG) under informative sampling and 
 nonignorable nonresponse 

Assume that  
𝐸 𝑦 𝒙 𝜷 𝑥 𝛽 ⋯ 𝑥 𝛽 ,                                                    (54) 

 
then the GREG estimator is: 
 
𝑇 ∑ 𝐸 𝑦 ∑ 𝒙 𝜷    , 𝜷 ∑ 𝜑 𝑤 𝒙 𝒙∈ ∑ 𝜑 𝑤 𝒙 𝑦∈ .     (55)                    

                       
Justification: under (54) and using (1), we can show that  
 

𝜷 𝑎𝑟𝑔𝑚𝑖𝑛 𝐸 𝑦 𝒙 𝜷 𝑎𝑟𝑔𝑚𝑖𝑛∑ 𝜑 𝑤 𝑦 𝒙 𝜷∈ .                        (56) 

Therefore,  
 
𝜷 ∑ 𝜑 𝑤 𝒙 𝒙∈ ∑ 𝜑 𝑤 𝒙 𝑦∈ 𝒙 𝛷𝑊 𝒙 𝒙 𝛷𝑊 𝒚,                (57) 

 
where 𝑑𝑖𝑎𝑔 𝜑 𝑤 , … ,𝜑 𝑤  𝒙 𝒙 , … ,𝒙 . Then    
       

𝑇 ∑ 𝐸 𝑦 ∑ 𝒙 𝜷 .                                               (58) 
 

Now, if 𝒙 𝑥 , … , 𝑥 1,𝒙 , then 
 

𝑇 ∑ 𝐸 𝑦 ∑ 1,𝒙
𝛽

𝜷
∑ 𝜑 𝑤 𝑔 𝑦∈ .                              (59) 

where 𝒙 �̄� , … , �̄� , �̄� ∑ 𝑥 , 𝛽 �̄� 𝜷 𝒙 , 







ri ii

ri ijii

wj w

xw
x




 �̄�
∑ ∈

∑ ∈
, and  

𝑔 𝑁
∑ ∈

𝒙 𝒙 ∑ 𝜑 𝑤 𝒙 𝒙∈ 𝒙 .                    (60)                       
 

Not that if 𝒙 𝒙 0, that is, �̄� �̄� , or 

 ∑ 𝑥
∑ ∈

∑ ∈
,                                                       (61) 

then 
                                          𝑇  

∑ ∈
∑ 𝜑 𝑤 𝑦∈ .                                               (62) 
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Furthermore,  𝑇  ∑ 𝜑 𝑤 𝑔 𝑦∈  (59) belongs to the class of calibration 
estimators since ∑ 𝜑 𝑤 𝑔 𝒙𝒊∈ 𝒙 , see Deville and Särndal (1992). According to 
this, we can derive a calibration estimator of the finite population total 𝑇 ∑ 𝑦  
when sampling design is informative and nonresponse mechanism is nonignorable as 
follows.  

It should be noted here that equation (61) can be considered as calibration 
constraint when sampling design is informative and nonresponse mechanism is 
nonignorable. That is, the calibration estimator of 𝑇 ∑ 𝑦 can be obtained by 
minimizing 

  ∑ ∈                                                           (63) 
with respect to 𝑤 , subject to the constraint 

 ∑ 𝑤 𝒙∈ 𝑿 .                                                         (64) 
 

Let 𝝀 𝜆 , … , 𝜆  be the Lagrange multiplier, so the Lagrange function is: 

𝜓 𝑤 , … ,𝑤 ;𝝀 ∑ ∈ 2 ∑ 𝑤 𝒙∈ 𝑿 𝝀.              (65) 
  

Differentiating (65) with respect to 𝑤  and 𝝀, and then equating the derivatives 
to zero, we get the calibration weights: 

𝑤 𝜑 𝑤 1 𝒙 𝝀 .                                                     (66) 
 

where 𝝀 is determined by the constraint  ∑ 𝑤 𝒙∈ 𝑿 , which is equal to 

𝝀 ∑ 𝜑 𝑤 𝒙 𝒙∈ ∑ 𝑤 𝒙∈ 𝑿 .                                         (67) 
 

If ∑ 𝜑 𝑤 𝒙 𝒙∈  is invertible, then the calibration estimator of 𝑇 ∑ 𝑦  is 
 𝑇 ∑ 𝜑 𝑤 𝑔 𝑦 ∑ 𝑤 𝑦∈∈                                               (68) 

where 𝑤 𝜑 𝑤 𝑔   and 𝑔  is given by: 

𝑔 1 𝒙 𝒙 ∑ 𝜑 𝑤 𝒙 𝒙∈ 𝒙 .                             (69) 
 

Variance of   𝑇 ∑ 𝜑 𝑤 𝑔 𝑦 ∑ 𝑤 𝑦∈∈ . 
 

Following Deville and Särndal (1992), the estimated variance of 𝑇  (equation 68) 
is given by: 

𝑉 𝑇 ∑ ∑ 1 𝑤 𝑒 𝑤 𝑒∈∈ ,                       (70) 

where 𝜓 𝑃𝑟 𝑖, 𝑗 ∈ 𝑟 , 𝜋 𝑃𝑟 𝑖, 𝑗 ∈ 𝑠  and 𝑒 𝑦 𝒙 𝜷 .  



110                                                  A. Eideh: On representativeness, informative sampling, nonignorable … 

 

 

9. Conclusions 

In this paper, we study, within a modeling framework, the semi-parametric 
prediction of finite population total, by specifying the probability distribution of the 
observed measurements under informative sampling and nonignorable nonresponse. 
This is the most general situation in surveys and other combinations of sampling 
informativeness and response mechanisms can be considered as special cases. 
Furthermore, based on the relationship between response distribution and population 
distribution, we introduced a new measure of representativeness of a response set and 
a new test of nonignorable nonresponse and informative sampling, jointly. In addition 
to that, generalized regression (GREG) and calibration estimators under informative 
sampling and nonignorable nonresponse are derived.  

The paper is purely mathematical and focuses on the role of informativeness of 
sampling design and informativeness of nonresponse in adjusting various predictors 
for bias reduction. Further experimentation (simulation and real data problem) with 
this kind of semiparametric predictors, generalized measures of representativeness, 
tests of nonignorable nonresponse, informativeness of sampling design, and calibration 
estimators are therefore highly recommended.  The author hopes that the new 
mathematical results obtained will encourage further theoretical, empirical and 
practical research in these directions. 
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A new confidence interval for the odds ratio

Zofia Zielińska-Kolasińska,1 Wojciech Zieliński2

ABSTRACT

We consider the problem of interval estimation of the odds ratio. An asymptotic confi-
dence interval is widely applied in economics, medicine, sociology, etc. Unfortunately, this
confidence interval has a poor coverage probability, significantly smaller than the nominal
confidence level. In this paper, a new confidence interval is proposed. Its construction re-
quires only information on the sizes of samples and the sample odds ratio. The coverage
probability of the proposed confidence interval is at least the nominal confidence level.

Key words: confidence interval, odds ratio.

1. Introduction

In many practical sciences such as economy, medicine, sociology, etc. dichotomous
variate is observed. Such variate is to be compared in two independent groups. Commonly
used is the difference of two fractions (the risk difference), the ratio of two proportions (the
relative risk) and the odds ratio. The relative risk and the odds ratio are relative measure-
ments for comparison of two variates, while the risk difference is an absolute measurement.

The odds ratio is one of the parameters commonly used in such comparisons, especially
in two-arm binomial experiments. This indicator was firstly applied by Cornfield (1951).
The literature devoted to the analysis of odds ratio and its estimators is very rich, see, e.g.
Encyclopedia of Statistical Sciences (2006) Volume 9, pp. 5722–5726 and the literature
therein.

However, the problem is in the interval estimation. In general, there are two approaches
to the problem. The first one consists in the analysis of 2×2 tables (Edwards (1963), Gart
(1971), Thomas (1971)). The second approach is based on logistic model in which the
odds ratio has a direct relationship with the regression coefficient (Gart (1971), McCullagh
(1980), Morris (1988)). Wang, Shan (2015) constructed exact confidence interval for
the odds ratio based on another approach. Namely, they applied the so-called rank function.
A very exhaustive review of different confidence intervals for the odds ratio may be found in
Andrés et.al (2020). Unfortunately, all those confidence intervals have one very important
disadvantage: their real probability of coverage is significantly smaller than the nominal
one. It is in contradiction to the Neyman (1934 p. 562) definition of a confidence interval.
Hence, the risk of a wrong conclusion (i.e. overestimation or underestimation) is greater
than the assumed one and unluckily remains unknown.

1Poland. E-mail: zzk@egrp.pl, ORCID: https://orcid.org/000-0001-8845-758X.
2Department of Econometrics and Statistics, Warsaw University of Life Sciences, Warsaw, Poland.

E-mail: wojciech_zielinski@sggw.edu.pl, ORCID: https://orcid.org/0000-0003-0749-8764.
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The most commonly used in applications is an asymptotic interval for odds ratio derived
from logistic model (formula (4) in Section 3). This asymptotic interval is widely used in
different statistical packages. There are also many internet scripts for calculating the asymp-
totic confidence interval (see, e.g. http://www.hutchon.net/ConfidOR.htm). Unfortunately,
this confidence interval has some statistical disadvantages discussed in Section 3. To avoid
those disadvantages a new confidence interval is proposed. The idea of construction is
similar to the idea of construction of the confidence interval for the difference of two prob-
abilities of success (the risk difference) proposed by Zieliński (2020a). It is based on the
exact distribution of the sample odds ratio, hence it works for large as well as for small sam-
ples. The coverage probability of that confidence interval is at least the nominal confidence
level.

In Section 2 a new confidence interval is constructed. In Section 3 some disadvantages
of the asymptotic confidence interval are discussed. An example of application is given in
Section 4. Final conclusions are given in Section 5.

2. A new confidence interval

Consider two independent r.v.’s ξA and ξB distributed as Bin(nA, pA) and Bin(nB, pB),
respectively. The problem is in estimating the odds ratio:

OR =
(pA/(1− pA))

(pB/(1− pB))
=

pA

(1− pA)
· (1− pB)

pB
.

Let nA1 and nB1 be observed numbers of successes. The data are usually organized in a 2×2
table:

success failure
Group A nA1 nA0 nA

Group B nB1 nB0 nB

n1 n0 n

The standard estimator of OR is as follows:

ÕR =
nA1

nA −nA1
· nB −nB1

nB1
. (1)

The estimator ÕR is undefined for nA1 = nA or nB1 = 0. The probability of the nonexistence
of ÕR equals

PpA,pB {ξA = nA or ξB = 0}= pnA
A +(1− pB)

nB − pnA
A (1− pB)

nB .

For a given odds ratio equal to r > 0

pB =
pA

pA + r(1− pA)
and 1− pB =

r(1− pA)

pA + r(1− pA)
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Figure 1: The probability Pr,pA {ξA = nA or ξB = 0}

and

Pr,pA {ξA = nA or ξB = 0}= pnA
A +(1− pnA

A )

(
r(1− pA)

pA + r(1− pA)

)nB

.

In Figure 1 the above probability (y axis) is shown for different values of true odds ratio r
with respect to probability pA (x axis). In Figure 1 nA = 60 and nB = 70 were taken.

It is seen that the probability of nonexistence of ÕR is quite high, especially for small
values of the probability pA. To eliminate that phenomena another approach is needed.

Usually, the problem of estimating an odds ratio is considered in the following statistical
model:

({0,1, . . . ,nA}×{0,1, . . . ,nB} ,{Bin(nA, pA) ·Bin(nB, pB),(pA, pB) ∈ (0,1)× (0,1)}) .

Since we are interested in estimating the odds ratio OR, consider now a new statistical
model. This model is the one-parameter model: the odds ratio is an unknown parameter

(X ,{Fr,0 ≤ r ≤+∞}) ,

where

X =

{
nA1

nA −nA1
· nB −nB1

nB1
: nA1 ∈ {0,1, . . . ,nA},nB1 ∈ {0,1, . . . ,nB}

}
.

The cumulative distribution functions (CDF) Fr(·) are defined as follows.

Since the estimator ÕR given by formula (1) is undefined for nA1 = nA or nB1 = 0 we
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extend the definition of the estimator of the odds ratio in the following way:

ÔR =


0, for (nA1 = 0,nB1 ≥ 1) or (nA1 ≤ nA −1,nB1 = nB),

+∞, for (nA1 = nA,1 ≤ nB1 ≤ nB −1) or (nA1 ≥ 1,nB1 = 0),

1, for (nA1 = 0,nB1 = 0) or (nA1 = nA,nB1 = nB),

formula (1), elsewhere.

(2)

The probability of observing ξA = nA1 and ξB = nB1 equals

PpA,pB {nA1,nB1}=
(

nA

nA1

)
pnA1

A (1− pA)
nA−nA1

(
nB

nB1

)
pnB1

B (1− pB)
nB−nB1 .

Equivalently

Pr,pA {nA1,nB1}= rnB−nB1

(
nA

nA1

)(
nB

nB1

)
pnA1+nB1

A (1− pA)
nA+nB−nA1−nB1

(pA + r(1− pA))nB
.

Let

Fr,pA(t) = Pr,pA

{
ÔR ≤ t

}
=

nA

∑
nA1=0

nB

∑
nB1=0

Pr,pA {nA1,nB1}1
(

ÔR(nA1,nB1)≤ t
)
,

where 1(q) = 1 when q is true and = 0 elsewhere. For any given pA ∈ (0,1) the family
{Fr,pA ,r > 0} is stochastically ordered, i.e.

Fr1,pA(·)≥ Fr2,pA(·) for r1 ≤ r2.

It follows from the fact that for a given nA1, nB1 and pA the probability Pr,pA {nA1,nB1} is the
decreasing function of odds ratio r.

Let γ be the given confidence level and let r̂ be the observed odds ratio. For a given pA

the confidence interval for r takes on the form

(Le f t (r̂, pA) , Right (r̂, pA)) , (3)

where {
Le f t (r̂, pA) = max

{
r : Gr,pA (r̂)≥ (1+ γ)/2

}
,

Right (r̂, pA) = min
{

r : Fr,pA (r̂)≤ (1− γ)/2
}
.

Here, Gr,pA(t) denotes the probability Pr,pA

{
ÔR < t

}
.

The coverage probability by the construction is at least a given confidence level γ . In
Figure 2 the coverage probability for pA = 0.5 and nA = 50, nB = 10 is presented (γ = 0.95).
For other values of pA ∈ (0,1) the graphs are similar. On the x-axis the value r of the odds
ratio is given and on the y-axis the probability of coverage is shown.
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Figure 2: Coverage probability of (3)

Since the probability pA is unknown it should be treated as a nuisance parameter. In
statistics two methods of eliminating a nuisance parameter are common: estimation of such
parameter or integration over nuisance parameter. In what follows we choose the second
method, i.e. appropriate integration:

Pr {nA1,nB1}=
∫ 1

0
Pr,pA {nA1,nB1}w(pA)d pA,

where w : (0,1)→ R+ is a weighting function such that
∫ 1

0 w(u)du = 1. The function w may
be chosen quite arbitrary. The choice is interpreted as an a priori knowledge of probability
pA. The most common is the choice of function w proportional to (u−a)α−1(b−u)β−1 for
positive α and β and 0 ≤ a < b ≤ 1. In what follows α = β = 1, a = 0 and b = 1 is taken.
So, it is assumed that the probability pA may be any number from the interval (0,1).

We obtain

Pr {nA1,nB1}=
∫ 1

0
Pr,pA {nA1,nB1}d pA

= (nA +nB)!

( nA
nA1

)( nB
nB1

)( nA+nB
nA1+nB1

) (
1
r

)nB1

2F̃1

[
nB,nA1 +nB1 +1;nA +nB +2;1− 1

r

]
,

where

2F̃1 [x,y;z; t] =
1

Γ(z− y)Γ(y)

∫ 1

0
uy−1(1−u)z−y−1(1−ut)−xdu (for z > y > 0)

is the regularized confluent hypergeometric function. The CDF of ÔR equals (for t ≥ 0)

Fr(t) = Pr

{
ÔR ≤ t

}
=

nA

∑
nA1=0

nB

∑
nB1=0

Pr {nA1,nB1}1
(

ÔR(nA1,nB1)≤ t
)
,
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where 1(q) = 1 when q is true and = 0 elsewhere.

Since ÔR is given by formula (2) the CDF may be written as

Fr(t) =
nA−1

∑
nA1=0

nB

∑
nB1=h(nA1)

Pr {nA1,nB1}

= (nA +nB)!
nA−1

∑
nA1=0

nB

∑
nB1=h(nA1)

( nA
nA1

)( nB
nB1

)( nA+nB
nA1+nB1

) (
1
r

)nB1

2F̃1

[
nB,nA1 +nB1 +1;nA +nB +2;1− 1

r

]
,

where

h(nA1) =


⌈

nB

t
(

nA
nA1

−1
)
+1

⌉
, for nA1 ≥ 1,

0, for nA1 = 0,

(here ⌈x⌉ denotes the smallest integer not less than x).

The family {Fr,r ≥ 0} is stochastically ordered, i.e. for a given t > 0

Fr1(t)≥ Fr2(t) for r1 ≤ r2.

It follows from the fact that for a given nA1, nB1 and pA the probability Pr,pA {nA1,nB1} is the
decreasing function of odds ratio r and hence Pr {nA1,nB1} is also decreasing in r.

Let Gr(t) denote the probability Pr

{
ÔR < t

}
. Let γ be the given confidence level and

let r̂ be the observed odds ratio. The confidence interval for r takes on the form

(Le f t (r̂) , Right (r̂)) , (4)

where

Le f t (r̂) =


0, r̂ = 0,

0, if limr→0 Gr (r̂)< (1+ γ)/2,

r∗, r∗ = max{r : Gr (r̂)≥ (1+ γ)/2},

and

Right (r̂) =


∞, r̂ = ∞,

∞, if limr→∞ Fr (r̂)> (1− γ)/2,

r∗, r∗ = min{r : Fr (r̂)≤ (1− γ)/2}.

Theorem. For nA > 2
1−γ

− 1 the confidence interval for the odds ratio is two-sided and is
one-sided otherwise.

For the proof see Appendix 1.

If r̂ is the observed odds ratio then the confidence interval for r takes on the following
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form:

for r̂ ∈ [0,1) :

{
⟨0,r∗), for nA ≤ 2

1−γ
−1,

(r∗,r∗), for nA > 2
1−γ

−1,

for r̂ ∈ [1,+∞) :

{
(r∗,+∞), for nA ≤ 2

1−γ
−1,

(r∗,r∗), for nA > 2
1−γ

−1,

where r∗ and r∗ are given by formula (4). Minimal sample sizes nA for which two-sided
confidence interval exists are given in Table 1.

Table 1: Minimal sample size

γ 0.9 0.95 0.99 0.999
nA 20 40 200 2000

For a given r > 0 the coverage probability, by construction, equals at least γ . Figure 3 shows
the coverage probability for nA = 60, nB = 70 and γ = 0.95. On the x-axis the value r of
the odds ratio is given and on the y-axis the probability of coverage is shown. The coverage
probabilities are calculated, not simulated.

Figure 3: Coverage probability of (4)

Remark. The above considerations are made for A versus B. It is obvious that

OR(A vs B) =
1

OR(B vs A)
.

It is easily seen that the new confidence interval has the following natural property:

Le f t(A vs B) =
1

Right(B vs A)
and Right(A vs B) =

1
Le f t(B vs A)

.

In the case of considering B versus A in the Theorem, the sample size nA should be changed
to nB.
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3. Standard confidence interval

Estimating the odds ratio is one of the crucial problems in medicine, biometrics, etc.
The most widely used confidence interval at the confidence level γ is of the form(

ÕR · exp
(

u 1−γ

2

√
1

nA1
+

1
nA0

+
1

nB1
+

1
nB0

)
, ÕR · exp

(
u 1+γ

2

√
1

nA1
+

1
nA0

+
1

nB1
+

1
nB0

))
,

(5)
where uδ denotes the δ quantile of N(0,1) distribution. In the above formula the estimator
ÕR is given by (1). Unfortunately, this confidence interval has at least three disadvantages.
They are as follows.

1. Confidence interval (5) does not exist if at least one of nA0, nA1, nB0 or nB1 equals
zero or ÕR does not exist. The probability of such an event may be quite large, so in many
real experiments it may happen (cf. Figure 1) that the confidence interval is undefined.

2. The coverage probability of c.i. (5) is less than the nominal one. In Figure 4 the
coverage probability is shown for nA = 60, nB = 70 and γ = 0.95 (the value r of odds ratio
is given on the x-axis and the coverage probability is given on the y-axis). The probability
of wrong conclusion, i.e. of overestimation or underestimation is greater than the assumed
0.05. It means that the true value of odds ratio may be smaller than the left end of the
confidence interval (4) or greater than its right end. The risk of such an event is greater than
the nominal 0.05 and unfortunately remains unknown. Note that this is in contradiction to
Neyman (1934, p. 562) definition of a confidence interval.

Figure 4: Coverage probability of (5)

3. The standard asymptotic confidence interval requires the knowledge of sample sizes
as well as sample proportions in each sample. Unfortunately, it may lead to misunderstand-
ings. Namely, suppose that six experiments were conducted. In each experiment two sam-
ples of sizes sixty and seventy, respectively, were drawn (n1 = 60, n2 = 70). The resulting
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numbers of successes are shown in Table 2 (the first two columns).

Table 2: Confidence intervals in six experiments

nA1 nB1 ÕR le f t right
6 14 0.4444 0.1592 1.2410
8 18 0.4444 0.1776 1.1122

15 30 0.4444 0.2095 0.9428
24 42 0.4444 0.2199 0.8985
36 54 0.4444 0.2078 0.9506
48 63 0.4444 0.1627 1.2141

It is seen that the sample odds ratio (the third column) is the same in all experiments, but
the confidence intervals are quite different. Moreover, for example, in the first experiment it
may be claimed that the population odds in groups A and B may be treated as equal, while
in the fourth one such a conclusion should not be drawn.

4. An example of application

The aim of the study was to compare the chances of survival of trading companies in
Mazowieckie voivodship versus Warsaw (Poland). The question was about the chances of
surviving during the first ten years of activity (Zieliński 2020b).

Let pA denote the probability of surviving the first ten years of activity of a firm es-
tablished in Mazowieckie voivodship, and let pB denote the appropriate probability for
a firm established in Warsaw. We are interested in the estimation of the odds ratio, i.e.
(pA/(1− pA))/(pB/(1− pB)).

From the REGON (National Business Registry Number) registry it is known that 32760
firms started their activity in 2007. Among them 17130 were established in Mazowieckie
voivodship, while 15630 were established in Warsaw. Among firms established in 2007 the
random sample of size 320 was taken and it was observed how many of those firms were
still active in 2017. The data are given in Table 3.

Table 3: Random sample of firms

Active Nonactive
Mazowieckie 96 74 170

Warsaw 85 65 150

On the basis of those data the odds ratio would be estimated.
Note that the estimator of the odds ratio is defined for random variables distributed as

binomial. In our investigation we deal with random variables distributed as hypergeometric.
It is well known that hypergeometric distribution may be approximated by an appropriate
binomial distribution. Some remarks on consequences of such approximation may be found
in Zieliński (2011). In what follows, it is assumed that binomial approximation to the
hypergeometric one is fairly enough.
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The estimate of odds for Mazowieckie voivodship equals (96/170)/(74/170) = 1.297.
It means that almost 30% more of the firms established in 2007 were still working than were
nonactive. A similar indicator for Warsaw equals 1.308.

The estimate of odds ratio for Mazowieckie voivodship versus Warsaw equals
1.292/1.308= 0.992. The confidence interval (4) at 95% confidence level is (0.437,2.049).
Since this confidence interval covers 1, it may be expected that for the firms established in
2007 the chances of surviving the first ten years of activity for Mazowieckie voivodship and
for Warsaw are similar.

The above conclusion may of course be wrong. It must be stressed that the risk of over-
or under-estimation is at most 5%, in contradiction to the standard confidence interval.

Simple calculations show that the standard confidence interval (5) at 95% confidence
level for odds ratio is (0.989,1.544). This confidence interval is narrower than (4), but
unfortunately the risk of not covering the true value of the odds ratio is greater than assumed
5% and remains unknown.

Table 4: Number of firms in REGON registry in 2007

Active Nonactive
Mazowieckie 9448 7682 17130

Warsaw 9607 6023 15630

In the presented example we are very lucky since we have full information about the
number of firms established in 2007 which survived until 2017. Hence, we may calculate
the exact value of odds ratio for that population. Those data are presented in Table 4 (data
comes from the REGON registry).

The exact value of odds ratio in that population equals (9448/7682)/(9607/6023) =
0.771. Note that the new confidence interval (4) covers this value, while the standard
asymptotic confidence interval does not.

5. Conclusions

In this paper a new confidence interval for the odds ratio is proposed. The confidence
interval is based on the exact distribution of the sample odds ratio, hence it works for large
as well as for small samples. The coverage probability of that confidence interval is at least
the nominal confidence level, in contrast to the asymptotic confidence intervals known in
the literature. It must be noted that the information on the sample sizes and the sample odds
ratio is sufficient for constructing the new confidence interval. Unfortunately, no closed
formulae for the ends of the confidence interval are available. However, for given nA, nB

and observed ÔR the ends may be easily numerically computed with the aid of the standard
software such as R, Mathematica, etc. (see Appendix 2).

Since the proposed confidence interval may be applied for small as well as for large
sample sizes, it may be recommended for practical use.
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Appendix 1

A few remarks before the proof.

Remark 1. For 1 ≤ nA1 ≤ nA −1 and 1 ≤ nB1 ≤ nB −1

Pr {nA1,nB1}→

{
0, as r → 0

0, as r →+∞

Proof of Remark 1. For 1 ≤ nA1 ≤ nA −1 and 1 ≤ nB1 ≤ nB −1

Pr,pA {nA1,nB1} ∝ pnA1
A (1− pA)

nA−nA1 ·
(

pA

pA + r(1− pA)

)nB1
(

r(1− pA)

pA + r(1− pA)

)nB−nB1

→

{
0, as r → 0

0, as r →+∞

Hence, Pr {nA1,nB1}→ 0 as r → 0 or r → ∞.

Remark 2. Pr{ÔR = 0}→

{
nA

nA+1 , as r → 0

0, as r →+∞

Proof of Remark 2. Note that ÔR = 0 if and only if (nA1 = 0 and nB1 ≥ 1) or (1 ≤ nA1 ≤
nA −1 and nB1 = nB). Hence,

Pr,pA{ÔR = 0}

= (1− pA)
nA ∑

nB1≥1

(
nB

nB1

)
pnB1

B (1− pB)
nB−nB1 + pnB

B

nA−1

∑
nA1=1

(
nA

nA1

)
pnA1

A (1− pA)
nA−nA1

= (1− pA)
nA

(
1−

(
r(1− pA)

pA + r(1− pA)

)nB
)
+

(
pA

pA + r(1− pA)

)nB (
1− pnA

A − (1− pA)
nA
)

→

{
(1− pA)

nA +
(
1− pnA

A − (1− pA)
nA
)
= 1− pnA

A , as r → 0

0, as r →+∞

We obtain

Pr{ÔR = 0}=
∫ 1

0
Pr,pA{ÔR = 0}d pA →

{
nA

nA+1 , as r → 0

0, as r →+∞

Remark 3. Pr{ÔR = 1}→

{
1

nA+1 , as r → 0
1

nA+1 , as r →+∞
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Proof of Remark 3. Note that ÔR = 1 iff nA1nB = nB1nA. Hence,

Pr,pA{ÔR = 1}

= (1− pA)
nA(1− pB)

nB + pnA
A pnB

B +
nA−1

∑
nA1=1

Pr,pA {nA1,nB1}

= (1− pA)
nA

(
r(1− pA)

pA + r(1− pA)

)nB

+ pnA
A

(
pA

pA + r(1− pA)

)nB

+
nA−1

∑
nA1=1

Pr,pA {nA1,nB1}

→

{
pnA

A , as r → 0

(1− pA)
nA , as r →+∞

We obtain

Pr{ÔR = 1}=
∫ 1

0
Pr,pA{ÔR = 1}d pA →

{
1

nA+1 , as r → 0
1

nA+1 , as r →+∞

Theorem. For nA > 2
1−γ

− 1 the confidence interval for r is two-sided and is one-sided
otherwise.

Proof. For 0 < t < 1 we have

Pr

{
ÔR ≤ t

}
= Pr

{
ÔR = 0

}
+Pr

{
0 < ÔR ≤ t

}
→

{
nA

nA+1 , as r → 0

0, as r →+∞

If nA
nA+1 > 1+γ

2 , i.e. nA > 2
1−γ

−1, the confidence interval is two-sided. Otherwise, the c.i. is
one-sided with the left end equal to 0.
For 1 ≤ t <+∞ we have

Pr

{
ÔR ≤ t

}
=Pr

{
ÔR < 1

}
+Pr

{
ÔR = 1

}
+Pr

{
1 < ÔR <+∞

}
→

{
1, as r → 0

1
nA+1 , as r →+∞

If 1
nA+1 < 1−γ

2 , i.e. nA > 2
1−γ

−1, the confidence interval is two-sided. Otherwise, the c.i. is
one sided with the right end equal to +∞.
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Appendix 2

An exemplary R code for calculating the confidence interval for the odds ratio is enclosed.

OR=function(n,m){
ifelse(m[1]==0 & m[2]==0,0,

ifelse(m[1]==n[1] & m[2]==n[2],2*(n[1]-1)*(n[2]-1),

ifelse(m[2]==0,2*(n[1]-1)*(n[2]-1),

ifelse(m[1]==n[1],2*(n[1]-1)*(n[2]-1),m[1]*(n[2]-m[2])/(n[1]-m[1])/m[2])

)))}
f=function(rr,k1,k2,pA){dbinom(k1,n[1],pA)*dbinom(k2,n[2],pA/(pA+rr*(1-pA)))}
nieostra=function(rr,tt){
line<-0

prawd=c()

for (k1 in 0:(n[1]-1)){
RS=round(n[2]/(tt*(n[1]/k1-1)+1),2)

Niod=ifelse(k1==0,ifelse(tt<1,1,0),ceiling(RS))

for (k2 in Niod:n[2])

{mrob=c(k1,k2)
line=line+1;

prawd[line]=integrate(f,0,1,rr=rr,k1=k1,k2=k2,subdivisions = 1000L,

stop.on.error = FALSE)$value;}}
td=sum(prawd)}
ostra=function(rr,tt){
line<-0

prawd=c()

for (k1 in 0:(n[1]-1)){
RS=round(n[2]/(tt*(n[1]/k1-1)+1),2)

Osod=ifelse(k1==0,ifelse(tt<=1,1,0),ifelse(RS==trunc(RS),RS+1,ceiling(RS)))

for (k2 in Osod:n[2])

{mrob=c(k1,k2)
line=line+1;

prawd[line]=integrate(f,0,1,rr=rr,k1=k1,k2=k2,subdivisions = 1000L,

stop.on.error = FALSE)$value;}}
tg=sum(prawd)}
CI=function(n,m,level){
orobs<-OR(n,m)

eps=1e-4

ifelse(orobs<1,

{ifelse(n[1]<=2/(1-level)-1,
{L=0;
P=uniroot(function(t){ostra(t,orobs)-(1-level)/2}, lower = orobs,

upper = 2*(n[1]-1)*(n[2]-1),tol = eps)$root},
{L=uniroot(function(t){nieostra(t,orobs)-(1+level)/2}, lower = 0.00000001,

upper = orobs, tol = eps)$root;

P=uniroot(function(t){ostra(t,orobs)-(1-level)/2}, lower = orobs,

upper = 2*(n[1]-1)*(n[2]-1), tol = eps)$root})},
{ifelse(n[1]<=2/(1-level)-1,
{L=uniroot(function(t){nieostra(t,orobs)-(1+level)/2}, lower = 0.00000001,

upper = orobs, tol = eps)$root;

P=Inf},
{L=uniroot(function(t){nieostra(t,orobs)-(1+level)/2}, lower = 0.00000001,

upper = orobs, tol = eps)$root;

P=uniroot(function(t){ostra(t,orobs)-(1-level)/2}, lower = orobs,
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upper = 2*(n[1]-1)*(n[2]-1), tol = eps)$root})}
)

print(paste("Confidence interval for odds ratio (",round(L,5),",",round(P,5),")

at the confidence level ", level,sep=""),quote=FALSE)

print(paste("Sample odds ratio equals ",round(orobs,4), "; n1=",n[1],",

n2=",n[2],sep=""),quote=FALSE)}
#Example of usage

n=c(60,70) # input nA and nB
m=c(7,63) # input nA1 and nB1
CI(n,m,level=0.95)
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Determinants of livestock products export in Ethiopia 

Ermyas Kefelegn1 

Abstract 

Ethiopia has one of the largest livestock populations in Africa. In 2016–2017, the share of 
live animals, leather, and meat in the total export of the country reached 9.6%.  
This paper aims to identify the determinants of the export of Ethiopian livestock products 
by means of  vector autoregressive and vector error correction models.  
Multivariate time series is used to model the association between the products of the 
Ethiopian livestock export included in the study. Vector autoregressive and vector error 
correction models are used for modelling and inference. 
The results indicated the existence of a long term correlation  between the volume of live 
animals, meat and leather exports. The volume of meat export is significantly affected by 
a lag occurring in the export of live animals in the short-run. Therefore, 3.7% of the short-
run imbalance  in the volume of leather export is  adjusted each quarter. 
It is suggested that the exporters of livestock products should properly utilise the Ethiopian 
livestock resources. On the other hand, the government should offer different forms of 
support to exporters, especially those focusing on exporting value-added products. 

Key words: livestock export, VAR, VECM. 

1.  Introduction 

Ethiopia has one of the largest livestock populations in Africa. According to recent 
estimates, the country has about 57.8 million heads of cattle, 28.9 million sheep, 
29.7 million goats and 47.1 million poultry, plus an assortment of horses, donkeys and 
camels (CSA, 2015; MOA, 2015).The economic contribution of the livestock sub-sector 
in Ethiopia is about 11% of the total Gross Domestic Product (GDP) and 24% of the 
agricultural GDP (NBE, 2016). 

The government of Ethiopia encourages investments in meat processing, especially 
focusing on exporting value-added products abroad. In 2016/17 export earnings from 
leather and leather products decreased by 1.1 percent due to a 1.6 percent fall in export 
volume despite 0.5 percent rise in international price. Consequently, the share of leather 
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& leather products in total export revenue stood at 3.9% (NBE, 2016). Formally, 
Ethiopia exports approximately 200,000 livestock annually. Djibouti, Egypt, Somalia, 
Sudan, Saudi Arabia, Yemen and United Arab Emirate are the major importers of 
Ethiopian live animals. The key question that this paper attempts to address is “what 
factors determine the volume of Ethiopian livestock products export?” so this study is 
designed to identify factors that determine the volume of Ethiopian livestock products 
export. It also identifies whether there exist an association between the volume of meat, 
leather and live animals export or not. 

Several studies about livestock products export and related variables are done using 
univariate time series analysis. Univariate time series analysis is important but it is 
inadequate for the analysis of interaction and co-movements of several time series 
simultaneously. In contrast, multivariate time series (MVTS) analysis involves a vector 
of time series that will be modelled simultaneously. MVTS deals with the interaction, 
co-movements and bi-directional causality of several time series. To the best of the 
authors’ knowledge, little information (study) is available in multivariate time series 
analysis about livestock products export. So, this study is important in filling this gap.  

2.  Literature review  

In their study, using monthly data disaggregated by markets of destination and 
sectors, Cho, Sheldon and McCorrison (2002) found that there is a strong negative 
impact of the exchange rate uncertainty on livestock  trade compared to other sectors 
for a simple bilateral trade flows across countries.  

The study by De Grawue and Bellefoid (1986), Steinherr (1989) demonstrates that 
the trade volume is more affected by the long run changes in the exchange rate than by 
the short run exchange rate fluctuations. This confirms the result obtained by Sheldon 
and McCorrison (2002). 

 
A major problem with the leather sector is the by-product status of hides and skins. 

Cattle, goats and sheep are mainly used for meat (Aklilu, Yacob 2002). Thus, 
the product, i.e. hides and skins, becomes available when meat is needed, not when it is 
appropriate for leather processing. This shows the direct dependence of leather sector 
on meat. 

Livestock are shipped across borders without letters of credit or pre-arranged sale 
contracts, with the trade being managed through cross-border clan relationships that 
face high transaction costs, including significant risks of confiscation, theft and disease 
as they transport and trade in animals (Wassie 2015). Somaliland exporters rely on their 
agents based in Yemen. 
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3.  Data and methodology 

3.1.  Source and type of data 

The study used secondary data obtained from the National Bank of Ethiopia over 
the period from 2002 first quarter to 2017 third quarter. The data have information 
about the quarterly volume of live animals, meat and leather export of Ethiopia; and the 
quarterly exchange rate. 

The vector of endogenous (response) variables (Yt) is the quarterly volume of 
Ethiopian livestock products export. Specifically, Yt = (y1t, y2t, y3t), where y1t, y2t, and y3t 
represents the export volume of live animals, meat, and leather at time (quarter) t, 
respectively. The lagged values of quarterly volume of Ethiopian livestock products are 
used as independent variables in our VAR specification together with the exogenous 
covariate quarterly exchange rate (birr against the US dollar). 

3.2.  Methodology 

3.2.1.  Vector Auto regressive (VAR) Models  

The study used multivariate time series to model the association between Ethiopian 
livestock products export. VAR model is one of the most successful, flexible and easy 
to use models for the analysis of multivariate time series. It is a natural extension of the 
univariate autoregressive model to dynamic multivariate time series.  

Stationarity 

The first step for an appropriate analysis is to determine whether the time series 
under consideration are stationary or not. Many economic and financial time series 
exhibit 
a trending behaviour or non-stationarity in the mean. Due to non-stationarity, 
regressions with time series data are very likely to result in spurious results. The test of 
stationarity that has become widely popular over the past several years, namely, the 
Augmented Dickey- Fuller (ADF) test due to Dickey and Fuller (1979), is used to test 
for the existence of unit roots. 

Since there are three endogenous variables, in this study a trivariate VAR (p) model 
is applied for quarterly Ethiopian livestock products export. The basic p - lag vector 
autoregressive (VAR (p)) model with an exogenous variable (Xt) has the form:  

Yt = C + π1Yt-1 + π2Yt-2 + . . . + πpYt-p + GXt + εt,   t = 1, 2 . . . T              (1) 

where πi are (n × n) coefficient matrices, G ~ (n × n) is a parameter matrix and εt is 
(n × 1) unobservable zero mean white noise vector process with time invariant 
covariance matrix ∑.  
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For example, a trivariate VAR (1) model with an exogenous variable (Xt) has the 
form:  
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where Yt = (Y1t, Y2t, Y3t)′ is a vector of Ethiopian livestock products export, and Xt is the 
exchange rate at time t. The gi represents the effect of the current exchange rate on the 
contemporaneous volume of export. The diagonal elements πi j of matrix π represent 
the effect own one-period-lagged livestock product export on the respective 
contemporaneous export, while the off diagonal elements 𝜋  (i ≠ j) represent the mean 
effects across Ethiopian livestock products export. 

Estimation of the order of the VAR model 

The lag length for the VAR (p) model may be determined using model selection 
criteria. The general approach is to fit VAR (p) models with orders p = 0,1…,Pmax  and 
choose the value of p which minimizes the Akaike (AIC), Schwarz – Bayesian (BIC) 
and Hannan – Quinn (HQ). Model selection criteria for VAR (p) models have the form: 

IC (p) = ln|∑p|+ CT.φ (n,p)                                          (3) 

where, IC = Information Criteria, ∑p = T-1 ∑ εt εt'   is the residual covariance matrix from 
a VAR (p) model, CT is a sequence indexed by the sample size T, and φ (n, p) is a penalty 
function which penalizes large VAR (p) models.  

3.2.2.  Co-integration Analysis 

Two sets of variables are said to be cointegrated if a linear combination of these 
variables has a lower order of integration. For example, cointegration exists if a set of 
variables, each of which is integrated of order one (I(1)), have linear combinations that 
are I(0). The order of integration I(1) tells us that first differences transform the non-
stationary variables into stationarity series. The presence of co-integration is an 
evidence of a long-run equilibrium relationship between the series under consideration. 
In this study the Johansson (1991) procedure was applied to test for the presence of 
cointegration relationships. 

The starting point in Johansen’s procedure in determining the number of co 
integrating vectors is re-parameterizing the VAR representation of Yt. 

Yt = 𝜋 1Yt-1 + 𝜋 2Yt-2 + … + 𝜋 pYt-p + DXt + 𝜀t                             (4) 
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as a vector error correction model (VECM): 

ΔYt = 𝜋 Yt-1 + ∑ 𝛤  𝛥𝑦  + DXt + 𝜀t                                    (5) 

where 𝜋 = ∑ π 𝐼  ,    Γi = -∑ π   and  𝐼  is the identity matrix (Reinsel, 1993) 

The rank of the matrix 𝜋 represents the number of cointegrating vectors in the 
system which can be determined using the Johnson Maximum likelihood method. 
If the rank (𝜋) =0, then there are  

no cointegrating vectors, and we analyse the system using VAR technique by 
differencing the non-stationary series. If 𝜋 has full rank, i.e. rank (𝜋) = n, then Yt has no 
unit root (Yt is stationary in level). In such cases VAR methodology is applied to the 
system in level. Finally, if rank (𝜋) = r, where 0 < r < n, then there exist r cointegrating 
vectors that are stationary, and the system is analysed as VECM. 

3.2.3.  Vector Error Correction Modelling (VECM) 

The finding that many time series may contain a unit root has spurred the 
development of the theory of non-stationary time series analysis. A VEC model is 
a restricted VAR designed for use with no stationary series that are known to be  
co-integrated. It restricts the long-run behaviour of the endogenous variables to 
converge to their co-integrating relationships while allowing for short-run adjustment 
dynamics. The co-integration term is known as the error correction term since the 
deviation from long-run equilibrium is corrected gradually through a series of partial 
short-run adjustments. 

Granger’s representation theorem (Granger, 1969) asserts that if the coefficient 
matrix 𝜋 in equation (5) has reduced rank r < n, then there exist (n × r) matrices α and 
β each with rank r such that 𝜋 = α β', where α is matrix of speed of adjustments and β is 
matrix of parameters which determines the co-integrating relationships matrix of long- 
run coefficients. 

4.  Results and Discussion 

4.1. Time plots 

The data in this study consist of log of quarterly volume (net weight) of live animal 
export (LLA), leather export (LLR) and meat export (LME) in tons; and the quarterly 
exchange rate (birr against US dollar). The time period covered is from the first quarter 
of 2002 to third quarter of 2017. 

The time plot of each of the series is shown in Figure 1. From the time plot we can 
observe that even though the volume of livestock products export highly declined 
at different period due to the bans imposed by importing countries as a result of 
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outbreaks of livestock diseases, all the series show an increasing trend over the study 
period. 
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Figure 1:  Time plot of the series 

4.2. stationarity test 

4.2.1. seasonality test 

There are two reasons that might cause our data to be affected by seasonality. 
The first one is the quarterly nature of the data itself. Secondly, consumption of meat 
in Ethiopia is highly seasonal (with peaks around religious holidays), which in turn 
affects the export of livestock products. Therefore, before directly testing for the 
stationarity of the series, we have to check for the periodicity of the data. The result of 
seasonality test for the series is presented in Table 1. 

Table 1:  Seasonality test for the series  

The seasonality test results show that there is no evidence of stable seasonality for 
all of the series under consideration (p-value > 0.05). Moreover,  the fact that the M7 
statistics are all greater than one is further evidence that no seasonal adjustment is 
necessary (Lothian and Morry, 1978).  

4.2.2. Unit root test 

Before we attempt to fit a suitable model, we have to test for the presence of unit 
root(s) so that the order of integration of each series could be determined. The result of 
ADF test both at level and first difference for each series are presented in Tables 2. 

Series F- statistic M 7 Kruskal - Wallis statistic_(p – value) 

LLA 1.942 1.955 5.776   ( 0.12304  ) 

LLR 4.590 1.224 7.601   ( 0.05502 ) 

LME 0.565 3.000 1.753   ( 0.62510  ) 
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Table 2:  Unit root test results  

* MacKinnon (1996) one-sided p-values. 

The results in Table 2 indicate that the null hypothesis that the series in levels 
contains unit root could not be rejected for all of the four variables, while the null 
hypothesis is rejected for the first difference of the series. This implies that the time 
series under consideration are all integrated of order one (I (1)).  

4.3. VAR model specification and estimation 

For subsequent modelling choices, specifying the lag length has strong 
implications. The lag order selection results indicated that the appropriate lag length 
for the VAR model is one (1). Furthermore, the Wald lag exclusion test shows that the 
chosen lag is optimal and suitable for the data set. Accordingly, we adopt VAR (1) 
model for prediction and forecasting purposes.  

Table 3:  Vector auto regression estimates 

* represents significant variables. 

Variables 
At level First difference 

ADF statistics P value ADF statistics P value 
LLA -2.519 0.317 -7.698 0.000 
LLR -1.635 0.766 -10.867 0.000 
LME -2.845 0.188 -8.704 0.000 
LER -0.040 0.950 -3.0257 0.038 
Critical values (5%) -2.9108 -2.9108 

Standard errors in ( ) ,  t-statistics in [ ] & p-value in {} 
Specification D_LLA D_LLR D_LME 

D_LLA(-1) -0.255833 * -0.005862 -0.098513 * 
  (0.11103)  (0.02736)  (0.05327) 
 [-2.30422] [-0.21425] [-1.84922] 
 {0.0173} {0.8233} {0.0453} 

D_LLR(-1) -0.356147 -0.260173 * -0.147339 
  (0.52483)  (0.12934)  (0.25182) 
 [-0.67860] [-2.01154] [-0.58510] 
 {0.4798} {0.0373} {0.5423} 

D_LME(-1)  0.238370  0.079182 -0.241890 * 
  (0.27461)  (0.06768)  (0.13176) 
 [ 0.86803] [ 1.17001] [-1.83580] 
 {0.3663} {0.2237} {0.0471} 

C  0.028549  0.013864  0.040123 
  (0.06441)  (0.01587)  (0.03090) 
 [ 0.44325] [ 0.87343] [ 1.29831] 
 {0.6442} {0.3633} {0.1772} 

D_LER  1.679694 -0.224150  2.512451 
  (5.01018)  (1.23473)  (2.40396) 
 [ 0.33526] [-0.18154] [ 1.04513] 
 {0.7268} {0.8500} {0.2769} 
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The volumes of live animal, leather and meat export are significantly explained by 
their own past volume of export. This implies that for a percent increase in one time 
lagged volume of live animal and leather export their volume of export is decreased by 
0.255 and 0.26 percent respectively.  

The volume of meat export is also explained by past volume of live animal export; 
a one percent increase in one-time lagged volume of live animal leads to a 0.24percent 
decrease in the volume of meat export. This result is in line with the findings of 
Gebergziaher (2015). 

4.4. Co-integration analysis  

Since the variables are integrated of the same order, we proceed to co integration 
test. The main purpose of co- integration analysis is to model the long-run relationship 
between the underlying variables. The results of c-integrating tests for LLA, LME and 
LLR are reported in Table 4.  

Table 4:  Johansen co-integration test results 

Number of co 
integrating 

vector 

Eigen 
value 

Trace test Maximum eigenvalue test 

Statistic critical 
value Prob.** Statistic critical 

value Prob ** 

None *(**)  0.255284  33.13406  29.79707  0.0199  28.87368  21.13162  0.0033 

At most 1  0.172862  15.15419  15.49471  0.0562  11.15595  14.26460  0.1466 

At most 2(**)  0.056959  3.577366  3.841466  0.0586  5.335259  3.841466  0.0209 

Normalized co integrating coefficients ( standard error in ( ) and t-statistic in [ ]) 
    LLA                                 LLR                                          LME 
1.00000          5.267334   -3.909227 
        (1.43794)   (0.62645) 
        [3.66312]   [-6.24032] 

* for Trace test and (**) for maximum eigen value test.  

From the Johansen co-integration test, the rank of the co-integration matrix was 
found to be one. In other words, there is one linear combination of the three I(1) series 
that is stationary, that is, there exists a long-run causal relationship among LLA, LLR, 
LME. A study by Gebergziaher (2015) also reports that there is a long-run association 
between livestock export. 

The long-run model is given by:   
LLA = 3.91 LME – 5.27 LLR – 14.39 

The long-run equation shows that a one percent increases in the volume of meat 
export induces, on average, an increase of about 3.91 percent in the volume of live 
animals in the long-run. 
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4.4.1.  Model estimation 

Having concluded that the series under consideration are cointegrated, we proceed 
to estimate the short-run behaviour and the adjustment to the long-run equilibrium, 
which is represented by VECM. The results of the fitted VEC model are presented 
in Table 5 below. 

Table 5:  Vector error correction estimates 

* represents significant variables 
 

The results of the fitted VEC model show that the volume of meat export is 
significantly affected by lagged value of the volume of live animals export in the short-
run. Furthermore, the vector error correction models show that 3.7% of the short-run 
disequilibrium in the volume of leather export is adjusted within one quarter, while the 
remaining shocks are adjusted in the subsequent quarters. On the other hand, the 
volume of live animals export is significantly affected by its own lagged values in the 
short-run. 

 Standard errors in ( ) & t-statistics in [ ] 

Error Correction: D(LLA) D(LLR) D(LME) 

CointEq1 -0.104701 -0.037182 *  0.047054 
  (0.06410)  (0.01538)  (0.03085) 
 [-1.63344] [-2.41777] [ 1.52542] 
 

D(LLA(-1)) -0.201626 *  0.013388 -0.122875 * 
  (0.108564)  (0.02743)  (0.05502) 
 [-1. 857206] [ 0.48806] [-2.23321] 
 

D(LLR(-1)) -0.162598 -0.191439 -0.234323 
  (0.53058)  (0.12730)  (0.25534) 
 [-0.30645] [-1.50386] [-0.91770] 
 

D(LME(-1)) -0.022891 -0.013599 -0.124475 
  (0.31434)  (0.07542)  (0.15128) 
 [-0.07282] [-0.18031] [-0.82284] 
 

C  0.044204  0.019423  0.033087 
  (0.06419)  (0.01540)  (0.03089) 
 [ 0.68865] [ 1.26122] [ 1.07111] 
 

D_LER  0.056511 -0.800585  3.241934 
  (5.03619)  (1.20830)  (2.42362) 
 [ 0.01122] [-0.66257] [ 1.33764] 
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4.4.2.  Structural analysis 

4.4.2.1.  Forecast error variance decomposition 

The decomposition is used to understand the proportion of the fluctuation in a series 
explained by its own shocks as well as shocks from other variables. The results of the 
decomposition analysis are presented in Table 6 below. 

Table 6:  Variance decomposition of LLA 

 
At the first horizon, the variation of live animals export is explained by its own 

shock only. In the second quarter, shock to the volume of live animals export accounts 
for 93% variation of the fluctuation in live animals export (own shock) and the 
remaining 3.6 and 3.4  percent is explained by the volume of meat and leather exports, 
respectively. Then after shock to the volume of live animals, leather and meat export 
account approximately for 82%, 6% and 12% of the variability in the volume of live 
animals export, respectively.  

5.  Conclusions  

In this empirical work, an attempt was made to apply multivariate time series 
analysis to model the co integration of Ethiopian livestock products export using 
quarterly data from 2002 to 2017. The data were tested for seasonality and results 
revealed that all of the series were not affected by periodicity. Moreover, unit root tests 
show that all four series were non-stationary in level, but stationary after first 
differencing. 

Among all candidate VAR models, VAR (1) was found to be the best to describe 
the data. The co-integration test shows that there exists a long-run association between 
the volumes of Ethiopian live animals, leather and meat export.  

The long-run equation shows that the volume of live animals export has a positive 
long-run relationship with the volume of meat export: for a one percent increase in the 
volume of meat export, the volume of live animals export is increased by 3.9 percent, 
in the long-run. One naturally expects an inverse relationship between the two. But the 

 Variance Decomposition of LLA:
 Period S.E. LLA LLR LME

 1  0.835363  100.0000  0.000000  0.000000
 2  1.105118  92.88874  3.624653  3.486603
 3  1.259070  88.09384  5.049786  6.856373
 4  1.347530  85.30358  5.599132  9.097284
 5  1.397888  83.72305  5.835364  10.44158
 6  1.426325  82.83517  5.947145  11.21769
 7  1.442299  82.33809  6.003622  11.65829
 8  1.451243  82.06030  6.033349  11.90636
 9  1.456240  81.90521  6.049381  12.04541
 10  1.459029  81.81868  6.058150  12.12317
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finding that the two series drift upward together may support the fact that the Ethiopian 
livestock resource is underutilized. 

From the fitted short-run models, 3.7% of the short-run disequilibria in the volume 
of leather export are adjusted each quarter. The volume of meat export is significantly 
affected by lagged volume of live animals export in the short-run. On the other hand, 
the volume of live animals export is significantly affected by its own lagged values in the 
short-run. 

It is recommended for concerned bodies to properly utilize the Ethiopian livestock 
resource. It is also recommended to include more exogenous factors (such as fuel oil 
price and domestic price of meat). 
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On some efficient classes of estimators using auxiliary
attribute

Shashi Bhushan1, Anoop Kumar2

ABSTRACT

This paper considers some efficient classes of estimators for the estimation of population
mean using known population proportion. The usual mean estimator, classical ratio, and re-
gression estimators suggested by Naik and Gupta (1996) and Abd-Elfattah et al. (2010) es-
timators are identified as the members of the suggested class of estimators. The expressions
of bias and mean square errors are derived up to first-order approximation. The proposed
estimators were put to test against various other competing estimators till date. It has been
found both theoretically and empirically that the suggested classes of estimators dominate
the existing estimators.

Key words: Bias, Mean square error, Efficiency, Auxiliary attribute.

1. Introduction

In sample survey methodology, it is well known that the information on the auxiliary
variable helps to meliorate the efficiency of the estimators. Literature comprises several
improved and modified ratio, regression, product and exponential type estimators in this di-
mension. Some contemporary relevant studies in this direction, namely, Zaman and Kadilar
(2020), Bhushan and Kumar (2020, 2022), Bhushan et al. (2020a, b, c, d, e), Bhushan et
al. (2021), Zaman and Kadilar (2021a, b) can be viewed. However, many times, in real
life situations, the variable of interest may be associated with some qualitative auxiliary
characteristics that might be easily available. For example:

(i). The height of the person (y) may rely on sex φ i.e. the person is male or female.

(ii). The amount of yield of paddy crop (y) may rely on a certain variety of paddy (φ).

(iii). The amount of milk produce (y) may depend on a certain breed of buffalo (φ).

(iv). The use of drugs (y) may depend on the sex (φ).

Furthermore, if measuring a quantitative variable is expensive, then such an auxiliary at-
tribute may be considered, which can be constructed from the auxiliary variable and is
highly associated with the variable of interest. For example:

(i). The yield of crop (y) may depend on large/small land holdings (φ).

1Department of Statistics, University of Lucknow, Lucknow, India, 226007. E-mail: bhushan_s@lkouniv.ac.in,
ORCID: https://orcid.org/0000-0002-3931-888X.
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E-mail: anoop.asy@gmail.com, ORCID: https://orcid.org/0000-0003-2775-6548.
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(ii). The tax paid by a company (y) may depend on its turn over (φ) which can be con-
verted into large/small company.

(iii). The family expenditure (y) may depend on the household size (φ) which can be
classified large/small household.

Thus, by considering the advantage of bi-serial correlation (ρ), Naik and Gupta (1996)
suggested the classical ratio, product and regression estimators using the knowledge on
auxiliary attribute. Later on, Jhajj et al. (2006) considered a general class of estimators for
population mean using auxiliary attribute. Singh et al. (2007) developed exponential type
ratio and product estimators of population mean using auxiliary attribute. Abd-Elfattah et
al. (2010) introduced some modified estimators of population mean based on attribute.
Grover and Kaur (2011) mooted an exponential type estimators of population mean using
auxiliary attribute. Singh and Solanki (2012) investigated a general class of estimators of
population mean using auxiliary attribute. Koyuncu (2012) suggested an efficient estima-
tors of population mean based on auxiliary attribute. Zaman and Toksoy (2019) suggested
ratio type estimators of population mean utilizing bivariate auxiliary attribute. Following
Bahl and Tuteja (1991), Zaman and Kadilar (2019) suggested attribute based exponential
ratio estimator of population mean. Yadav and Zaman (2020) extended the work of Zaman
and Kadilar (2019) utilizing auxiliary attribute. Zaman (2019a) suggested improved ratio
estimator of population mean utilizing skewness as an auxiliary attribute. Zaman (2019b)
investigated an efficient class of estimator in stratified sampling based on attribute whereas
following Ozel (2016), Zaman (2020) suggested a ratio cum exponential ratio type estimator
using attribute. Further, Bhushan and Gupta (2020) developed logarithmic type estimators
of population mean based on attribute. Recently, Zaman (2021) addressed an efficient ex-
ponential estimator of population mean in stratified random sampling.
This paper addresses the problem of estimating the population mean using information on
an auxiliary attribute. The rest of the paper is drafted in the following sections. In Section 2,
we have discussed the existing estimators along with their properties. In Section 3, we have
suggested some efficient classes of estimators with their properties. The theoretical condi-
tions are derived in Section 4 whereas an empirical study is conducted in Section 5. The
final conclusion is made in Section 6.

2. Existing estimators

Consider a finite population U = (U1,U2, . . . ,UN) based on N units from which a sample
s of size n is measured using the simple random sampling without replacement (SRSWOR)
scheme. Let yi and φi be the total number of units of the study variable y and the auxil-
iary attribute φ for unit i of the population U . It is to be noted that φi=1 if the unit i owns
the attribute φ and φi = 0, otherwise. Let X = ∑

N
i=1 φi and x = ∑

n
i=1 φi be the total num-

ber of units in the population U and sample s, respectively, possessing attribute φ whereas
P = X/N and p = x/n, respectively, denote the populatiton proportion and sample pro-
portion having attribute φ . Let Ȳ = N−1

∑
N
i=1 yi and ȳ = n−1

∑
n
i=1 yi, respectively, be the

population mean and sample mean of study variable y, S2
y = (N − 1)−1

∑
N
i=1(yi − Ȳ )2 and

s2
y = (n−1)−1

∑
n
i=1(yi − ȳ)2, respectively, be the population mean square and sample mean
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square of study variable y, S2
φ
= (N −1)−1

∑
N
i=1(φi −P)2 and s2

φ
= (n−1)−1

∑
n
i=1(φi − p)2,

respectively, be the population mean square and sample mean square of auxiliary attribute
φ , Syφ = (N −1)−1(∑N

i=1 yiφi −NPȲ ) and syφ = (n−1)−1(∑n
i=1 yiφi −npȳ) respectively be

the population covariance and sample covariance between study variable y and attribute φ ,
Cy = Sy/Ȳ and Cφ = Sφ/P, respectively, be the population coefficient of variation of study
variable y and attribute φ and ρ = Syφ/(SySφ ) be the point biserial correlation coefficient
between study variable y and attribute φ .
To obtain the bias and mean square error (MSE) of various estimators, let us assume that,
ȳ= Ȳ (1+e0) and p=P(1+e1) such that E(e0)=E(e1)= 0 and E(e2

0)= γC2
y , E(e2

1)= γC2
φ

,
E(e0e1) = γρCyCφ , where γ = (N −n)/Nn.
The usual mean estimator is given by

tm = ȳ (2.1)

Naik and Gupta (1996) suggested the classical ratio and regression estimator for population
mean Ȳ using information on the auxiliary attribute as

tr = ȳ
(

P
p

)
(2.2)

tlr = ȳ+βφ (P− p) (2.3)

where βφ = Syφ/S2
φ

is the regression coefficient of y on φ .
Following Hansen et al. (1954), Srivastava (1967), Walsh (1970) and Bhushan and Gupta
(2019), one may introduce the following class of estimators based on the auxiliary attribute
as

t1 = ȳ+θ(p∗−P∗) (2.4)

t2 = ȳ
(

P∗

p∗

)Λ

(2.5)

t3 = ȳ
{

P∗

P∗+∆(p∗−P∗)

}
(2.6)

t4 = ȳ
{

1+ log
(

p∗

P∗

ג{(
(2.7)

where θ , Λ, ∆ and ג are suitably chosen scalars to be determined later. Furthermore,
p∗ = η p+λ and P∗ = ηP+λ such that η and λ are any real values or function of some
known parameters of the auxiliary attribute φ , namely, population standard deviation Sφ ,
population coefficient of variation Cφ , population coefficient of skewness β1(φ), population
coefficient of kurtosis β2(φ) and population point biserial correlation coefficient ρ between
study variable y and attribute φ .
Jhajj et al. (2006) considered the class of estimators for population mean Ȳ as

tJ = h(ȳ,u) (2.8)
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where u = p/P and h(ȳ,u) are the function of (ȳ,u) such that h(ȳ,1) = Ȳ ,∀Ȳ and the func-
tion h(ȳ,u) satisfies certain regularity conditions as mentioned in Jhajj et al. (2006).
On the lines of Bahl and Tuteja (1991), Singh et al. (2007) suggested ratio and product
exponential type estimators as

tsr = ȳexp
(

P− p
P+ p

)
(2.9)

tsp = ȳexp
(

p−P
p+P

)
(2.10)

Singh et al. (2008) envisaged a class of estimator using information on auxiliary attribite as

ts = [ȳ+βφ (P− p)]
(

P∗

p∗

)
(2.11)

Some members of the estimator ts are given in Table 1 for ready reference.
Abd-Elfattah et al. (2010) also suggested the following classes of estimators for the popu-
lation mean using information on auxiliary attribute as

ta1 = m1{ȳ+βφ (P− p)}
(

P
p

)
+m2{ȳ+βφ (P− p)}

(
P+β2(φ)

p+β2(φ)

)
(2.12)

ta2 = m1{ȳ+βφ (P− p)}
(

P
p

)
+m2{ȳ+βφ (P− p)}

(
P+Cφ

p+Cφ

)
(2.13)

ta3 = m1{ȳ+βφ (P− p)}
(

P
p

)
+m2{ȳ+βφ (P− p)}

(
β2(φ)P+Cφ

β2(φ)p+Cφ

)
(2.14)

ta4 = m1{ȳ+βφ (P− p)}
(

P
p

)
+m2{ȳ+βφ (P− p)}

(
Cφ P+β2(φ)

Cφ p+β2(φ)

)
(2.15)

where m1 and m2 are weights such that m1 +m2 = 1.
Furthermore, Abd-Elfattah et al. (2010) envisaged the following class of estimators as

ta5 = ȳ
(

P+β2(φ)

p+β2(φ)

)
(2.16)

ta6 = ȳ
(

P+Cφ

p+Cφ

)
(2.17)

ta7 = ȳ
(

β2(φ)P+Cφ

β2(φ)p+Cφ

)
(2.18)

ta8 = ȳ
(

Cφ P+β2(φ)

Cφ p+β2(φ)

)
(2.19)

ta9 = ȳ
(

P+ρ

p+ρ

)
(2.20)
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Following Kadilar and Cingi (2006), one can define some more estimators like the ratio type
estimators tai , i = 5,6, ...,9 as

ta10 = ȳ
(

Cφ P+ρ

Cφ p+ρ

)
(2.21)

ta11 = ȳ
(

ρP+Cφ

ρ p+Cφ

)
(2.22)

ta12 = ȳ
(

β2(φ)P+ρ

β2(φ)p+ρ

)
(2.23)

ta13 = ȳ
(

ρP+β2(φ)

ρ p+β2(φ)

)
(2.24)

ta14 = ȳ
(

Sφ P+β2(φ)

Sφ p+β2(φ)

)
(2.25)

Solanki and Singh (2013) suggested the exponential type estimator as

tss = ȳexp
{

α(P− p)
(P+ p)

}
(2.26)

where α is a suitably chosen scalar.
Zaman (2019a) introduced some improved general class of estimators based on the coeffi-
cient of skeness of auxiliary attribte as

tz1 = ω ȳ
(

P+β1(φ)

p+β1(φ)

)
+(1−ω)ȳ

(
β2(φ)P+β1(φ)

β2(φ)p+β1(φ)

)
(2.27)

tz2 = ω ȳ
(

P+β1(φ)

p+β1(φ)

)
+(1−ω)ȳ

(
β1(φ)P+β2(φ)

β1(φ)p+β2(φ)

)
(2.28)

tz3 = ω ȳ
(

P+β1(φ)

p+β1(φ)

)
+(1−ω)ȳ

(
Cφ P+β1(φ)

Cφ p+β1(φ)

)
(2.29)

tz4 = ω ȳ
(

P+β1(φ)

p+β1(φ)

)
+(1−ω)ȳ

(
β1(φ)P+Cφ

β1(φ)p+Cφ

)
(2.30)

where ω is a suitably chosen scalar.
Zaman and Kadilar (2019) suggested a family of ratio exponential estimator as

tzk = ȳexp
[
(ηP+λ )− (η p+λ )

(ηP+λ )+(η p+λ )

]
(2.31)

where η and λ are same as defined earlier.
Following Zaman and Kadilar (2019), Yadav and Zaman (2020) introduced a general class
of estimators of population mean using the auxiliary attribute as

tyz = k1ȳ+ k2ȳexp
[
(ηP+λ )− (η p+λ )

(ηP+λ )+(η p+λ )

]
(2.32)
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where k1 and k2 are suitably chosen scalars such that k1 +k2 = 1. Furthermore, some mem-
bers of the estimator tzk and tyz are given in Table 1 for ready reference.
Following Ozel (2016), Zaman (2020) suggested exponential ratio type estimator using aux-
iliary attribute as

tz5 = ȳ
( p

P

)θ

exp
[
(ηP+λ )− (η p+λ )

(ηP+λ )+(η p+λ )

]
(2.33)

where θ is a suitably chosen scalar and η and λ are the same as defined earlier.
Bhushan and Gupta (2020) suggested the following family of estimators for the estimation
of population mean Ȳ as

tbg =
[
w1ȳ+w2

( p
P

)][
1+α log

(
p∗

P∗

)]
(2.34)

where w1, w2 and α are suitably chosen scalars. In addition, some members of the estimator
tbg are given in Table 1 for ready reference.
We would like to note that the minimum MSE of the estimators ti, i = 1,2,3,4 envisaged on
the lines of Hansen et al. (1954), Srivastava (1967), Walsh (1970) and Bhushan and Gupta
(2019), Jhajj et al. (2006) estimator tJ , Abd-Elfattah et al. (2010) estimators tai , i= 1,2,3,4,
Solanki and Singh (2013) estimator tss, Zaman (2019a) estimators tzi , i = 1,2,3,4, Yadav
and Zaman (2020) estimators tyz and Zaman (2020) estimator tz attain the minimum MSE
of the classical regression estimator tlr.
The MSE of the above estimators are given in Appendix A for quick reference.

3. Proposed Estimators

Adapting the procedure of Kadilar and Cingi (2006), we introduce the following classes
of estimators by combining the difference estimator given in (2.4) with the log type, Srivas-
tava and Walsh type estimator given in (2.7), (2.5) and (2.6) and Srivastava and Walsh type
estimators given in (2.5) and (2.6).

tk1 = ζ1{ȳ+θ(p∗−P∗)}+ψ1ȳ
{

1+ log
(

p∗

P∗

ג{(
(3.1)

tk2 = ζ2{ȳ+θ(p∗−P∗)}+ψ2ȳ
(

P∗

p∗

)Λ

(3.2)

tk3 = ζ3{ȳ+θ(p∗−P∗)}+ψ3ȳ
(

P∗

P∗+∆(p∗−P∗)

)
(3.3)

tk4 = ζ4ȳ
(

P∗

p∗

)Λ

+ψ4ȳ
(

P∗

P∗+∆(p∗−P∗)

)
(3.4)

where ζi, ψi, i = 1,2,3,4, θ , Λ, ∆ and ג are suitably chosen scalars. The proposed classes of
estimators are contemporary and novel in nature as they proposed to utilize the relationship
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of a quantitative variable with qualitative characteristics i.e., attribute. Moreover, the pro-
posed classes explore various linear and non-linear relationships including exponential and
logarithmic relationships. Furthermore, these proposed classes of estimators are general in
nature and possess various prominent classes of estimators as their special cases like linear
regression estimator, logarithmic type, Srivastava, and Walsh type estimators and their lin-
ear combinations. Further, the classes of estimators tki , i = 1,2,3,4 are reduced into some
existing estimators for different values of scalars as:

(i). for (ζ1, ψ1, θ , ,1)=(ג 0, 0, 0); tk1 → tm

(ii). for (ζ2, ψ2, θ , Λ, η , λ )=(1, 0, -βφ , 0, 1, 0); tk2 → tlr

(iii). for (ζ2, ψ2, θ , Λ, η , λ )=(0, 1, 0, 1, 1, 0); tk2 → tr

(iv). for (ζ4, ψ4, Λ, ∆, η , λ )=(1, 1, 0, 0, η , λ ); tk4 → tai , i = 5,6, ...,13

Several other estimators can be generated for different values of scalars. Some members of
the proposed classes of estimators are given in Table 1.

Theorem 3.1. The bias and MSE of the suggested classes of estimators tki , i = 1,2,3,4 are
given as

Bias(tki) = Ȳ
[

ζiIi +ψiJi −1
]

(3.5)

MSE(tki) = Ȳ 2 [1+ζ
2
i Fi +ψ

2
i Gi +2ζiψiHi −2ζiIi −2ψiJi

]
(3.6)

Proof. Refer to Appendix B for the outline of the derivation and definitions of parametric
functions ζi, ψi, Fi, Gi, Hi, Ii and Ji.

Corollary 3.1. The minimum MSE of the suggested classes of estimators tki , i = 1,2,3,4
are given as

minMSE(tki) = Ȳ 2
[

1− (FiJ2
i +GiI2

i −2HiIiJi)

(FiGi −H2
i )

]
(3.7)

Proof. Refer to Appendix B.

Table 1: Some members of the existing and proposed classes of estimators

Value of Class of estimators
Singh et al. (2008) Zaman and Kadilar (2019) Yadav and Zaman (2020) Bhushan and Gupta (2020) Proposed estimators

η λ estimators ts j estimators tzk j estimators tyz j estimators tbg j tki( j)
, i = 1,2,3,4

1 β2(φ) ts1 tzk1 tyz1 tbg1 tki(1)

1 Cφ ts2 tzk2 tyz2 tbg2 tki(2)

β2(φ) Cφ ts3 tzk3 tyz3 tbg3 tki(3)

Cφ β2(φ) ts4 tzk4 tyz4 tbg4 tki(4)

1 ρ ts5 tzk5 tyz5 tbg5 tki(5)

Cφ ρ ts6 tzk6 tyz6 tbg6 tki(6)

ρ Cφ ts7 tzk7 tyz7 tbg7 tki(7)

β2(φ) ρ ts8 tzk8 tyz8 tbg8 tki(8)

ρ β2(φ) ts9 tzk9 tyz9 tbg9 tki(9)

Sφ β2(φ) ts10 tzk10 tyz10 tbg10 tki(10)
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4. Efficiency Conditions

On comparing the minimum MSE of the proposed classes of estimators tki i = 1,2,3,4
given in (3.7) with the minimum MSE of the of existing estimators given in (A.1), (A.2),
(A.3), (A.4), (A.5), (A.6), (A.7), (A.9) and (A.10), we get the following conditions.

MSE(tm)≥ MSE(tki)

(FiJ2
i +GiI2

i −2HiIiJi)

(FiGi −H2
i )

≥ 1− γC2
y (4.1)

MSE(tr)≥ MSE(tki)

(FiJ2
i +GiI2

i −2HiIiJi)

(FiGi −H2
i )

≥ 1− γ[C2
y +C2

φ −2ρCyCφ ] (4.2)

MSE(t)≥ MSE(tki); t = tlr, tJ , ti, tai , i = 1,2,3,4, tss, tzi , i = 1,2, ...,5 and tyz

(FiJ2
i +GiI2

i −2HiIiJi)

(FiGi −H2
i )

≥ 1− [γC2
y (1−ρ

2)] (4.3)

MSE(tsr)≥ MSE(tki)

(FiJ2
i +GiI2

i −2HiIiJi)

(FiGi −H2
i )

≥ 1− γ

[
C2

y +
C2

φ

4
−ρCyCφ

]
(4.4)

MSE(tsp)≥ MSE(tki)

(FiJ2
i +GiI2

i −2HiIiJi)

(FiGi −H2
i )

≥ 1− γ

[
C2

y +
C2

φ

4
+ρCyCφ

]
(4.5)

MSE(ts)≥ MSE(tki)

(FiJ2
i +GiI2

i −2HiIiJi)

(FiGi −H2
i )

≥ 1− γ
[
υ

2C2
φ +C2

y (1−ρ
2)
]

(4.6)

MSE(tai)≥ MSE(tki), i = 1,2,3,4

(FiJ2
i +GiI2

i −2HiIiJi)

(FiGi −H2
i )

≥ 1− γ
[
C2

y +υ
2C2

φ −2υρCyCφ

]
(4.7)

MSE(tzc)≥ MSE(tki)

(FiJ2
i +GiI2

i −2HiIiJi)

(FiGi −H2
i )

≥ 1− γ
[
λ

2C2
φ +C2

y −2λρCyCφ

]
(4.8)

MSE(tbg)≥ MSE(tki)

(FiJ2
i +GiI2

i −2HiIiJi)

(FiGi −H2
i )

≥ (AG2 +BD2 −2DFG)

(4AB−F2)
(4.9)

Under the conditions of (4.1) to (4.9), the proposed classes of estimators tki , i = 1,2,3,4
dominate the usual mean estimator, classical ratio, product and regression estimator, Jhajj
et al. (2006) estimator, Singh et al. (2007) estimator, Singh et al. (2008) estimator, Abd-
Elfattah et al. (2010) estimators, Solanki and Singh (2013) estimator, Zaman and Kadilar
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(2019) estimator, Zaman (2019a, 2020) estimators, Yadav and Zaman (2020) estimators
and Bhushan and Gupta (2020) estimator. Further, these conditions are supported with an
empirical study using three different populations.

5. Empirical Study

To have clear idea about the properties of the proposed estimators, we consider an em-
pirical study over two real populations. The description of the populations is given below:
Population 1. (Source: Sukhatme and Sukhatme (1970), pp. 256)
y: Number of villages in the circles, φ : A circle consisting of more than five villages, N=89,
n=23, Ȳ =3.36, P=0.124, Cy=0.601, Cφ =2.678, ρ=0.766 and β2(φ)= 3.492.
Population 2. (Source: Sukhatme and Sukhatme (1970), pp. 256)
y: Area (in acres) under the wheat crop within the circles, φ : A circle consisting of more than
five villages, N=89, n=23, Ȳ =1102, P=0.124, Cy=0.65, Cφ =2.678, ρ=0.624 and β2(φ)=3.492.
Population 3. (Source: Zaman et al. (2014))
y: The number of teachers, φ : The number of teachers is more than 60, N=111, n=30,
Ȳ =29.279, P=0.117, Cy=0.872, Cφ =2.758, ρ=0.797 and β2(φ)=3.898.
For the above populations, we have calculated the percent relative efficiency (PRE) of var-
ious estimators T with respect to the usual mean estimator using the following expression.

PRE =
MSE(T )
MSE(tm)

×100 (5.1)

The results of the numerical study for the above populations are disclosed in Table 2. It
has been seen from Table 2 that the members tki( j)

, i=1,2,3,4; j=1,2,...,10, of the suggested
classes of estimators tki are superior than:

(i). the usual mean estimator tm, classical ratio estimator tr and regression estimator tlr
envisaged by Naik and Gupta (1996), Jhajj (2006) estimator tJ , Abd-Elfattah et al.
(2010) estimators tai , i = 1,2,3,9, ratio type estimators tai , i = 10,11,12,13,14 de-
fined on the lines of Kadilar and Cingi (2006), ratio and product exponential estima-
tors tsr, tsp suggested by Singh et al. (2007), Solanki and Singh (2013) estimator tss,
Zaman (2019a) estimators tzi , i = 1,2,3,4 and Zaman (2020) estimator tz.

(ii). the members ts j , j=1 to 10; of the class of estimators ts suggested by Singh et al.
(2008).

(iii). the members tzk j , j=1 to 10; of the class of estimators tzk introduced by Zaman and
Kadilar (2019).

(iv). the members tyz j , j=1 to 10; of the class of estimators tyz introduced by Yadav and
Zaman (2020).

(v). the members tbg j , j=1 to 10; of the class of estimators tbg investigated by Bhushan
and Gupta (2020).



150 S. Bhushan, A. Kumar: On some efficient classes of estimators...

On comparing the findings of Table 2, we have seen that the PRE of the members tki( j)
,

i=1,2,3,4; j=1,2,...,10, of the suggested classes of estimators dominate the estimators dis-
cussed in the earlier section. Moreover, we have also observed that the estimator tk1 con-
sisting of the information (β2(φ), ρ) is the most efficient among the suggested classes of
estimators in each population.

6. Conclusion

In this paper, we have introduced various novel classes of estimators by combining
difference estimator with Srivastava, Walsh and Log type estimators and Srivastava type
estimator with Walsh type estimator for estimating the population mean of study variable
utilizing the information on an auxiliary attribute and compared them with the relevant con-
temporary estimators till date. It is important to consider various classes of estimators in a
single study so that their relative efficiencies can be compared to get a better understanding
regarding the performance of such estimators with the existing estimators. The bias and
MSE of these estimators are derived up to the first order of approximation. The efficiency
conditions have been obtained under which the proposed estimators dominate various esti-
mators available till date. These efficiency conditions are further verified by an empirical
study using three real populations. The empirical results show the dominance of the pro-
posed classes of estimators over the usual mean estimator, classical ratio, regression and
difference estimators, Srivastava (1967) type estimator, Walsh (1970) type estimator, Jhajj
et al. (2006) estimator, Singh et al. (2007) estimator, Singh et al. (2008) estimator, Abd-
Elfattah et al. (2010) estimator, Solanki and Singh (2013) estimator, Log type estimator
envisaged on the lines of Bhushan and Gupta (2016), Zaman and Kadilar (2019) estimator,
Yadav and Zaman (2020) estimators, Zaman (2019a, 2020) estimators and Bhushan and
Gupta (2020) estimator. The empirical results also show that the estimator tk1 based on the
information (β2(φ), ρ) is found to be the most efficient among the proposed classes of es-
timators in each population. Thus, the proposed classes of estimators are enthusiastically
recommended for the estimation of population mean when information is available in the
form of auxiliary attribute.
Moreover, the proposed classes of estimators can also be developed in stratified sampling
based on auxiliary attribute and it is the authors research work in forthcoming studies.
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Table 2: PRE of different estimators with respect to tm

Populations Populations
Estimators 1 2 3 Estimators 1 2 3
tr 7.100 7.792 16.772 tbg9 144.303 116.249 146.009
t 241.987 163.766 274.129 tbg10 158.350 120.130 156.516
tsr 39.207 37.415 102.029 tk1(1) 242.987 165.043 275.675
tsp 10.664 12.796 16.606 tk1(2) 242.959 165.030 275.590
ts1 229.046 158.582 267.891 tk1(3) 243.084 165.125 275.596
ts2 221.175 155.311 262.220 tk1(4) 242.986 165.053 275.574
ts3 125.330 69.105 106.443 tk1(5) 243.057 165.218 275.406
ts4 177.630 135.387 236.259 tk1(6) 244.550 166.421 276.697
ts5 125.208 92.841 189.138 tk1(7) 242.964 165.033 275.610
ts6 44.861 37.616 83.637 tk1(8) 245.630 167.153 278.057
ts7 229.074 160.253 266.318 tk1(9) 242.995 165.050 275.695
ts8 33.302 28.908 59.173 tk1(10) 243.018 165.058 275.751
ts9 234.100 161.655 270.086 tk2(1) 243.377 165.243 276.367
ts10 240.418 163.150 273.439 tk2(2) 243.437 165.273 276.528
ta5 114.539 110.475 116.065 tk2(3) 243.598 165.334 277.041
ta6 135.724 124.115 123.244 tk2(4) 243.497 165.296 276.642
ta7 215.966 143.873 205.746 tk2(5) 243.965 165.524 277.833
ta8 142.278 127.965 148.582 tk2(6) 243.603 165.155 277.953
ta9 230.244 162.838 192.843 tk2(7) 243.412 165.254 276.480
ta10 133.081 79.247 264.617 tk2(8) 243.386 164.980 277.779
ta11 126.667 115.075 118.228 tk2(9) 243.356 165.226 276.332
ta12 39.332 30.183 203.993 tk2(10) 243.313 165.211 276.245
ta13 110.994 106.513 112.654 tk3(1) 242.950 165.064 275.642
ta14 104.650 103.453 104.980 tk3(2) 242.896 165.020 275.527
tzk1 112.5124 109.071 107.681 tk3(3) 242.713 164.883 275.150
tzk2 116.458 111.789 110.919 tk3(4) 242.829 164.952 275.425
tzk3 161.007 138.049 144.370 tk3(5) 242.558 164.748 274.924
tzk4 134.946 123.647 121.670 tk3(6) 242.449 164.692 274.709
tzk5 161.081 144.836 139.218 tk3(7) 242.920 165.013 275.564
tzk6 237.106 161.551 207.797 tk3(8) 242.433 164.688 274.663
tzk7 112.497 107.393 108.668 tk3(9) 242.970 165.038 275.671
tzk8 241.118 151.750 241.650 tk3(10) 243.009 165.052 275.743
tzk9 109.517 105.678 106.104 tk4(1) 242.123 163.990 275.007
tzk10 104.069 103.027 102.453 tk4(2) 242.104 164.003 274.944
tbg1 138.1014 111.875 142.173 tk4(3) 242.000 164.136 274.500
tbg2 131.138 108.767 135.331 tk4(4) 242.043 164.061 274.765
tbg3 93.983 89.283 102.100 tk4(5) 241.999 164.176 274.550
tbg4 109.671 98.167 119.360 tk4(6) 242.044 164.462 274.173
tbg5 93.951 85.960 104.900 tk4(7) 242.122 163.982 274.987
tbg6 74.142 75.212 87.121 tk4(8) 242.110 164.559 274.129
tbg7 138.130 113.963 139.952 tk4(9) 242.138 163.974 275.040
tbg8 71.899 74.593 85.370 tk4(10) 242.169 163.961 275.121

where t = tlr, ti, tai , i = 1,2,3,4, tJ , tss, tzi , i = 1,2, ...,5 and tyzi , i = 1,2, ...,10
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Appendix A

To the first degree of approximation, the MSE of the estimators reviewed in Section 2 are
respectively given below.

MSE(tm) = γȲ 2C2
y (A.1)

MSE(tr) = γȲ 2 [C2
y +C2

φ −2ρCyCφ

]
(A.2)

minMSE(t) = Ȳ 2
γC2

y (1−ρ
2); t = tlr, ti, tai , i = 1,2,3,4, tJ , tss, tzi , i = 1,2, ...,5, tyz

(A.3)

MSE(tsr) = γȲ 2

[
C2

y +
C2

φ

4
−ρCyCφ

]
(A.4)

MSE(tsp) = γȲ 2

[
C2

y +
C2

φ

4
+ρCyCφ

]
(A.5)

MSE(ts) = γȲ 2 [
υ

2C2
φ +C2

y (1−ρ
2)
]

(A.6)

MSE(tai) = γȲ 2 [C2
y +υ

2C2
φ −2υρCyCφ

]
, i = 5,6, ...,13 (A.7)

MSE(tss) = γȲ 2

[
C2

y +
αC2

φ

4

(
α −4ρ

Cy

Cφ

)]
(A.8)

MSE(tzk) = γȲ 2 [
λ

2C2
φ +C2

y −2λρCyCφ

]
(A.9)

minMSE(tbg) = Ȳ 2
[

1− (AG2 +BD2 −2DFG)

(4AB−F2)

]
(A.10)
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The optimum values of scalars involved in the estimators tlr, ti, i = 1,2,3,4, tss, tzi , i =
1,2, ...,5, tyz and tbg are tabulated below:

βφ (opt) = ρ
Cy

Cφ

(A.11)

θ(opt) =−ρ
Cy

Cφ

= Λ(opt) = ∆(opt) = (opt)ג (A.12)

α(opt) = 2ρ
Cy

Cφ

(A.13)

ω(opt) =
(ρCy −Cφ ζi)

Cφ (ζ1 −ζi)
, i = 1,2,3,4 (A.14)

k1(opt) = 1−ρ
Cy

υCφ

(A.15)

k2(opt) = ρ
Cy

υCφ

(A.16)

θ(opt) = υ −ρ
Cy

Cφ

(A.17)

w1(opt) =
(GF −2BD)

(4AB−F2)
(A.18)

w2(opt) = Ȳ
(DF −2GA)
(4AB−F2)

(A.19)

where υ = ηP/(ηP + λ ), ζ1 = P/(P + β1(φ)), ζ2 = β2(φ)P/(β2(φ)P + β1(φ)), ζ3 =

Cφ P/(Cφ P+β1(φ)), ζ4 = β1(φ)P/(β1(φ)P+Cφ ), A = 1+γ(C2
y +α2υ2C2

φ
+4αυρCyCφ −

αυC2
φ
), B = 1+ γ(C2

φ
+α2υ2C2

φ
−αυ2C2

φ
+ 4αυC2

φ
), D = γ(αυ2C2

φ
− 2αυρCyCφ )− 2,

G= γ(αυ2C2
φ
−2αυC2

φ
)−2, F = 2+2γ(2αυC2

φ
+2αυρCyCφ +ρCyCφ −αυ2C2

φ
+α2υ2C2

φ
).

Appendix B

Consider the first estimator

tk1 = ζ1{ȳ+θ(p∗−P∗)}+ψ1ȳ
{

1+ log
(

p∗

P∗

ג{(
(B.20)

Now, using the notations defined in the earlier section, we express this estimator in terms of
e′s as

tk1 − Ȳ = Ȳ
[

ζ1

(
1+ e0 +

θ

R
ηe1

)
+ψ1

(
1+ e0 + υe1ג − υג

2e2
1 +

2ג

2
υ

2e2
1 + υe0e1ג

)]
(B.21)
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Taking expectation both sides of Equation (B.21), we get the bias of the estimator tk1 up to
the first order of approximation as

Bias(tk1) = Ȳ
[

ζ1I1 +ψ1J1 −1
]

(B.22)

Now, squaring and taking expectation both sides of Equation (B.21), we get the MSE of the
estimator up to the first order of approximation as

MSE(tk1) = Ȳ 2 [1+ζ
2
1 F1 +ψ

2
1 G1 +2ζ1ψ1H1 −2ζ1I1 −2ψ1J1

]
(B.23)

The MSE of the estimator tk1 is minimized by

ζ1(opt) =
(G1I1 −H1J1)

(F1G1 −H2
1 )

and ψ1(opt) =
(F1J1 −H1I1)

(F1G1 −H2
1 )

(B.24)

The minimum MSE at ζ1(opt) and ψ1(opt) is given by

minMSE(tk1) = Ȳ 2
[

1− (F1J2
1 +G1I2

1 −2H1I1J1)

(F1G1 −H2
1 )

]
(B.25)

Similarly, the MSE of the other estimators can be obtained. In general, we can write

MSE(tki) = Ȳ 2 [1+ζ
2
i Fi +ψ

2
i Gi +2ζiψiHi −2ζiIi −2ψiJi

]
(B.26)

The MSE(tki) is minimized for

ζi(opt) =
(GiIi −HiJi)

(FiGi −H2
i )

and ψi(opt) =
(FiJi −HiIi)

(FiGi −H2
i )

(B.27)

The minimum MSE at the optimum values of the above scalars is given as

minMSE(tki) = Ȳ 2
[

1− (FiJ2
i +GiI2

i −2HiIiJi)

(FiGi −H2
i )

]
(B.28)
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Abstract 

Implemented by an increasing number of organisations worldwide, the ISO 9001 standard 
for quality management received considerable attention in the existing literature. 
Researchers worldwide have found positive, negative and even mixed effects of ISO 9001 
certification on firms’ performance, while in Morocco this issue has been rarely examined. 
It is the combination of these observations that led to this study. 
The aim of this paper is to test and validate a causal model designed to measure the 
performance of an ISO 9001 certified Quality Management System (QMS) and its impact on 
a company’s financial performance. By means of this causal analysis/model, the study 
examines the relationship between: 

• QMS and the financial performance of 41 companies based in Morocco; 
• the management responsibility process and all the QMS processes; 
• the management resources process and all the QMS processes; 
• the organisational and financial performance of the studied companies. 

All of the considered firms are part of the service industry and range from medium-sized to 
large companies.   
The data gathered in this study have been instrumental in devising actionable insights. The 
Statistical Package for the Social Sciences (SPSS) was the statistical software platform that 
enabled the use of a linear regression analysis to prove the positive correlation between the 
above-mentioned elements. 

Key words: financial performance, organisational performance, Quality Management 
System (QMS), ISO 9001 certification. 

                                                           
1 Electronic Systems, Information Processing, Mechanics and Energetics Laboratory, Faculty of Science, Ibn Tofail 

University, Morocco. E-mail: ibtissamelmoury@gmail.com. ORCID: https://orcid.org/0009-0000-6175-0380. 
2 Mechanics, Production and Industrial Engineering Laboratory, Higher School of Technology, Hassan II 

University, Casablanca, Morocco. E-mail: mohammed.hadini1@gmail.com.  
3 Electronic Systems, Information Processing, Mechanics and Energetics Laboratory, Faculty of Science, Ibn 

Tofail University, Morocco. E-mail: achebir@gmail.com.  
4 Mechanics, Production and Industrial Engineering Laboratory, Higher School of Technology, Hassan II 

University, Casablanca, Morocco. E-mail: benali8mohamed@gmail.com  
5 Electronic Systems, Information Processing, Mechanics and Energetics Laboratory, Faculty of Science, 

Ibn Tofail University, Morocco. E-mail: adilechel@gmail.com. ORCID: https://orcid.org/0000-0002-5302-4255. 

© El Moury I., M. Hadini, A. Chebir, B. Ali Mohamed, E. Adil. Article available under the CC BY-SA 4.0 licence  



160                                                   EL Moury I. et al.: Proposal of a causal model measuring the impact … 

 

 

 

1.  Introduction 

The service industry is one of the most important components in Morocco's 
economic performance. It provides jobs and valuable services to the economy and 
hence supplies a substantial contribution to the national GDP (Gross Domestic 
Product). It is, therefore, a support sector contributing to national growth, witnessed 
by the positive correlation between the evolution of overall economic activity and the 
growth of the sector. 

However, this sector remains relatively less developed because of its fragmented 
structure, its high cost and the shortcomings recorded in terms of organization and 
management, especially in quality management. 

In fact, the Moroccan firm services evolve in an environment characterized by 
a competitive offer more and more strong, a requirement of competitiveness more and 
more acute and high customers’ expectations. To become and remain competitive in 
its market, the firm service must establish its brand image and strengthen the reputation 
of its services. Flexibility, speed, and adaptability are the imperatives that the company 
should meet, in all circumstances. Therefore, the service provider must master and 
ensure an efficient quality management and customer satisfaction. 

In this context, ISO 9001 certification remains one of the most suitable tools for 
harmonizing practices and establishing a dynamic of continuous improvement, 
covering the quality of services of all activities of any organization. 

However, the question that is arising is to what extent a quality management system 
'QMS' certified ISO 9001 has a positive impact on the performance of the Moroccan 
firm service, mainly the financial performance, what is the relationship between the 
latter and organizational performance? And how can this system allow the organization 
to reach its efficient objectives? 

2. Literature Review  

2.1.  Organizational and Financial Performance 

For a long time, performance has been a one-dimensional concept, measured by 
profit alone, mainly because of the weight of owners in the decision-making process. 
From this perspective, performance measurement focuses mainly on creating value for 
shareholders. It is therefore not surprising that corporate management is focused on 
this value creation and the way to manage it. Recent studies show that 200 companies 
listed by Fortune magazine currently use an indicator based on the value created for 
shareholders to evaluate performance (Patrick Jaulient (2012)). 



STATISTICS IN TRANSITION new series, March 2023 

 

161

Despite this observation, it should be noted that at this stage this purely financial 
logic is strongly criticized in the existing literature (Dohou and Berland (2007)), 
because it does not integrate the various actors who participate in the development of 
the firm (managers, employees, customers, etc.).  

According to Serhan (2019), firm performance entails three areas of the company 
including product market, shareholder return, and financial performance. The 
improvement of this performance includes business re-engineering activities, processes 
for continuously improving the business and the quality of services or products offered. 
To ensure that the organization is efficient it is necessary to analyse the main 
performance indicators (Barna and Roxana (2021). 

According to Rashid et al. (2018), firm performance could be categorized into two 
broad categories, financial and nonfinancial measures. Some researchers used different 
terms, such as financial and operational performance measures, finance and efficiency 
and short and long-term measures. Short-term measures are normally based on the 
financial returns, while long-term measures are normally based on the non-financial 
returns. In general, financial performance indicators are a set of variables which usually 
can show the firm’s capability in making profits, while non-financial indicators are a set 
of variables that are not measured by financial systems (Al-Mamar et al. (2020)). 

For Zehir et al. (2018), there are two performance classifications which are 
qualitative and quantitative performance. Qualitative performance is largely related to 
the culture, environment, human resources, and abstract outputs within the 
organization and includes criteria such as employee satisfaction, customer satisfaction, 
quality and innovation performance. Quantitative performance includes criteria such 
as turnover increase, market share increases and profitability increase, which are partly 
influenced by qualitative factors and moreover based on marketing and financial 
management success. Bartoli and Blatrix (2015) believed that the definition of 
performance should be achieved through items such as piloting, evaluation, efficiency, 
effectiveness, and quality. 

According to Rafoi (2016), a company's performance indicators can be classified as 
follows:  
 Strategic indicators: market share, turnover, customer satisfaction, return 

(profit). 
 Managerial indicators: availability of resources, costs, budget. 
 Operational indicators: individual performance, processes performance, 

products, efficiency. 

For Moulai Ali (2012), organizational performance "deals with how the firm is 
organized to achieve its goals and mainly how to realize them in a good way". 
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Organizational performance determines the ability of the firm to implement effective 
processes to reach its operational and strategic projections. The pillars of this efficiency 
can only be: 
 The development and respect of a 'Process' approach.  
 The relationships between the pilots of the different departments of the   

organization. 
 The quality of the information flow. 
 And the degree of flexibility of the organization. 

Regarding the measurement of organizational performance, Berberoglu (2018) 
suggests that we can measure it by evaluating numerical data, which includes objective 
and timely information about how the organization is doing. However, performance 
measurement is not always necessarily based on objective data. 

Hadini et al. (2020) concluded that: the theoretical difficulty in defining the concept 
of performance and that of organizational efficiency means that the use of indicators to 
measure one or the other of these concepts, depending on the objectives set by the firm, 
remains the only way to assess the functioning of a firm. 

Regarding financial performance, Farrukh el al. (2016) consider it as the extent to 
which a company financial health over a period is measured. In other words, financial 
performance is a composite of an organization’s financial health, its ability and 
willingness to meet its long-term financial obligations and its commitments to provide 
services in the foreseeable future. In a broader sense, financial performance refers to the 
degree to which financial objectives are accomplished (Ganyam and Ivungu (2019)). 
Cost-related performance is measured by quantitative indicators such as return on 
investment and sales, profitability, productivity, return on assets, efficiency, etc. 

In the literature, the financial performance is measured based on a variety of 
indicators, or data issued from financial statements, balance sheets, income statements, 
statement of cash flows, etc., but can also refer to market data (e.g. market value of the 
shares). It can be defined by a variety of indicators, such as turnover (sales), return on 
assets (ROA), return on sales (ROS), return on equity (ROE), return on investment 
(ROI), earnings per share (EPS), earnings before interest (EBI), tax depreciation and 
amortization (Matradi and Mounir (2022)). 

For a long time, this financial aspect of performance has remained the reference 
in terms of company performance and evaluation. Even if it facilitates a simple reading 
of the company's management, this financial dimension alone no longer ensures the 
company's competitiveness. 
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2.2. ISO 9001 standard and certification 

Every firm must meet the requirements of its stakeholders. The set of political, 
policies and procedures that allow to satisfy these requirements form what is commonly 
called a 'Quality Management System (QMS)'.  

QMS leads to the control of the processes and the quality of products (or services) 
which, in turn, allows the satisfaction of the customer and the achievement of the 
economic objectives that the organization has predicted to be reached (El Moury et al. 
(2020)). 

We should say, to succeed in the business world, building and retaining a customer 
base is compulsory. In other words, it is necessary to respond in an optimal way to the 
present expectations of the market as well as to the futures ones, which inevitably passes 
by the offer of quality services. 

A sharp expertise in Quality Management is the tool to succeed in this mission and 
ISO 9001 is the preferred way to standardize and make a QMS reliable. Thus, alignment 
with customer and regulatory requirements becomes possible (El Moury et al. (2020)). 

Certification also has a word to say in this context. This certification, which 
translates into the delivery of a written assurance by an external and independent 
organization, gives the necessary glow to any QMS respecting the ISO 9001 standard. 

Indeed, and beyond the fact that it brings a contribution of experienced experts, the 
certification guarantees to the company a solid reputation and a more preponderant 
influence. In addition to this, the organization's continuous improvement and better 
chances to gain market share are guaranteed. 

According to Echour and Nbigui (2021), the adoption of ISO 9001 is a voluntary 
approach, certification is a fashion effect for companies that want to be recognized for 
their quality and resist in an increasingly competitive market. 

For Isuf et al. (2016), ISO 9001 standards do not refer to the compliance with a given 
goal or result. In other words, they are not performance standards measuring the 
quality of a firm’s products or services or a firm’s environmental results, rather, they 
are standards setting out the need to systematize and formalize many corporate 
processes within a set of procedures, and to document such implementation.   

International Organization for Standardization ‘ISO’ is an independent, non-
governmental international organization, bringing together experts to share knowledge 
to develop consensus-based, market-relevant, voluntary international standards, which 
support innovation and provide solutions to global challenges.  

In its ISO/IEC guide, ISO defines a standard as "a document established by 
consensus and approved by a recognized body, which provides, for common and 
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repeated use, rules, guidelines or characteristics for activities or their results that ensure 
an optimum level of order in a given context". 

ISO defines certification as follows: 'Procedure by which a third party gives written 
assurance that a product, process or service conforms to the requirements specified  
in a standard'. Thus, the ISO 9001 certification certifies that an organization has 
a management system that complies with the ISO 9001 standard. Note that the other 
standards of the 9000 series: vocabulary (ISO 9000), guidelines (ISO 9004), do not 
contain requirements and cannot be used as a basis for certification. 

3. Research Methodology 

The objective of this research work is to test and validate a conceptual model 
(causal) allowing to measure the impact of: 
 The processes of quality management system an 'ISO 9001 certified' on financial 

performance. 
 Organizational performance on financial performance. 
 Management Responsibility Processes on these three processes: Service 

Realization Process 'SRP’, Measurement, Analysis, and Improvement Process 
‘MAIP’ and Resource Management Process ‘RMP’ . 

 The Resource Management process on the Service Realization process 'SRP'  and 
the Measurement, Analysis, and Improvement process 'MAIP'. 

Using the method of linear regression by SPSS software on a sample of 
41 questionnaires administered face to face to directors and quality managers of 
Moroccan firms, certified ISO 9001, in the service sector (banking, transport, trade ...) 

3.1. Research model constructs definitions 

Our model is composed of two major constructs:  
 The processes of an ISO 9001 certified quality management system.  
 Organizational and financial performance. 

3.1.1. First research construct: Processes of an ISO 9001 certified QMS 

A quality management system (QMS) is the set of activities by which the organization 
defines, implements, and reviews its quality policy and objectives in accordance with 
its strategy. An organization's QMS is made up of interrelated and interactive processes 
that use resources to achieve intended results and deliver value (product, service, etc.). 
The QMS processes form our first research construct: 
 Management Responsibility Process: MRP; 
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 Service Realization Process: SRP; 
 Measurement, Analysis, and Improvement Process: MAIP; 
 Resource Management Process: RMP. 

3.1.2 Second research construct: Performance of the firm  

 Organizational performance: OP; 
 Financial performance: FP. 

3.2. Presentation of the research model  

Our model is based on 6 criteria, which are divided into 2 families: 4 criteria refer 
to the means (QMS process), the other criteria refer to the results (financial and 
organizational performance) (Figure 1). 

We assume that there is a causal relationship between the criteria of means and the 
criteria of results. In other words, the means in place are the causes of the given results. 
It should be noted that for each causal relationship a hypothesis has been formulated. 
Since the proposed conceptual model has 10 causal relationships, 10 hypotheses have 
been formulated.  

 
Figure 1: The Proposed Model 

Table 1: Showing the codes used in the causal model 

Model construct proposed Code Title 

Certified ‘QMS’ process 
(Means criteria) 

MRP 
SRP 

MAIP 
RMP 

Management Responsibility Process 
Service Realization Process 
Measurement, Analysis, and Improvement 
Process 
Resource Management Process 

Firm performance 
(Results criteria) 

OP 
FP 

Organizational performance 
Financial performance 
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3.3.  Formulated hypotheses 

We intend through our study to validate or invalidate the Ten Hypotheses below:  

Table 2: List of hypotheses 

Hypothesis 
Number Causal Relationship Hypothesis Formulated 

H1 MRPFP We suppose that MRP has a strong impact on FP 
H2 SRPFP We suppose that SRP has a strong impact on FP 
H3 RMPFP We suppose that RMP has a strong impact on FP 
H4 MAIPFP We suppose that MAIP has a strong impact on FP 
H5 OPFP We suppose that OP has a strong impact on FP 
H6 MRPSRP We suppose that MRP has a strong impact on SRP 
H7 MRPRMP We suppose that MRP has a strong impact on RMP 
H8 MRPMAIP We suppose that MRP has a strong impact on 

MAIP 
H9 RMPSRP We suppose that RMP has a strong impact on SRP 
H10 RMPMAIP We suppose that RMP has a strong impact on 

MAIP 

3.4. Qualitative and quantitative study  

Before writing our questionnaires, we collected primary data from a qualitative 
study. The purpose of this phase was to identify the main benefits of certification for 
the company. Once collected, the material – entirely transcribed – was used for a thematic 
content analysis.  

We chose to conduct a study of managers' perception of the benefits of certification, 
by administering a questionnaire. The questionnaire was structured in distinct 
questions operationalizing the different themes emerging from the qualitative study. 

3.5. Data Collection 

Our study is empirical, and the collection of information is conducted by 
a questionnaire. This latter is divided into four parts: 
 Part One, including information such as the name, the firm size and the type of 

service provided by the latter, in addition to the motivation for the 
implementation of a QMS certified ISO 9001. 

 Part Two is used to collect information allowing to test the causal relationship 
between the various processes of the Certified ISO 9001 QMS.  

 Parts Three and Four are used to collect information allowing to test the strength 
and the sense of the various causal relationship, which can exist between the 
impact of the ISO 9001 certification and the axes relating to the organizational and 
financial performance. 
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To implement our measurement instrument, we use Churchill's [1979] best-known 
paradigm. This paradigm is mostly used by most researchers to develop their own 
measurement scales rather than using the instruments that already exist, Legardinier 
(2013). 

 
Figure 2: The Churchill Paradigm Approach [1979] 

3.6. Established measurement scales 

To provide a measure for all the criteria of the designed model, we opted for the 
Likert scale, as it is considered the most known, the most appropriate for opinion 
studies and for sure the most used (Evrard et al. (2003)). 

The questionnaire items are collected on the 5 point Likert scales: (Strongly 
disagree, somewhat disagree, moderately agree, somewhat agree, strongly agree). Note 
that the total number of items is 50 (items/questions). 

3.7. Reliability test 

The reliability of measurements is concerned with the reduction of the random part 
of the measurement error: if the same phenomenon is measured several times by the 
same measuring instruments, the results should be as close as possible.  
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For this reason, we will use Cronbach's alpha index. This index allows us to study 
the internal consistency between the set of items for each latent variable, that is, it allows 
us to measure the reliability of the measurements of a set of questions (or items) 
intended to measure a specific phenomenon (the answers to questions on the same 
subject must be correlated so that all the interviewees or respondents must have the 
same understanding of each separate question). 

3.8. Testing the reliability of the two research constructs 

From the results in Table 3, we can conclude that all values exceed 0.7. This shows 
that the items composing the two constructs have a good internal consistency. 

Table 3: Reliability analysis of the two research constructs 

Criteria Variables Code 
Alpha value 
Cronbach 

Number of 
items 

Means criteria 

Management 
Responsibility Process MRP 0.939 9 

Service Realization Process SRP 0.829 6 

Measurement, Analysis, 
and Improvement Process MAIP 0.920 11 

Resource Management 
Process RMP 0.849 6 

Results criteria 

Organizational 
performance 

OP 0.923 9 

Financial performance  FP 0.842 6 

4. Results of the empirical research 

In this part we present the results of our empirical study 

4.8. Measuring the relationship between QMS criteria factors and financial 
 performance 

4.8.1. Overall Model: QMS Processes (MRP, SRP, MAIP, RMP) – Financial 
 Performance 'FP' 

According to Table 4, we observe that the strength of the relationship between the 
QMS criteria factors and Financial Performance is quite strong in a positive way 
(R=0.615). The QMS factors explain 26.5% of the financial performance (adjusted  
R-squared=0.265). Overall, the model is valid (significance=0.028<5%, Table 5). 
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Table 4: Summary of overall model (QMS process-FP) 

Model R R-squared 
Adjusted R-

squared 
Standard error of 

estimation 

1 0.615 0.378 0.265 0.83993530 

a. Predicted values: MRP, SRP, MAIP, RMP 
b. For regression at the origin (model without constant). R-squared measures the proportion of 

variability in the dependent variable around the origin determined by regression. This cannot 
compare to R-squared for models that include a constant. 

c. Dependent variable: FP 
d. Linear regression at the origin 

Table 5: Analysis of variance (QMS process-FP) 

Model Sum of 
squares ddl Average 

square D Sig 

Regression   
Residual 
Total 

9.423 
15.521 
24.943 

4 
22 
26 

2.356 
0.705 

3.339 0.028 

a. Dependent variable : FP 
b. Linear regression at the origin  
c. Predicted values: MRP, SRP, MAIP; RMP 
d. This total of squares is not corrected for the constant because the constant is zero for the 

regression at the origin. 

4.8.2. Regression Equation: QMS Process - Financial Performance 

Based on Table 6, the linear regression equation can be written as follows:  

FP = 0.662 MRP- 0.260SRP + 0.297 RMP - 0.114 MAIP 

Note that the significances for SRP, RMP, MAIP are invalid (sig.>5%). But this is 
not the case for MRP. Therefore, the relationship between FP and MRP is significant. 

Table 6 : Criteria Coefficients (QMS-FP) 

Model 

Unstandardized 
coefficients 

Standardized 
coefficients 

t-student Sig.(P-
value) A Standard 

error 
Beta 

MRP 

SRP 
RMP 
MAIP 

0.662 
-0.260 
0.297 
-0.114 

0.296 
0.326 
0.401 
0.359 

0.663 
-0.261 
0.275 
-0.097 

2.233 
-0.796 
0.741 
-0.317 

0.036 
0.435 
0.467 
0.754 
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4.9. Measuring the relationship between organizational performance and financial 
 performance 

4.9.1. Overall Model: (OP-FP) 

Generally, the strength of the relationship between organizational performance and 
financial performance is quite high (R=0.704). The variable to be explained (PE) 
explains 49.5% of the predicted variable PO (R-squared=0.495). Also, the significance 
value of the model is lower than 5%. Therefore, the model is globally valid. 

Table 7: Summary of global model (OP-FP) 

Model R R-squared Adjusted R-
squared 

Standard error of 
estimation 

 0.704 0.495 0.483 0.71032858 

a. Predicted values: OP 
b. For regression at the origin (model without constant). R-squared measures the proportion of 

variability in the dependent variable around the origin determined by regression. This cannot 
compare to R-squared for models that include a constant. 

c. Dependent variable: FP 
d. Linear regression at the origin 

Table 8: Analysis of variance (OP-FP) 

Model Sum of 
squares ddl Average 

square D Sig 

Regression   

Residual 
Total 

19.817 

20.183 
40.000 

1 

40 
41 

19.817 

0.505 

39.276 0.000 

a. Dependent variable : FP 
b. Linear regression at the origin  
c. Predicted value: OP 
d. This total of squares is not corrected for the constant because the constant is zero for the 

regression at the origin. 

4.9.2. Regression equation (OP-FP) 

Based on Table 9, the linear regression equation can be written as follows:  

FP= 0.704 OP 

The significance of the OP-FP causal relationship is significant (Sig=0 <5%), we can 
conclude that OP strongly impacts FP. 
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Table 9: Criteria Coefficients (OP-FP) 

Model 

Unstandardized 
coefficients 

Standardized 
coefficients 

t-student Sig. 
(P-value) 

A Standard 
error Beta 

OP 0.704 0.112 0.704 6.267 
0.00 

4.10. Measuring the relationship between the Management Responsibility Process 
 'MRP' and the Service Realization Process 'SRP’ 

4.10.1. Global Model (MRP-SRP) 

There is thus a quite strong relationship between SRP and MRP (R=0.783). The 
dependent variable SRP explains 61.4% of the relative independent variable MRP. 
(Table 10). The significance is less than 5%. This proves the validity of the overall 
model. (Table 11). 

Table 10: Summary of global model MRP-SRP 

Model R R-squared 
Adjusted R-

squared 
Standard error of 

estimation 

 0.783 0.614 0.598 0.62409402 

a. Predicted value: MRP 
b. For regression at the origin (model without constant). R-squared measures the proportion of 

variability in the dependent variable around the origin determined by regression. This cannot 
compare to R-squared for models that include a constant. 

c. Dependent variable: SRP 
d. Linear regression at the origin. 

Table 11: Analysis of variance MRP-SRP 

Model Sum of 
squares 

ddl Average 
square 

D Sig 

Regression   

Residual 
Total 

15.476 

9.737 
25.213 

1 

25 

26 

15.476 

0.389 

39.734 0.000 

a. Dependent variable : MRP 
b. Linear regression at the origin  
c. Predicted value: SRP 
d. This total of squares is not corrected for the constant because the constant is zero for the 

regression at the origin. 
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4.10.2. Regression equation (MRP-SRP) 

The linear regression equation can be written as follows: SRP= 0.787 MRP. Also, 
the causal relationship is significant (<5%). 

Table 12: Criteria Coefficients (MRP-SRP) 

Model 

Unstandardized 
coefficients 

Standardized 
coefficients 

t-student Sig.(P-
value) 

A Standard 
error 

Beta 

MRP 0.787 0.125 0.783 6.303 0.00 

a. Dependent variable: SRP 
b. Linear regression at the origin  

4.11. Measuring the relationship between the Management Responsibility Process 
and the Resource Management Process (MRP--->RMP) 

4.11.1. Global Model (MRP-RMP) 

There is thus a quite strong relationship between RMP and MRP (R=0.757). The 
significance is less than 5%. This proves the validity of the overall model. 

Table 13: Summary of global model (MRP-RMP) 

Model R R-squared Adjusted R-
squared 

Standard error of 
estimation 

 0.757 0.573 0.556 0.60426602 

a. Predicted value: MRP 
b. For regression at the origin (model without constant). R-squared measures the proportion of 

variability in the dependent variable around the origin determined by regression. This cannot 
compare to R-squared for models that include a constant. 

c. Dependent variable: RMP 
d. Linear regression at the origin. 

Table 14: Analysis of variance (MRP-RMP) 

Model Sum of 
squares ddl Average 

square D Sig 

Regression   
Residual 
Total 

12.249 
9.128 

21.378 

1 
25 
26 

12.249 
0.365 

33.547 0.000 

a. Dependent variable : RMP 
b. Linear regression at the origin  
c. Predicted value: MRP 
d. This total of squares is not corrected for the constant because the constant is zero for the 

regression at the origin. 
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4.11.2. Regression Equation (MRP-RMP): 

The linear regression equation can be written as follows: RMP= 0.7 MRP. 
Also, the causal relationship is significant (<5%). 

Table 15: Criteria Coefficients (MRP-RMP)  

Model 

Unstandardized 
coefficients 

Standardized 
coefficients 

t-student Sig. 
(P-value) 

A Standard 
error 

Beta 

MRP 0.700 0.121 0.757 5.792 0.00 

 

4.12. Measuring the Relationship between the Management Responsibility Process 
and the Measurement, Analysis and Improvement Process 

4.12.1. Global Model (MRP-MAIP): 

There is thus a quite strong relationship between MAIP and MRP (R=0.725). 
The dependent variable MAIP explains 52.6% of the relative independent variable 
MRP. The significance is less than 5%. This proves the validity of the overall model. 

Table 16: Summary of global model (MRP-MAIP) 

Model R R-squared Adjusted R-
squared 

Standard error of 
estimation 

 0.725 0.526 0.507 0.58705996 

a. Predicted value: MRP 
b. For regression at the origin (model without constant). R-squared measures the proportion of 

variability in the dependent variable around the origin determined by regression. This cannot 
compare to R-squared for models that include a constant. 

c. Dependent variable: MAIP 
d. Linear regression at the origin 

Table 17: Analysis of variance (MRP-MAIP) 

Model Sum of 
squares ddl Average 

square D Sig 

Regression   
Residual 
Total 

9.553 
8.616 

18.169 

1 
25 
26 

9.553 
0.345 

27.720 0.000 

a. Dependent variable : MAIP 
b. Linear regression at the origin  
c. Predicted value: MRP 
d. This total of squares is not corrected for the constant because the constant is zero for the 

regression at the origin. 
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4.12.2. Regression equation (MRP-MAIP) 

The linear regression equation can be written as follows: MAIP= 0.618 MRP. 
Also, the causal relationship is significant (<5%). 

Table 18: Criteria Coefficients (MRP-MAIP) 

Model 

Unstandardized 
coefficients 

Standardized 
coefficients 

t-student Sig. 
(P-value) 

A Standard 
error Beta 

MRP 0.618 0.117 0.725 5.265 0.00 

4.13. Measuring the relationship between the Resource Management Process and 
the Service Realization Process (RMP--->SRP) 

4.13.1. Overall Model RMP--->SRP 

There is thus a quite strong relationship between SRP and RMP (R=0.834). The 
dependent variable SRP explains 69.5% of the independent variable RMP. The 
significance is less than 5%. This proves the validity of the overall model. 

Table 19: Summary of global model (RMP-SRP) 

Model R R-squared Adjusted R-
squared 

Standard error of 
estimation 

 0.834 0.695 0.688 0.55200219 

a. Predicted value: SRP 
b. For regression at the origin (model without constant). R-squared measures the proportion of 

variability in the dependent variable around the origin determined by regression. This cannot 
compare to R-squared for models that include a constant. 

c. Dependent variable: RMP 
d. Linear regression at the origin. 

Table 20: Analysis of variance (RMP-SRP) 

Model Sum of 
squares 

ddl Average 
square 

D Sig 

Regression   
Residual 
Total 

27.812 
12.188 
40.000 

1 
40 
41 

27.812 
0.305 

91.274 0.000 

a. Dependent variable : RMP 
b. Linear regression at the origin  
c. Predicted values: SRP 
d. This total of squares is not corrected for the constant because the constant is zero for the 

regression at the origin. 
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4.13.2. Regression equation (RMP-SRP) 

Referring to Table 21, the linear regression equation can be written as follows: 
SRP= 0.834 RMP.  Also, the causal relationship is significant (<5%). 

Table 21: Criteria Coefficients (RMP-SRP) 

Model 

Unstandardized 
coefficients 

Standardized 
coefficients 

t-student Sig.(P-
value) 

A Standard 
error 

Beta 

SRP 0.834 0.087 0.834 9.554 0.00 

4.14. Measuring the Relationship between the Resource Management Process and 
the Measurement, Analysis, and Improvement Process (RMP--->MAIP) 

4.14.1. Global Model: RMP-MAIP 

Similarly, overall, there is a strong relationship between RMP and MAIP (R=0.872). 
The dependent variable MAIP explains 76.1% of the relative independent variable 
RMP. The significance is less than 5%. This proves the validity of the overall model. 

Table 22: Summary of global model (RMP-MAIP) 

Model R R-squared Adjusted R-
squared 

Standard error 
of estimation 

 0.872 0.761 0.755 0.48903625 

a. Predicted value: RMP 
b. For regression at the origin (model without constant). R-squared measures the proportion of 

variability in the dependent variable around the origin determined by regression. This cannot 
compare to R-squared for models that include a constant. 

c. Dependent variable: MAIP 
d. Linear regression at the origin. 

Table 23: Analysis of variance (RMP-MAIP) 

Model Sum of 
squares ddl Average 

square D Sig 

Regression   
Residual 
Total 

30.434 
9.566 

40.000 

1 
40 
41 

30.434 
0.239 

127.255 0.000 

a. Dependent variable : MAIP 
b. Linear regression at the origin  
c. Predicted values: RMP 
d. This total of squares is not corrected for the constant because the constant is zero for the 

regression at the origin. 
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4.14.2. Regression Equation RMP-MAIP 

The linear regression equation can be written as follows: MAIP= 0.872 RMP. Also, 
the causal relationship is significant (Sig <5%). 

Table 24: Criteria Coefficients (RMP-MAIP) 

Model 

Unstandardized 
coefficients 

Standardized 
coefficients 

t-student Sig. 
(P-value) 

A Standard 
error Beta 

RMP 0.872 0.077 0.872 11.281 0.00 

4.15. Global model with the results and hypothesis testing results 

The global model with the results and hypothesis testing results are presented as 
follows: 

 
Figure 3: Global model with results 

Table 25: Hypothesis Testing Results 
Hypotheses Results 

H1: MRPFP Valid 
H2: SRPFP Invalid 
H3 : RMPFP Invalid 
H4 : MAIPFP Invalid 
H5 : OPFP Valid 
H6 : MRPSRP Valid 
H7 : MRPRMP Valid 
H8 : MRPMAIP Valid 
H9 : RMPSRP Valid 
H10 : RMPMAIP Valid 
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5. Discussion and conclusion 

Firms put in mind their concern for maximizing yield, so it is very important to 
analyse the impact of an ISO 9001 certified QMS on the firm's financial results. 

Otieno and Kithae (2021) assessed the effect of the implementation of ISO 9001 
quality management system on the financial performance of SMEs in Kenya. The 
upshot of these studies concluded that the implementation of this system has 
statistically no significant effect on the financial performance of these firms. Also, Islam 
et al. (2015) and Zondo (2018) confirm that there is no significant relationship between 
these two elements. 

In a business environment where an economic downturn and financial crisis 
dominates (Greece to be precise). Evangelos and Dimitrios (2014) concluded that the 
ISO 9001 certified manufacturing companies significantly outperform the non-certified 
regarding product quality, customer satisfaction, operational, market and financial 
performance. Also, Matheus et al. (2021) proved that ISO 9001 certification has 
a positive impact on the financial performance of several Brazilian companies. 
Furthermore, an in-depth analysis of 92 studies shows that the ISO 9001 certification 
helps companies to increase their income and financial performance (Basak et al. 
(2018)). Always in the same context the results of several research show that there is 
a positive relationship between the quality management system implementation and 
the financial performance (Astrini, 2021; Ionașcu et al., 2017; Jalil et al., 2017).  

In Iceland, the study of Hróbjartsson (2012) was in a comparative perspective 
between ISO 9001 certified firms and those that are not. The result of this work justified 
the remarkable difference in financial performance on behalf of companies holding ISO 
9001 certification. Also, Valmohammadi & Kalantari (2015) confirm the same finding: 
the ISO 9001 certified companies have a more relevant performance than companies 
not certified.  

The effect of ISO 9001 standards on financial performance continued to attract the 
attention of Nguyen et al. (2016) in Vietnam, whose results confirmed the causal 
relationship between these two concepts. In the United States of America, the research 
of Awoku (2012) argued the feasibility of this version of the ISO 9001 international 
standard as a determinant of financial performance and supplier selection. 

In Pakistan, the findings of the research work of Faryal et al. (2019) suggest that QMS 
certified ISO 9001 implementation has a significant and positive role in improving 
innovation and financial performance of the manufacturing organizations. 

With regard to the kingdom of Morocco, and from an economic environment 
perspective, Ben Ali (2016) measured the impact of an ISO 9001 certified quality 
approach (case: young manufacturing companies in growth phase, located in the north 
of Morocco) on the firm's overall performance, including financial performance, 
the results showed that there is a positive relationship between these two elements. 
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Also, Belkasseh (2019) affirm the positive effect of ISO registration on the financial 
performance. However, Hadini (2020) proved that the practices of an ISO 9001 certified 
quality approach (case: multinational firm located in Morocco) have a weak impact on 
the axes of financial performance. 

Based on a large sample of certified firms (21,482 ISO 9000 certifications issued 
in the United States), Corbett et al. (2005) reported a positive influence of certification 
on financial performance. Specifically, the firms that experienced a deterioration 
in financial performance were those that did not seek certification. While Sharma 
(2005) confirms the same influence, Martynez-Costa and Martynez-Lorente (2007) 
display an opposite opinion by showing that certification produces a negative effect on 
financial performance. 

According to Coffey et al. (2011), the deployment of the quality management 
principles of the ISO 9001 international standard has a positive and significant impact 
on product and service quality, increased sales and market share, profitability, product 
sustainability and employee satisfaction. 

Matradi and Mounir (2022), conducted a review of the literature regarding the 
effects of an ISO 9001 certified QMS on financial performance, the results of their study 
show that: some works attempted to show a positive effect (56%), when others showed 
a negative effect (10%). Some authors report neutral or mediated impact (15%). 
However, many authors do not confirm it (19%). 
According to our exploratory study, the results show that: 
 The strength of the relationship between the factors QMS criteria, ISO 9001 

certified and financial performance is positive and quite strong.  
  The criterion 'Management responsibility' positively influences the financial 

performance. 
 The relationship between the 'Service realization' criterion and financial 

performance is invalid: this result highlights the fact that although ISO 9001 
standards have been integrated, their manifestation in the service realization 
process does not seem to be visible to managers. 

 The relationship between the criterion 'Resource management' and financial 
performance is invalid, we can interpret this result as follows: An ISO 9001 
certification can only be beneficial if the leadership of the organization invests in 
the quality of resources (human resources in particular) with the mission of 
managing the pre and post certification. 

 The relationship between the criterion 'Measurement, analysis and improvement' 
and financial performance is invalid, this result is fairly revealing: the audit of 
a certified QMS is a pillar of success. Indeed, if the leadership of the organization 
does not give much importance to the measurement and continuous 
improvement of its certified QMS, there can be little economic benefit from an 
ISO 9001 certification.  
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 Organizational performance has a positive and fairly strong influence on financial 
performance. 

According to Ataseven et al. (2015), managers must invest their efforts in the 
proper integration of the requirements of the ISO 9001 international standard and not 
in obtaining certification. And Jang and Lin (2008) confirm that thorough QMS 
implementation significantly determines financial performance. 

The efficiency of the management responsibility process within a firm results from: 
 A clear dissemination of the principles of its mission, vision, values, and ethics. 
 Disseminating to its team the knowledge to be put into practice to improve the 

implementation and the quality of the services rendered to clients and other 
interested parties. 

The criterion of Management Responsibility aims at assessing the action of the 
leaders and the excellence of their behaviour, in the accomplishment of their mission, 
as well as their vision of the organization through the implementation of values and 
systems necessary for sustainable success. In accordance with the research of Calvo-
Mora et al. (2005), this criterion has effects on the criteria of resource and process 
management.  

Thus, the results of our study prove that this criterion positively influences  
in a fairly strong way the criteria: 'Service realization', 'Resource management' and 
'Measurement, analysis and improvement'. 

In consideration of the analysis of the observations made by the authors mentioned 
above and the results of our study, we realize that the commitment of the leaders to 
manage the processes of the ISO 9001 certified QMS in an efficient way must be visible, 
permanent, "proactive" and exist at all levels of management, and  to enhance firm's 
performance it is important for management to understand and find different sources 
of leadership that will lead to improved organizational performance (Uhl-Bien et al. 
(2014)). 

“ISO 9001 standards consider that a management system consists of interacting 
processes. All processes need, to function, planning, information, resources, evaluation 
and monitoring, improvements, and decisions internal to the process or provided by 
other processes such as support processes, management processes and implementation 
processes. These different processes are linked and influence each other". According to 
our empirical study we have proven that the process 'Resource Management' does 
indeed influence positively and strongly all processes of the QMS. 

Finally, it should be noted that any research work such as ours has certain 
limitations for different reasons. For example, the method of data collection by means 
of a questionnaire is not free of limitations. It only allows for the collection of subjective 
data and information (perceptions of managers). 
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Dynamics of survey responses before and during the pandemic: 
entropy and dissimilarity measures applied to business tendency 

survey data 

Emilia Tomczyk1 

Abstract 

This article is set within the framework of studies focusing on the impact of the SARS-CoV-2 
virus on the dynamics of economic activity. For the purposes of the analysis of the 
expectations expressed in business tendency surveys, the paper aims to verify whether the 
pandemic of 2020-2022 can be seen as just another contraction phase. Entropy and 
dissimilarity measures are employed to study the characteristics of the expectations and 
assessments expressed in the business tendency survey of Polish manufacturing companies. 
The empirical results show that the dynamics of the manufacturing sector data, particularly 
as far as general economic conditions are concerned, set the pandemic period apart. The 
economic consequences of the COVID-19 pandemic expressed in business tendency surveys 
tend to be unfavourable, but the statistical properties or the degree of the concentration of 
respondents’ answers do not correspond closely either to the expansion or contraction 
phases of the business cycle. 

Key words: business cycles, survey data, expectations, manufacturing industry, COVID-19 
pandemic. 

1.  Introduction 

The COVID-19 pandemic is an ongoing global pandemic of coronavirus disease 2019 
(COVID-19) caused by severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2). 
As of April 2022, there have been more than 504 million registered cases and 6.2 million 
deaths due to the virus (Worldometer, 2022). There is a consensus that the potential 
economic consequences of the recent world-wide pandemic will be significant. The 
World Bank estimates that the world economy has shrunk by 4.3% in 2020 
(Boianovsky, Erreygers 2021). Substantial downward revisions in enterprises and 
households’ economic sentiments have been noted in recent literature (see Bartik et al. 
2020; van der Wielen, Barrios 2021; Meyer et al. 2022). However, the scale and range of 
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negative effects of COVID-19 pandemic are far from obvious or uniform across 
countries and economic variables. Long-term consequences were found to depend on 
the region; for example, Teresiene et al. (2021) note that in the case of the Eurozone, 
the spread of COVID-19 pandemic did not affect the consumer-confidence index as 
much as in the US and China. 

Similar ambiguities are noted with respect to response of the Polish economy to the 
pandemic. The World Bank points out that Poland has survived the pandemic relatively 
unscathed and may attain 3.3 percent growth in 2021 (The World Bank, 2021). Results 
of the RIED (Research Institute for Economic Development of SGH Warsaw School of 
Economics) survey in manufacturing sector show that in February 2022, enterprises 
evaluate their future prospects as favourable: with respect to 2021, manufacturing 
activity and industrial confidence indicators increase, inflation slows down, and the 
main survey balances (in production, orders, employment, and financial situation) 
reflect optimism of respondents (Adamowicz, Walczyk 2022). Generally, 
manufacturing sector enterprises express confidence as far as their own prospects are 
concerned even though their assessment of the general economic situation in Poland 
remains pessimistic. Also, the official aggregated statistics of Statistics Poland paint 
a darker picture. In March 2022, monthly general business climate indicator 
in manufacturing remains lower as compared to the  corresponding month of the 
previous year: down 6.6 points for non-seasonally adjusted indicator and 7.2 points for 
seasonally adjusted one (GUS 2022, p. 9). To conclude, the jury is still out as far as the 
size of the pandemic’s negative effects for the economy, as well as its long-term 
consequences, are concerned.  

For these reasons, up-to-date analysis of the dynamics of economic phenomena 
during recent turbulent times poses a very current important research problem for 
applied economists. One of the key topics concerns behaviour of expectations which, 
in turn, substantially affects decisions of economic agents. Yet, results of tests 
performed so far on aggregated macroeconomic data proved to be inconclusive and 
in high degree dependent on many factors, including the phase of a business cycle. 
Observed changes reported by respondents constitute a unique in its timelines data 
source on the current state of the economy. Additionally, the use of entropy and 
dissimilarity measures in the field of expectation analyses has been relatively rare so far. 
These two factors combined – unexpected arrival of the pandemic, and lack of 
unequivocal results on behaviour of economic expectations in critical times – has 
motivated this study. It aims to verify whether behaviour of business survey 
expectations and observed changes allows for classification of the pandemic phase as 
another contraction phase, similar in this respect to other downturns in Polish 
economy. 
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The remaining part of the paper is organized as follows. In Section 2, the dataset 
(i.e. the RIED database on business tendency surveys in manufacturing) is described as 
well as the empirical methods employed to analyse the dynamics of assessments and 
expectations across business cycle phases. Section 3 provides a description of the 
expansion, contraction and pandemic phases of 2009 – 2022 on the basis of descriptive 
statistics of observed and expected changes in five fields of economic activity, 
and Section 4 – on the basis of entropy and dissimilarity measures. Section 5 presents 
a summary of the empirical results and their interpretation in terms of the goals of the 
study, as well as conclusions and limitations. 

2.  Data and methods 

The data on assessment and expectations concerning major economic variables has 
been obtained from the monthly business tendency surveys in manufacturing 
conducted by the Research Institute for Economic Development of SGH Warsaw 
School of Economics (henceforth RIED) since March 1997. The scope of the survey and 
variants of the answers are presented in Table 1.  

Table 1: Monthly RIED questionnaire in the manufacturing industry 

Code Category Observed within the last 
month 

Expected for the next 3-4 
months 

q01 Level of production up 
unchanged 

down 

will increase 
will remain unchanged 

will decrease 
q02 Level of orders up 

normal 
down 

will increase 
will remain normal 

will decrease 
q03 Level of export orders up 

normal 
down 

not applicable 

will increase 
will remain normal 

will decrease 
not applicable 

q04 Stocks of finished 
goods 

up 
unchanged 

down 

will increase 
will remain unchanged 

will decrease 
q05 Prices of goods 

produced 
up 

unchanged 
down 

will increase 
will remain unchanged 

will decrease 
q06 Level of employment up 

unchanged 
down 

will increase 
will remain unchanged 

will decrease 
q07 Financial standing improved 

unchanged 
deteriorated 

will improve 
will remain unchanged 

will deteriorate 
q08 General situation of the 

economy 
improved 

unchanged 
deteriorated 

will improve 
will remain unchanged 

will deteriorate 

Source: RIED database. 
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Eight fields of economic activity are evaluated by the respondents with respect to 
changes they observe and expect for the next 3-4 months.2 On the basis of individual 
qualitative responses, balance statistics (i.e. differences between the number of 
optimists – those who report or expect improvement – and pessimists), are calculated 
and presented in percentage points. Aggregated results and comments are regularly 
published in the RIED Bulletins (see Adamowicz, Walczyk 2022). 

The starting point for empirical analysis is October 2009, when the contraction 
phase associated with the financial crisis of 2008–09 came to an end. Following 
Tomczyk (2022), the following phases of business cycle are identified: 
 expansion phase of October 2009 – June 2012, 
 contraction phase of July 2012 – December 2012, 
 expansion phase of January 2013 – February 2020. 

In Tomczyk (2022), the last phase ended in December 2019 as it was the final point 
of database then available. For the purpose of current analysis, expansion phase has 
been extended until February 2020. Even though in January and February 2020 the first 
signs of deterioration of the macroeconomic situation and business sentiment emerged, 
pandemic-related restriction have not been yet introduced in Poland. The first 
confirmed case of COVID-19 in Europe occurred in France on January 24, 2020, and 
in Poland – on March 4, 2020. Officially, the state of pandemic has been declared on 
March 14, 2020 (Regulation of the Minister of Health on the declaration of an epidemic 
threat in the territory of the Republic of Poland, Journal of Laws of 2020, item 433). 
It has not yet been revoked, but most of the restrictions, including the obligation to 
wear masks and of home isolation, border quarantine, and home quarantine for family 
members, were lifted on March 28, 2022. Consequently, the pandemic phase has been 
defined as starting in March 2020 and continuing until the end of RIED sample 
available (February 2022), that is: 
 pandemic phase: March 2020 – February 2022. 

The variables selected from the RIED questionnaire in manufacturing (see Table 1) 
are those than can be compared with aggregated Statistics Poland data to quantify 
survey expectations data for further analysis: q01 (level of production), q05 (prices of 
goods produced), q06 (level of employment), q07 (financial standing), and q08 (general 
situation of the economy). 

Two sets of methods of empirical analysis of business survey data are employed in 
this paper. First, averages, medians and standard deviations for both observed and 
expected changes in balance statistics for selected fields of economic activity surveyed 
by RIED are calculated in order to measure typical levels and volatility of expectations 
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and assessments of the current situation by manufacturing enterprises during 
expansion, contraction, and pandemic phases. These results are presented and analysed 
in Section 3. 

Second, entropy and dissimilarity measures are used to evaluate similarities 
between a priori information supplied by business tendency surveys (i.e. expectations), 
and a posteriori information (i.e. realizations). Following Wędrowska (2010), let us 
define structure 𝑆  as a vector 𝑆 𝑠 , 𝑠 , … , 𝑠 ∈ 𝑅  whose elements 𝑠  
𝑖 1, 2, … ,𝑛  fulfil two conditions: 

0 𝑠 1,           (1) 

∑ 𝑠 1. (2) 

Structure 𝑆  is, therefore, fully described by a vector of fractions (structure 
elements) summing to a total of 1. 

The amount of information provided by a message (i.e. its information content) 
is defined in information theory in relation to the probability that a given message is 
received from the set of all possible messages: the less probable the message, the more 
information it carries. On the basis of the elements of 𝑆  it is now possible to define the 
empirical measure of entropy introduced by C. E. Shannon in his classic 1948 paper 
A mathematical theory of communication as 

𝐻 𝑆 ∑ 𝑠 𝑙𝑜𝑔 . (3) 

It is worth noting that the value of 𝐻 𝑆  depends only on characteristics of the 
structure analyzed, i.e. its elements 𝑠 .  

An important property of 𝐻 𝑆  as a measure of entropy is that it reaches its 
maximum value of 𝐻 𝑙𝑜𝑔 𝑛 if all structure elements 𝑠  are equal (i.e. 𝑠 𝑠
⋯ 𝑠 ). As 𝐻 𝑆  approaches its maximum value, differences between structure 
elements decrease, and for 𝐻 𝑆 𝐻 , the distribution of structure elements 
becomes uniform. Also, 𝐻 𝑆 𝐻 0 if one of the elements 𝑠  𝑖 1, 2, … ,𝑛  
is equal to 1, and all the remaining structure elements are equal to 0 (i.e. distribution is 
concentrated in one element of structure only). The value of 𝐻 𝑆  can be, therefore, 
interpreted as the measure of concentration of elements 𝑠  of structure 𝑆 , and can be 
used in empirical setting to evaluate information content of a structure. When several 
structures ordered in time are available, it is also possible to analyse their dynamics. 
Empirical values and dynamics of entropy measure 𝐻 𝑆  for expectations and 
realizations expressed in the RIED business tendency surveys  are presented in the next 
section. 

In practice, however, not only the degree of uncertainty associated with a priori and 
a posteriori structures may be economically interesting but also the extent of changes 
detected between assumed (a priori) and observed (a posteriori) structures. In order to 
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analyse the size of change between a priori structure 𝑆   and a posteriori structure 𝑆 , 
relative entropy (or Kullback-Leibler divergence; see Zhang, Jiang 2008) is calculated: 

𝐼 𝑆 : 𝑆 ∑ 𝑞 𝑙𝑜𝑔 . (4) 

Relative entropy is also known as information gain; it measures expected amount 
of “new” information provided by a posteriori structure. One of the properties of (4) 
states that it takes its minimum value of zero if both structures are identical (i.e. 𝑆  = 𝑆 ), 
and increases with the size of differences between the structures to infinity (see 
Wędrowska 2010).  𝐼 𝑆 : 𝑆  can be interpreted as the degree of change between 
assumed (a priori) and observed (a posteriori) structures, and therefore serve as 
measure of dissimilarity of structures: the larger it is, the less similar the structures are. 

In empirical setting, it is more convenient to apply a standardized coefficient 
defined on interval [0, 1] to facilitate interpretations and comparisons. Chomątowski 
and Sokołowski (1978) introduce a similarity measure to classify data into comparable 
phases, and employ it to define clusters of industrial production in Poland. They also 
provide a related dissimilarity measure that can be used to evaluate extent of change 
from a priori to a posteriori structure: 

𝑃 𝑆 : 𝑆 1 ∑ 𝑚𝑖𝑛 𝑞 ,𝑝 . (5) 

From the properties of the structure defined by (1) and (2) it follows that 𝑃 𝑆 : 𝑆  
 [0, 1]. The lower limit is attained when analysed structures are identical, i.e. 𝑆  = 𝑆 . 
As dissimilarities between structures increase, value of 𝑃 𝑆 : 𝑆  increases towards the 
upper limit of 1.  

Empirical values and dynamics of dissimilarity measure  𝑃 𝑆 : 𝑆  employed to 
evaluate similarities between expectations and realizations expressed in business 
tendency surveys are presented in Section 4. They are introduced to supplement results 
obtained on the basis of the entropy measure as both methods reflect structure change 
from its a priori to a posteriori state. 

3.  Statistical properties of observed and expected balance statistics 

In Table 2, means, medians and standard deviations for both observed and expected 
changes in balance statistics for selected fields of economic activity surveyed by RIED 
are presented, aggregated into expansion and contraction phases. Means and medians 
of balance statistics measure average level of optimism in each phase across assessments 
and expectations; standard deviation – its volatility. Also, the average percentages of 
“no change observed / expected” answers are calculated in each case in order to evaluate 
the dynamics of no-change (i.e. “everything remains/will remain stable”) responses. 
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Table 2: Descriptive statistics for observed and expected balance statistics 

Variable Measure 
Expansion 
2009.10 – 
2012.06 

Contraction 
2012.07 – 
2012.12 

Expansion 
2013.01 – 
2020:02 

Pandemic 
2020.03 – 
2022.02 

Production mean 2.97 -9.47 -0.68 -9.85 
Observed median 2.40 -6.20 0.40 -6.75 
 std dev 

avg.unch 
11.58 
47.82 

9.47 
47.67 

9.51  
50.91 

15.07 
47.12 

Production  mean 6.33 -11.67 3.21 -5.37 
Expected median 9.70 -12.40 4.95 -2.85 
 std dev 

avg.unch 
11.40 
50.80 

9.02 
49.17 

9.16  
54.00 

18.61 
46.14 

Prices  mean 7.10 -3.45 1.45 23.29 
Observed median 6.60 -4.35 -1.80 27.95 
 std dev 

avg.unch 
9.53 

73.16 
3.30 

79.48 
8.46 

77.79 
23.67 
63.38 

Prices  mean 8.48 -0.77 5.41 29.78 
Expected median 8.40 -1.30 2.60 31.95 
 std dev 

avg.unch 
7.80 

73.95 
2.43 

77.82 
10.02 
76.70 

24.55 
55.53 

Employment  mean -8.09 -12.80 -1.47 -3.29 
Observed median -6.90 -11.45 0.00 -0.95 
 std dev 

avg.unch 
6.55 

66.54 
4.36 

67.67 
6.35 

70.22 
6.18 

76.13 
Employment mean -12.55 -21.53 -2.85 -2.36 
Expected median -12.00 -22.45 -2.15 -0.60 
 std dev 

avg.unch 
5.79 

70.39 
5.46 

66.37 
5.62 

72.45 
9.22 

71.83 
Finances  mean -7.94 -15.22 -8.74 -20.35 
Observed median -8.10 -14.40 -8.30 -17.80 
 std dev 

avg.unch 
6.51 

63.48 
2.63 

65.57 
6.20 

64.17 
12.28 
59.45 

Finances  mean -3.75 -19.17 -7.74 -17.23 
Expected median -3.30 -19.55 -6.90 -11.80 
 std dev 

avg.unch 
5.74 

64.56 
3.95 

63.22 
6.60 

64.70 
16.96 
55.46 

General  mean -21.95 -49.38 -12.88 -52.10 
Observed median -22.50 -48.85 -11.20 -54.80 
 std dev 

avg.unch 
9.19 

62.12 
5.38 

48.02 
16.04 
62.90 

18.49 
35.13 

General  mean -20.52 -53.30 -16.47 -45.93 
Expected median -18.10 -53.40 -15.00 -48.60 
 std dev 

avg.unch 
13.19 
57.77 

5.05 
42.77 

13.86 
59.06 

19.76 
33.76 

Notation: see Table 1; avg.unch – average percentage of “no change observed/expected” answers. 
Source: own calculations on the basis of RIED data. 
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As far as average level of optimism is concerned, it is much lower as measured by 
means and medians in the pandemic phase than in the preceding expansion phase. (Let us 
keep in mind that in the case of prices (q05), higher mean and median signify higher 
prices observed or expected, which is generally not good news for the economy; higher 
values are therefore consistent with the interpretation of less optimism in the pandemic 
phase.) This finding, of course, is hardly surprising and is consistent with results already 
noted in the literature. For example, Teresiene et al. (2021) show widespread pessimism 
among manufacturing and service sectors enterprises, both locally (by Eurozone 
countries) and globally. In particular, they document negative and significant impact 
of COVID-19 infections and fatalities on business sentiment indicators. 

In the pandemic phase there are several instances of sizable differences between the 
average and median, which may suggest that more of the data values are clustered 
towards one end of their range or a few extreme values are observed. This may suggest 
more uncertainty during the pandemic. Also, much higher volatility (as measured by 
standard deviation) in the pandemic phase as compared to the preceding expansion 
phase of January 2013 – February 2020 is observed, particularly in the case of 
production (q01), prices (q05), and financial standing of companies (q07) in the 
manufacturing sector. This stands in contrast with the previous analysis of expectations 
expressed in Polish business tendency surveys, where more volatility was noted during 
expansion phases, more often for observed changes than for forecasts, and lower 
uncertainty was observed in contraction phases (see Tomczyk 2022). It is perhaps a first 
empirical indication that the pandemic phase cannot be straightforwardly interpreted 
as another contraction phase. Instead, it seems to be a separate phenomenon not to be 
confused with previous slumps in economic activity. The ambiguous behaviour of price 
expectations during pandemic has been noted previously. For example, Meyer et al. 
(2022) note that in the United States, enterprises expect lower selling prices in the short 
term and lower inflation in contrast to rising household inflation expectations. 
Generally, behaviour of price expectations during pandemics requires further detailed 
analysis as it is not typical either for expansion or contraction phases of a business cycle. 

There are exceptions to the “higher volatility during pandemics” rule though: 
standard deviations of observed and expected changes in employment (q06) and general 
situation of the economy (q08) remain stable across expansion and pandemic phases. 

Fractions of “no change” responses are generally lower for both observed and 
expected changes in the pandemic phase than in the expansion phases directly 
preceding. This result suggests that survey respondents found it easier to express 
a specific (and generally pessimistic, judging by means and medians) opinion about all 
the economic variables. This effect is particularly strong in the case of a general 
situation of the economy (q08), where percentages of “no change” answers fell from 
63–59 percent to 34–35 percent between the expansion phase of January 2013 – 
February 2020 and pandemic phase of March 2020 – February 2022). 
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4.  Results of application of entropy and dissimilarity measures 

As the next step in analysis of assessment and expectations of enterprises across 
business cycle phases, Shannon’s entropy was used for investigating the level of 
concentration of the structures, defined as percentages of “up – no change – down” 
answers. Table 3 shows the summary statistics for entropy measure 𝐻 𝑆  given by 
formula (3), calculated for five variables selected from the RIED business tendency 
survey in manufacturing, separately for expectations and observed changes, across 
business cycle phases. Since mean and median values were very similar, only mean is 
reported for purposes of clarity. 

Table 3: Summary statistics for entropy measures: observed and expected changes 

Variable Measure 
Expansion 
2009.10 – 
2012.06 

Contraction 
2012.07 – 
2012.12 

Expansion 
2013.01 – 
2020:02 

Pandemic 
2020.03 – 
2022.02 

Production spread 0.1143 0.0646 0.1929 0.2927 
Observed mean 1.4978 1.4973 1.4738 1.4717 
 std dev 0.0317 0.0260 0.0388 0.0630 
Production  spread 0.1188 0.0432 0.1832 0.2899 
Expected mean 1.4654 1.4755 1.4376 1.4750 
 std dev 0.0307 0.0169 0.0417 0.0681 
Prices  spread 0.3588 0.1088 0.5196 0.5196 
Observed mean 1.0657 0.9291 0.9562 1.0475 
 std dev 0.0818 0.0438 0.1054 0.1495 
Prices  spread 0.3297 0.2502 0.6480 0.3808 
Expected mean 1.0478 0.9803 0.9652 1.1466 
 std dev 0.0772 0.0842 0.1373 0.0837 
Employment  spread 0.2317 0.0304 0.3085 0.2990 
Observed mean 1.2280 1.1899 1.1633 1.0129 
 std dev 0.0601 0.0125 0.0667 0.0821 
Employment  spread 0.2326 0.1594 0.3440 0.2336 
Expected mean 1.1226 1.1395 1.1113 1.1139 
 std dev 0.0534 0.0700 0.0721 0.0680 
Finances  spread 0.2481 0.1354 0.2495 0.2995 
Observed mean 1.2890 1.2198 1.2737 1.2655 
 std dev 0.0552 0.0524 0.0522 0.0742 
Finances  spread 0.1809 0.0249 0.2692 0.3472 
Expected mean 1.2813 1.2380 1.2657 1.3305 
 std dev 0.0383 0.0098 0.0520 0.0754 
General  spread 0.1806 0.1428 0.3681 0.9566 
Observed mean 1.2183 1.0767 1.2305 1.1643 
 std dev 0.0487 0.0496 0.0833 0.2386 
General  spread 0.2646 0.1631 0.3329 0.8692 
Expected mean 1.2940 1.1021 1.2925 1.2617 
 std dev 0.0668 0.0591 0.0892 0.2119 

Notation: see Table 1; obs – observed changes, exp – forecasted (expected) changes; spread = maximum 
– minimum value. Source: own calculations on the basis of RIED data. 
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High mean values of entropy obtained in the case of production (q01), both 
in comparison to other variables and in absolute terms, seem to be the most striking 
result. The maximum value of measure of entropy is 𝐻 𝑙𝑜𝑔 𝑛 𝑙𝑜𝑔 3  1.5850; 
the closer empirical entropy of a structure to its maximum value, the more uniform the 
structure is, and therefore the less informative a priori structure becomes in relation to 
a posteriori structure. Mean values obtained for production across the business cycle 
phases (for example, 1.4750 for expectations and 1.4717 for realizations during the 
pandemic phase) are considerably higher than mean entropy of prices, employment, 
financial standing, or general business conditions. In the case of production, therefore, 
distribution of increase / no change / decrease fractions is relatively uniform, leading to 
high entropy and providing little information. On the other hand, entropy is equal to 
zero if one of the elements of a structure is equal to 1, i.e. there is no uncertainty 
associated with distribution of outcomes. The value of zero is not attained for any of 
the variables analysed, and the lowest values (slightly above or below 1) are observed 
for prices (q05). Since entropy allows to evaluate degree of concentration, in the case of 
prices fractions of survey answers seems to be particularly cantered on one of the three 
options provided in the questionnaire. In theory, answers might be cantered on either 
of the three options (increase / no change / decrease) and vary from one questionnaire 
to another. In practice, however, they are heavily biased towards the “no change” 
category (see Table 2) for all the variables in the RIED business tendency survey. 

Compared to any other phase of the business cycle since 2009, the highest spread 
of entropy (i.e. difference between the maximum and minimum values) is observed in 
the pandemic phase, with a single exception of employment (q06), for which the highest 
spread, for both observed and expected changes, was noted during the expansion phase 
of January 2013 – February 2020. The largest increase as compared with the last 
expansion phase, the largest spread is noted for general condition of the economy (q08), 
where spread increases from 0.3881 to 0.9566 for observed and from 0.3329 to 0.8692 
for expected changes. Also, in the case of the general situation of the economy, there is 
the most dramatic increase in variability of entropy as measured by standard deviation: 
from 0.0833 to 0.2386 for observed and from 0.0892 to 0.2119 for expected changes, 
confirming that the general situation of the economy is subject to the most volatile 
changes in information content of surveys from one month to another. 

Finally, dissimilarity measure 𝑃 𝑆 : 𝑆  given by equation (5) is used to quantify 
the divergence between the a priori and a posteriori structures; i.e. expectations and 
observed changes. Since expectations have to be matched with observed realizations to 
calculate the measure of dissimilarity, the length of time series is reduced by three 
observations. The final phase (pandemic) is therefore reported for March 2020 – 
November 2021 since the last three expectations data points (for December 2021, and 
January and February 2022) do not have matching observed changes to calculate the 
dissimilarity statistics. Statistical details, i.e. mean, median and standard variation 
across business cycle phases, are reported in Table 4. 
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Table 4: Summary statistics for dissimilarity measure (5) 

Variable Measure 
Expansion 
2009.10 – 
2012.06 

Contraction 
2012.07 – 
2012.12 

Expansion 
2013.01 – 
2020:02 

Pandemic 
2020.03 – 
2021.11 

Production mean 0.0763 0.0693 0.0800 0.0765 
 median 

min 
max 

0.0710 
0.0240 
0.1280 

0.0655 
0.0300 
0.1420 

0.0715 
0.0140 
0.3140 

0.0690 
0.0110 
0.2610 

 std dev 0.0331 0.0411 0.0474 0.0584 
Prices  mean 0.0490 0.0278 0.0495 0.0723 
 median 

min 
max 

0.0470 
0.0070 
0.1410 

0.0285 
0.0080 
0.0540 

0.0385 
0.0040 
0.2620 

0.0670 
0.0010 
0.1660 

 std dev 0.0299 0.0180 0.0432 0.0480 
Employment  mean 0.0571 0.0457 0.0487 0.0520 
 median 

min 
max 

0.0590 
0.0060 
0.1180 

0.0470 
0.0260 
0.0730 

0.0490 
0.0020 
0.1310 

0.0430 
0.0150 
0.1090 

 std dev 0.0275 0.0174 0.0271 0.0293 
Finances  mean 0.0430 0.0308 0.0475 0.0941 
 median 

min 
max 

0.0440 
0.0030 
0.0910 

0.0340 
0.0140 
0.0400 

0.0380 
0.0020 
0.2480 

0.0770 
0.0310 
0.2570 

 std dev 0.0215 0.0098 0.0386 0.0507 
General  mean 0.0753 0.0532 0.0765 0.1156 
 median 

min 
max 

0.0710 
0.0190 
0.1680 

0.0430 
0.0160 
0.0980 

0.0670 
0.0070 
0.3620 

0.1000 
0.0380 
0.2390 

 std dev 0.0413 0.0321 0.0587 0.0589 

Notation: see Table 1. Source: own calculations on the basis of the RIED data. Min – minimum value, 
max – maximum value. 

The highest mean value of the dissimilarity measure is observed in the divergence 
between the a priori and a posteriori structures of the expectations and assessments of 
general business conditions during the pandemic: 0.1156. It is the global maximum 
across all the business cycle phases and all variables. The majority of the values of the 
dissimilarity measure indicate only minor divergences between the analysed structures. 
The lowest means and medians are generally observed for prices (q05) with the global 
minimum of 0.0278 during the short contraction phase of July 2012 – December 2012, 
but, during the pandemic phase, the lowest value (0.0520) is associated with 
employment (q06). Volatility of dissimilarity of structures is consistently higher during 
pandemic than in any other business cycle phase with the maximum of 0.0589 for the 
general economic situation (q08) and a close second high of 0.0584 for production 



196                                                                 E. Tomczyk: Dynamics of survey responses before and during… 

 

 

(q01). These results confirm that for general situation of the economy, a posteriori 
structures of responses differ significantly from their a priori counterparts and, with 
their high variability, reflect a lot of uncertainty among the respondents as far as overall 
economic conditions are concerned. 

Employment (q06) stands out as the only variable which exhibits constant sizable 
variation across the entire sample without the peak at the beginning of 2020. This result 
can be interpreted as structures (i.e. percentages of increase/ no change/ decrease 
answers) for employment expectations and assessments being relatively unaffected by 
the onset of the pandemic. Previous studies (for example, Bartik et al. 2020) show that 
businesses’ expectations about the longer-term impact of COVID-19 on employment 
strongly depend on sector’s familiarity with pandemic-relief programs and government 
assistance procedures. Lack of this type of data in case of Polish business surveys may 
explain the relatively uniform behaviour of the dissimilarity measure in the case of 
employment. 

5.  Summary and conclusions 

COVID-19 pandemics is the second major event of this type in current (economic) 
memory, the first being the Spanish flu pandemic of 1918-1920, the most severe 
pandemic in modern history. However, recent abundance of research articles on 
economic consequences of COVID-19 outbreak is unprecedented in the post-
pandemic economic literature. The Spanish flu pandemic, caused by an H1N1 virus of 
avian origin, is estimated by the Center for Disease Control and Prevention to have 
affected about 500 million people (one-third of the world’s population) and caused at 
least 50 million deaths worldwide (CDC, 2021). As for COVID-19, there are more than 
504 million registered cases and 6.2 million deaths as of April 17, 2022 (Worldometer, 
2022). Boianovsky and Erreygers (2021) note that despite of the huge scale of the 
Spanish flu pandemic, none of the major economics journals published an article on 
the pandemic in the period of 1918–1921. As possible reasons they cite factors related 
to the organization of the economic profession, lack of nation-wide anti-pandemic 
government measures such as lockdowns, and generally low degree of visibility of the 
economic characteristics of the pandemic; let us note is took place right after the World 
War I when academic and publishing efforts were not given priority. The interest taken 
by 20th century economists in analysing economic consequences of the COVID-19 
pandemic if fully warranted by remarkable irregularities of business tendency survey 
data dynamics in comparison to other phases of a business cycle. This is particularly 
visible for the general business conditions and much less so for individual variables such 
as production, prices, employment and financial standing of manufacturing sector 
companies. 
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On the basis of empirical results presented in Sections 3 and 4, the following overall 
conclusions can be drawn. General business conditions (q08) consistently stand out as 
the variable associated with the highest volatility and evident difficulties with predicting 
a posteriori structures of responses on the basis of a priori information. This category 
exhibits the highest discrepancies across characteristics of expectations and 
assessments, ranging from non-informative to relatively informative structures. Also, 
the largest global values of the dissimilarity measure are observed in the divergence 
between the a priori and a posteriori structures of general business conditions during 
the pandemic. Fractions of expected and observed percentages differ markedly, 
reflecting respondents’ insecurity with respect to general economic conditions. 

During COVID-19, higher volatilities of expected and observed changes 
in responses are noted, which in previous analyses (see Tomczyk 2022) were associated 
rather with expansion phases of the business cycle. Combined with results of the 
application of entropy and dissimilarity measures, this finding strongly suggests that 
the pandemic phase cannot be straightforwardly interpreted as another contraction in 
the business cycle. Instead, it seems to be a separate phenomenon not to be confused 
with previous slumps in economic activity. 

Analysis of expectations of entrepreneurs during recent pandemic should be 
further extended to include tests of rationality of expectations with respect to the cycle 
phase (including the pandemic phase separately from typical upturns or downturns) or 
correlation of sentiments expressed in tendency surveys with other aggregated 
measures of economic activity. Special attention should be paid to general business 
situation as this variable exhibits the most traits separating the pandemic from other 
phases of the business cycle. However, since we have only two year’s worth of 
pandemic-related data (and hopefully no more), the limited number of observations 
will make quantification procedures statistically dubious. What is more, the 2022 
Russian invasion of Ukraine and the resulting war that continues at the time of writing 
of this article will likely further distort empirical results. 

An additional research problem worth considering is whether current situation of 
an enterprise (particularly its financial standing reported in question q07) 
systematically influences its expectations, and consequently the degree of concentration 
of answers on a particular option. 

Still another approach, significantly extended with respect to the current research 
project cantered on properties of business survey data in separate business cycle phases, 
would focus on entropy and dissimilarity measures disaggregated by years or quarters. 
It would allow to analyse their variability in more detail, and seems to be particularly 
suitable during expansion phases which tend to be relatively long as compared to 
contractions. This research question remains as one of the promising directions of 
further study of statistical and information content properties of business tendency 
survey data. 
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Breaking Benford’s law: a statistical analysis
of COVID-19 data using the Euclidean distance statistic

Leonardo Campanelli1

ABSTRACT

Using the Euclidean distance statistical test of Benford’s law, we analyse the COVID-19
weekly case counts by country. While 62% of the 100 countries and territories considered in
the present study conforms to Benford’s law at a significant level of α = 0.05 and 17% at a
significant level of 0.01 ≤ α < 0.05, the remaining 21% shows a deviation from it (p values
smaller than 0.01). In particular, 5% of the countries ‘break’ Benford’s law with a p value
smaller than 0.001.

Key words: Benford’s law, COVID-19 data.

1. Introduction

At the end of the 19th century, Newcomb (1881) noticed that the first-digit distribution of
logarithms were not uniform, as one would expect, but rather followed the rule

PB(d) = log
(

1+
1
d

)
, (1)

where PB(d) is the probability of the first significant digit d. About 60 years later, Benford
(1938) rediscovered Newcomb’s rule (hereafter Benford’s law), extended the law to arbi-
trary logarithmic bases and to multiple digits, and successfully tested the law against 20
very different data sets, like physical constants, deaths rates, populations of cities, length of
rivers, etc.

Although it is now known that some distributions satisfy Benford’s law [see Morrow
(2014) and references therein] and that particular principles lead to the emergence of the
Benford phenomenon in data (Hill, 1995a, 1995b, and 1995c), no general criteria has been
found that fully explain when and why Benford’s law holds for a generic set of data. Al-
though much work is still needed to understand the theoretical basis of the law, the number
of its applications has grown in the last few decades [for theoretical insights and general
applications of Benford’s law, see Miller (2015)].

Probably, the most famous applications are to detecting tax (Nigrini, 1996), campaign
finance (Cho and Gaines, 2007), and election (Roukema, 2013) frauds. Other interesting
applications are in image processing (Pérez-González et al., 2007), where Benford’s law
can be used to look for hidden messages in pictures as well as to test whether or not the

1All Saints University School of Medicine, Toronto, Canada. E-mail: leonardo.s.campanelli@gmail.com.
ORCID: https://orcid.org/0000-0002-7200-9990.
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image has been compressed, and in natural sciences, where the law has been shown to
hold for geophysical observables such as the length of time between geomagnetic reversals,
depths of earthquakes, models of Earth’s gravity, and geomagnetic and seismic structure
(Sambridge et al., 2010).

In general, however, it is important to stress that the rejection/acceptance of tests on data
whose underlying distribution is not known to follow Benford’s law should not be used as
a tool to uncover error or, more importantly, fraud. This is particularly true for COVID-19
data since there is no theoretical basis or sufficient empirical evidence that these data follow
a Benford distribution.

The first application of Benford’s law to the study of COVID-19 data, in particular to
daily and cumulative case and death counts, is due to Sambridge and Jackson (2020), while
the most recent work on the ‘Benfordness’ of COVID-19 data is by Farhadi (2021). Using
different statistical tests, the authors of both studies conclude that, in general, COVID-19
data conform to a Benford’s distribution and also indicate ‘anomalies’ in the data of some
countries. The results of these and similar analyses, however, cannot be completely trusted
for reasons discussed in Section 2. Here, we will describe the statistical approach used to
test the compliance of COVID-19 data with Benford’s law.

Our goal is, indeed, to show that, in general, the first-digit distribution of COVID-19
(weekly) case counts by country do conform to Benford’s law. This opens the possibility
of detecting, in a statistically robust way, anomalous deviations from the law by specific
countries. Our results, presented in Section 3, will be discussed in Section 4. In Section 5,
we draw our conclusions.

2. Data and Method

It is well known that the compliance of data sets with Benford’s law improves as the
range of the data increases. Daily confirmed cases and daily death cases are then not
appropriate when checking for the compliance of COVID-19 first-digit distributions with
Benford’s law because they typically extend over very few orders of magnitude. Another
possibility would be the use of cumulative data. The disadvantage of using this type of data
is that as cumulative cases numbers begin to flatten (especially after a COVID-19 ‘wave’
has passed), first digits tend to become all the same, thus distorting relative digit frequen-
cies. In order to overcome the above problems for COVID-19 data, we will only analyse
the data on weekly confirmed cases by country: they extend, at least for about 45.0% of the
countries, over 4 order of magnitudes, and do not flatten.

Data are from the World Health Organization (WHO, 2021) and are updated to Decem-
ber 20, 2021 (two years from the start of the pandemic). Counts collected by WHO reflect
laboratory-confirmed cases and include both domestic and repatriated cases. True cases are
subject to a time-variable under/overestimation since case definition, case detection, testing
strategies, and reporting practice differ among countries, territories, and areas. All counts
are continuously verified by WHO and then may change based on retrospective updates
necessary to reflect changes in case definition and/or reporting practices.

Of the 222 countries and territories affected by COVID 19, only 100 have COVID-19
weekly case counts with range spanning 4, or more, orders of magnitude. These countries
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and territories are shown in Table 1 and, following the WHO’s convention (WHO, 2021),
are grouped in six different regions: Africa, Americas, Eastern Mediterranean, Europe,
South-Est Asia, and Western Pacific. Also shown in the table is the range of weekly cases,
[Nmin,Nmax], and the number of weeks, N.

The most common tests in use for testing whether an observed sample of size N satisfies
Benford’s law are the Pearson’s χ2, Kolmogorov-Smirnov, and Kuiper tests. However,
such tests are based on the null hypothesis of a continuous distribution, and are generally
conservative for testing discrete distributions as the Benford’s one (Noether, 1963). This
problem can be overcome if one uses the results by Morrow (2014) who has recently found
asymptotically valid test values for these statistics under the specific null hypothesis that
Benford’s law holds.

Other tests have been recently proposed, based on new statistics such as the ‘max’ statis-
tic, m, introduced by Leemis et al. (2000), and the ‘normalized Euclidean distance’ statistic,
d∗, introduced by Cho and Gaines (2007). At the moment of their introduction, however, the
properties of the corresponding estimators were not well understood and no test values were
reported. These problems were solved by Morrow (2014), who provided asymptotically test
values for those statistics too.

Recently enough (Campanelli, 2021), we have found, by means of Monte Carlo simu-
lations, the (empirical) cumulative distribution function (CDF) of the ‘Euclidean distance’
statistic, d∗

N , which is based on the statistic d∗ and was introduced by Morrow (2014). It is
defined as

d∗
N =

√√√√N
9

∑
d=1

[P(d)−PB(d)]
2 , (2)

where P(d) is the observed first-digit frequency distribution.
In the following, we will use this statistic to study the first-digit distribution of COVID-

19 weekly case counts by country since this is the only statistic, among the ones discussed
before and analysed by Morrow, with known distribution. In particular, we will use its CDF
to evaluate p values as p = 1−CDF(d∗

N).

3. Results

Our results are presented in Table 1 where we show, for each country, the Euclidean
distance score, d∗

N , and the corresponding p value. Notice that the CDF of d∗
N , and then

the p values, are reliable up to the second decimal place if 0.28 < d∗
N < 1.85 and up to the

third decimal place otherwise (Campanelli, 2021). In the first case, the uncertainty on p is
±0.001, while in second case is ±0.0001. In Table 1, the last digits in parentheses refer to
these errors. For example, p = 0.27(4) stands for p = 0.274± 0.001, while p = 0.000(2)
stands for p = 0.0002±0.0001.

As shown in Figure 1, while the great majority of the countries (79%) conform to Ben-
ford’s law (p ≤ 0.01), 5% of them show a large deviation from it, having p values smaller
than 0.001.

In Figure 2, we show the observed first-digit frequency distributions of weekly case



204 L. Campanelli: Breaking Benford’s law: a statistical analysis of COVID-19 data...

62%

17%

16%

5%

Figure 1: Percentages of the countries in a given range of p values of the Euclidean distance
statistic for the first-digit distribution of COVID-19 weekly case counts by country: from
top and clockwise, p ≥ 0.05 (green), 0.01 ≤ p < 0.05 (yellow), 0.001 ≤ p < 0.01 (red), and
p < 0.001 (purple).

counts for 15 selected countries superimposed to Benford’s law. Represented countries are
China (where the pandemic started), the United States of America (with the largest total
number of cases), India (with the largest range of weekly case counts, Nmax/Nmin), Tanza-
nia (with the smallest sample size N), Mauritius (with the smallest total number of cases),
Algeria (with the smallest range of weekly case counts), Vietnam, Thailand, and Poland (the
outliers in the first box plot of Figure 5 with the world largest p values), Honduras, Qatar,
Belarus, Cuba, and Egypt (with the smallest p values), and Canada (with the smallest p
value in the interval 0.001 ≤ p < 0.01). It is worth noticing that, although the first six coun-
tries in Figure 1 have very disparate statistical properties (such as sample size, total number
of cases, and range of weekly cases), they all conform to Benford’s law at a significant level
of 0.01 (excluding Mauritius and Algeria, the other four countries conform to Benford’s law
at a significant level of 0.05). Moreover, the spatial distribution of p values is quite uniform,
in the sense that countries with either large or small p values seem to be evenly scattered in
the world, as shown in Figure 3. This suggests that there is no correlation between p value
and geographical location of a country.

A better understanding of such a spatial variation of p values can be obtained by analysing
the percentage of the countries in a given range of p values for each of the six regions of the
world as defined by the WHO (2021). The result is shown in Figure 4. As it is clear from the
pie charts, Africa conforms very well to Benford’s law, all countries in this region having
p values larger than 0.01. Also, South-Est Asian and Western Pacific countries conform
well to Benford’s law, the only countries with a p value less than 0.01 being Maldives (for
South-Est Asia), and Philippines and Australia (for Western Pacific). Countries in Ameri-
cas (Eastern Mediterranean), instead, show the largest deviation from Benford’s law: only
about 41% (53%) of them have p values bigger than 0.05, while about 12% (13%) have p
values below 0.001.

To gain further insight into the ‘global distribution’ of p values, we present the box-and-
whisker plots for the p values of all countries (the world) and the countries in the six WHO
regions in Figure 5. All distributions are positively skewed, with medians well below 0.5.
This indicates that the first-digit distribution of COVID-19 weekly case counts by country
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deviates somehow from Benford’s law on a ‘global’ scale. 2 Such a deviation is, however,
to be expected for the reasons explained in Campanelli (2021). Indeed, Benford’s law does
not represent a true law of numbers: some distributions can be ‘close’ to but not exactly
Benford’s, and this regardless of data quality; also, Benford’s law emerges in the limit of
infinite range of the underlying distribution, condition which is never realized in practice.

4. Discussion

The results of our analysis show that the conformance to Benford’s law cannot be re-
jected at a significant level of 0.01 for most of the countries (79%). This implies that (i) the
first-digit distribution of COVID-19 weekly case counts by country follows Benford’s law
and, accordingly, (ii) it can be used to detect possible ‘anomalies’ in COVID-19 count data.
Thus, in our case, data from Canada, Jordan, Puerto Rico, Greece, Philippines, Belgium,
Tunisia, Latvia, Paraguay, Sweden, Guatemala, Pakistan, Kazakhstan, Maldives, Australia,
and Russia show a possible anomalous behaviour (0.001 ≤ p < 0.01), while anomalies are
certainly present in the data of Honduras, Qatar, Belarus, Cuba, and Egypt (p < 0.001). 3

Needless to say, the origin of such anomalies cannot be revealed by our statistical anal-
ysis, and further and specific investigations are needed to understand if the anomalous be-
haviour is the result of data manipulation or other factors.

One possibility in this direction is to look at a potential correlation between the Global
Health Security Index (GHSI) and the level of Benfordness (Farhadi, 2021). The GHSI was
introduced by the Johns Hopkins University (2021) and is an index of the capabilities of a
country to respond to epidemics of potential international concern. Accordingly, one would
expect that countries with a high GHSI score are prone to reporting reliable COVID-19 data,
and then to conforming to Benford’s law, while countries with a low GHSI are not.

However, our results shows that this is not the case. Indeed, countries with a very low
GHSI, like the African countries, comply well with Benford’ law, while advanced coun-
tries with very high GHSI scores, like Australia, Canada, and Sweden (ranked 4, 5, and 7,
respectively) show a statistically significant deviation from it. Indeed, a global analysis of
the GHSI scores versus the p values of the Euclidean distance statistic clearly indicates a
lack of (positive) correlation between GHSI scores and p values. This, together with the
fact the the great majority of the countries comply with Benford’s law, suggests that non-

2Such a deviation can be quantified by a Kolmogorov-Smirnov (KS) statistical test for the distribution of p
values, whose CDF is CDF(p) = p. The values (degrees of freedom) of the KS statistic for all countries and the
ones in the six regions are 0.4295 (100), 0.4487 (13), 0.6165 (17), 0.6567 (15), 0.3379 (38), 0.5208 (8), and 0.3639
(9), respectively. Accordingly, conformance to Benford’s law is rejected at a significant level of 0.001 (Facchinetti,
2009) in the case of all countries, and the countries in Americas, Eastern Mediterranean, and Europe. It is rejected
at a significant level of 0.01 for the African countries. It is not rejected at a significant level of 0.01 for the South-
East Asian countries, and it is not rejected at a significant level larger than 0.20 for the case of the Western Pacific
countries.

3According to Sambridge et al. (2010) there is evidence that, in general, infection diseases conform to Benford’s
law. Indeed, they found that the total numbers of cases of 18 infectious diseases reported to the WHO by 193
countries worldwide in 2007 follow a Benford distribution. However, their result was not supported by a goodness-
of-fit analysis. Using the Euclidean statistical test, we find that the null hypothesis of conformance to Benford’s
law cannot be rejected at a significant level of 0.01 (Campanelli, 2022). [In particular, the dynamic range of the
data is Nmax/Nmin = 106, the number of data points is N = 987, and the Euclidean distance score is d∗

N = 1.419,
corresponding to a p value of p = 0.02(7).]
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compliance might indicate a possible data manipulation. In Table 1, we report the GHSI
score and rank for each country [data are from Farhadi (2021)], while in Figure 6 we show
the p values of the Euclidean distance statistic versus the corresponding GHSI scores (the
number of countries with known GHSI score is N = 91). The Pearson’s coefficient and the
corresponding p value are r = 0.06 and p = 0.0166, respectively, indicating that the very
week positive correlation between GHSI score and Benfordness is unlikely (at a significant
level of 0.01).

Related works. – Our results about the Benfordness of COVID-19 data are in disagree-
ment with those obtained by Sambridge and Jackson (2020) for some specific countries.
This is not surprising since Sambridge and Jackson analysed cumulative counts which are
expected to deviates from Benford’s law after a COVID-19 wave has passed (see discus-
sion above). Moreover, their analysis was not statistically robust being only based on the
evaluation of the Pearson correlation coefficient r between observed and expected counts.
In particular, Sambridge and Jackson found that out of the 53 analysed countries none had
a very weak correlation with Benford’s law (|r| ≤ 0.20), and only China had weak cor-
relation (0.20 < |r| ≤ 0.40). In contrast, our analysis clearly shows that China conforms
well to Benford’s law, the p values for the Euclidean distance statistic being 0.81(4). Also,
Qatar and Greece were found to have moderate (0.40 < |r| ≤ 0.60) and strong correlation
(0.60 < |r| ≤ 0.80), respectively, while our results show that these two countries do not con-
form to Benford’s law to a high significant level [their p values are 0.000(0) and 0.00(2),
respectively]. Moreover, Egypt, Australia, Canada, Russia, Belgium, and Sweden presented
very strong correlation (0.80 < |r| ≤ 1.00) with Benford’s law, while our result is that con-
formance to Benford’s law for these countries can be rejected at a significant level less than
0.01.

Wei and Vellwock (2020) analysed cumulative and daily cases, and cumulative and daily
deaths, from 20 countries. Their goodness-of-fit test was based on the normalized Euclidean
distance estimator, d∗, defined as

d∗ =
1
D

√√√√ 9

∑
d=1

[P(d)−PB(d)]
2 , (3)

where D =
√

∑
8
d=1 P2

B(d)+ [P(9)−1]2 ≃ 1.03631 is a normalization factor that assures
that the normalized Euclidean distance is bounded by 0 and 1. The measure of fit to check
concordance with Benford’s law was taken to be the one proposed by Goodman (2016),
according to which compliance with Benford’s law occurs when d∗ ≤ 0.25. However, such
a rule of thumb has been shown to be statistically unfounded in Campanelli (2021) and,
generally, gives untrustworthy results for a number of data points either much less or much
bigger than 40 (in particular the rule has a very low statistical power for a number of data
points N ≫ 40.) In fact, in Wei and Vellwock (2020), cumulative cases for Italy, Spain, and
U.K. gave high d∗ scores (0.50, 0.45, and 0.32, respectively), while our result is that confor-
mance to Benford’s law for these countries cannot be rejected at a significant level of 0.05.
Moreover, while our analysis reject the null at a significant level less than 0.01 for Russia,
Philippines, and South Africa, Wei and Vellwock found full conformance to Benford’s law,
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the d∗ values for these countries being well below 0.25 (0.20, 0.11, and 0.10, respectively).
Finally, daily cases for Philippines, Pakistan, South Africa, and Belgium, were found to
have low d∗ scores (0.12, 0.07, 0.06, and 0.05, respectively), while our analysis reject con-
formance to Benford’s law for these countries at a significant level less than 0.01. Finally,
it is worth noticing that, in our case, the use of d∗ statistic together with Goodman’s rule-
of-thumb would give a highly questionable compliance with Benford’s law for all countries
excepted Honduras (d∗ = 0.260) and Tanzania (d∗ = 0.251).

Recently enough, Farhadi (2021) has performed a detailed analysis of COVID-19 data
from 153 countries by using two standard statistical tests – the Kolmogorov-Smirnov and
χ2 tests (both based on a 0.05 significance level) – and the Goodman’s rule of thumb for the
normalized Euclidean statistic. In his analysis, he combined daily case counts, daily deaths,
and daily ‘new tests’, the latter variable indicating the number of individuals identified for
being contaminated with COVID 19. Farhadi found that 27% of the countries showed ‘full
conformance’ to Benford’s (the null hypothesis of compliance with Benford’ law was not
rejected by the three statistical tests), 69% a ‘partial conformance’ (the null was rejected by
only one of the three statistical tests), while 4% of the countries did not conform to Benford’s
law (the null was rejected by all three statistical tests). 4 Qualitatively speaking, then,
Farhadi’s findings agree with our conclusions that the first-digit distribution of COVID-19
counts follows Benford’s law and can be used to flag anomalies. However, the method
and data used by Farhadi (based on a combination of daily cases, deaths, and new tests)
differ substantially from ours and a direct quantitative comparison with his results is not
statistically feasible.

5. Conclusions

We have analysed the COVID-19 weekly case counts by country, as provided by the
World Health Organization, updated to December 20, 2021. We worked under the null
hypothesis that the first-digit distribution of those counts follows a Benford’s distribution.
The choice of weekly confirmed cases instead of daily ones came from the requirement of
having counts that extended over many orders of magnitudes so to improve the compliance
of the data sets with Benford’s law. For the same reason we did not consider daily and
weekly death counts. Also, cumulative cases were not considered as their numbers flatten
(especially at the end of a ‘wave’), thus distorting relative digit frequencies. Out of the
222 countries affected by COVID 19, we considered only the ones with weekly counts
spanning at least 4 orders of magnitude. This choice reduced the study to the analysis of
the data from 100 countries and territories. In order to test the null hypothesis, we used the
Euclidean distance test introduced in Morrow (2014) and developed in Campanelli (2021),
which avoids the specific problems introduced by other statistical tests.

Our analysis shows that the majority of the countries (62%) conforms to Benford’s law
at a significant level of 0.05. However, 5% of the countries (Honduras, Qatar, Belarus,
Cuba, and Egypt) ‘break’ Benford’s law with p values smaller than 0.001.

4As expected at the light of our discussion about the Goodman’s rule of thumb, Farhadi found that, while the
Kolmogorov-Smirnov and χ2 tests produce similar results, the Goodman’s rule of thumb was too conservative to
signal anomalies in the distributions of the first digit.
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Appendices

Table 1: The Euclidean distance d∗
N in Eq. (1) and its corresponding p value for the first-

digit distribution of Covid-19 weekly case counts for 100 countries. Also indicated are the
range of cases, [Nmin,Nmax], the number of weeks, N, and the GHSI score and rank. Counts
are from WHO (2021) and are updated to December 20, 2021. (Digits in parentheses at the
third and fourth decimal places indicate a statistical error on those digits of ±1).

Country Range N GHSI score GHSI rank d∗
N p

Africa
Algeria [5,10524] 96 23.6 173 1.4079 0.02(9)
Botswana [1,15884] 87 – – 1.0374 0.24(3)
Ethiopia [3,19940] 94 40.6 84 0.8937 0.43(8)
Kenya [3,19023] 94 47.1 55 1.2771 0.06(7)
Mauritius [1,10258] 80 – – 1.4535 0.02(1)
Mozambique [2,13268] 92 28.1 153 1.1051 0.17(5)
Namibia [1,12944] 89 35.6 104 1.1731 0.12(2)
Nigeria [1,12531] 95 37.8 96 0.6236 0.84(9)
South Africa [7,162987] 95 54.8 34 1.5317 0.01(2)
Tanzania [4,24307] 23 – – 1.2457 0.08(0)
Uganda [1,22511] 90 – – 0.7271 0.70(8)
Zambia [1,19058] 93 28.7 152 1.3057 0.05(7)
Zimbabwe [1,26671] 93 38.2 92 0.9221 0.39(5)
Americas
Argentina [16,219910] 95 58.6 25 1.5532 0.01(1)
Brazil [6,533024] 96 59.7 22 1.2301 0.08(9)
Bolivia [7,19834] 94 35.8 102 1.0026 0.28(4)
Canada [2,60784] 100 75.3 5 1.8364 0.00(1)
Colombia [5,204556] 95 44.2 65 1.3949 0.03(2)
Costa Rica [9,17469] 95 45.1 62 1.3167 0.05(3)
Cuba [8,64196] 94 35.2 110 2.0674 0.000(1)
Dominican Republic [4,11168] 95 38.3 91 1.3509 0.04(3)
Ecuador [5,14597] 95 50.1 45 1.3332 0.04(8)
Guatemala [5,26678] 94 37.2 125 1.6470 0.00(5)
Honduras [6,10595] 94 27.6 156 2.6172 0.000(0)
Mexico [5,128779] 96 57.6 28 1.1353 0.15(0)
Paraguay [5,20955] 95 37.5 103 1.6844 0.00(4)
Peru [9,60739] 95 49.2 49 1.0690 0.20(9)
Puerto Rico [7,32162] 93 – – 1.7721 0.00(2)
Uruguay [6,26378] 94 41.3 81 0.8801 0.46(0)
U.S.A. [12,1745361] 101 83.5 1 0.7242 0.71(2)
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Table 1: continued

Country Range N GHSI score GHSI rank d∗
N p

Eastern Mediterranean
Afghanistan [3,12314] 96 32.3 120 1.2214 0.09(3)
Egypt [5,10778] 96 39.9 87 1.9710 0.000(4)
Iran [47,269975] 97 37.7 97 1.3850 0.03(4)
Iraq [2,83098] 96 25.8 167 1.2867 0.06(4)
Jordan [5,57666] 95 42.1 80 1.7989 0.00(1)
Lebanon [5,33605] 97 43.1 73 1.1526 0.13(7)
Libya [1,19510] 92 25.7 168 1.4154 0.02(8)
Morocco [6,64784] 95 43.7 68 1.1256 0.15(8)
Oman [6,17783] 96 43.1 73 1.0093 0.27(6)
Pakistan [2,40287] 95 35.5 105 1.6157 0.00(6)
Palestinian Territories [8,17509] 96 – – 1.0512 0.22(8)
Qatar [7,13049] 96 41.2 82 2.4137 0.000(0)
Saudi Arabia [5,30925] 95 49.3 47 1.2266 0.09(1)
Tunisia [5,52076] 95 33.7 122 1.7322 0.00(2)
U.A.E [2,26285] 100 46.7 56 0.9135 0.40(8)
Europe
Armenia [1,14417] 95 50.2 44 0.7368 0.69(3)
Austria [8,96094] 96 58.5 26 0.8381 0.52(8)
Azerbaijan [2,29155] 96 34.2 117 0.6744 0.78(5)
Belarus [1,14213] 96 35.3 108 2.2927 0.000(0)
Belgium [1,125246] 96 61.0 19 1.7387 0.00(2)
Bosnia and Herzegovina [2,11122] 95 42.8 79 0.6642 0.79(9)
Bulgaria [2,32962] 95 45.6 61 1.4023 0.03(0)
Croatia [1,37433] 96 53.3 38 0.6771 0.78(1)
Czechia [27,127489] 95 52.0 42 0.9291 0.38(5)
Denmark [3,78981] 96 70.4 8 1.4868 0.01(7)
Estonia [1,11930] 96 57.0 29 1.4258 0.02(6)
Finland [1,16510] 98 68.7 10 0.7175 0.72(3)
France [1,504469] 100 68.2 11 0.8111 0.57(2)
Georgia [3,33665] 96 52.0 42 0.9460 0.36(0)
Germany [2,406754] 99 66.0 14 0.8982 0.43(1)
Greece [7,47411] 96 53.8 37 1.7715 0.00(2)
Hungary [7,70400] 95 54.0 35 1.1028 0.17(7)
Ireland [1,53846] 96 59.0 23 1.0170 0.26(7)
Israel [1,65917] 97 47.3 54 0.7419 0.68(5)
Italy [3,257579] 98 56.2 31 1.3064 0.05(6)
Kazakhstan [6,56120] 94 40.7 83 1.5923 0.00(8)
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Table 1: continued

Country Range N GHSI score GHSI rank d∗
N p

Latvia [3,16957] 95 62.9 17 1.6877 0.00(4)
Lithuania [1,20730] 96 55.0 33 0.7973 0.59(5)
Moldova [1,11680] 95 42.9 78 1.4101 0.02(9)
Netherlands [2,156007] 96 75.6 3 1.0607 0.21(8)
Norway [1,33281] 97 64.6 16 1.0084 0.27(7)
Poland [6,192441] 95 55.4 32 0.4811 0.96(3)
Portugal [2,86549] 95 60.3 20 1.4460 0.02(3)
Romania [3,104668] 96 45.8 60 1.1152 0.16(6)
Russia [5,281305] 95 44.3 63 1.5750 0.00(9)
Serbia [1,49995] 95 – – 0.9512 0.35(3)
Slovakia [1,61514] 95 47.9 52 1.2145 0.09(7)
Slovenia [2,22657] 95 67.2 12 1.0019 0.28(5)
Spain [1,245818] 99 65.9 15 0.6382 0.83(2)
Sweden [1,46511] 97 72.1 7 1.6545 0.00(5)
Turkey [6,414312] 94 52.4 40 1.4798 0.01(8)
U.K. [1,683874] 100 77.9 2 1.0711 0.20(7)
Ukraine [1,153131] 95 38.0 94 1.4855 0.01(7)
South-East Asia
Bangladesh [7,99693] 94 35.0 113 1.3715 0.03(7)
India [1,2738957] 97 46.5 57 1.2935 0.06(1)
Indonesia [10,350273] 95 56.6 30 1.2031 0.10(4)
Maldives [1,11401] 94 33.8 121 1.5900 0.00(8)
Myanmar [4,40004] 92 – – 0.8451 0.51(6)
Nepal [4,61814] 91 35.1 111 0.9980 0.29(0)
Sri Lanka [5,41519] 95 33.9 120 1.2816 0.06(6)
Thailand [1,150652] 102 73.2 6 0.4247 0.98(2)
Western Pacific
Australia [3,45560] 100 75.5 4 1.5845 0.00(8)
China [1,31333] 104 48.2 51 0.6523 0.81(4)
Japan [1,156931] 101 59.8 21 1.1777 0.11(9)
Malaysia [3,150933] 100 62.2 18 0.8115 0.57(2)
Mongolia [1,36698] 91 – – 1.0876 0.19(1)
Philippines [1,144991 97 47.6 53 1.7711 0.00(2)
Singapore [4,25950] 101 58.7 24 0.8253 0.54(9)
South Korea [3,47825] 101 70.2 9 1.2551 0.07(7)
Vietnam [1,125955 97 49.1 50 0.4202 0.98(4)
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Figure 2: Observed first-digit frequencies of the Covid-19 weekly case counts for 15 se-
lected countries: China (with the largest sample size N), USA (with the largest total number
of cases), India (with the largest range of weekly case counts), Tanzania (with the small-
est sample size N), Mauritius (with the smallest total number of cases), Algeria (with the
smallest range of weekly case counts), Vietnam, Thailand, and Poland (the outliers in the
first box plot of Fig. 5 with the world largest p values), Honduras, Qatar, Belarus, Cuba, and
Egypt (with the smallest p values), and Canada (with the smallest p value in the interval
0.001 ≤ p < 0.01). The (blue) continuous lines represent Benford’s law.
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Figure 3: Spatial distribution of the p values of the Euclidean distance statistic for the first-
digit distribution of Covid-19 weekly case counts by country. Ranges of p values are as
follows: p ≥ 0.05 (green), 0.01 ≤ p < 0.05 (yellow), 0.001 ≤ p < 0.01 (red), and p < 0.001
(purple). Light grey regions correspond to countries where Covid-19 weekly case counts
have ranges below 4 orders of magnitude and then are excluded by our statistical analysis.
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Figure 4: Percentages of countries in the six regions of the world (as defined by the World
Health Organization) in a given range of p values of the Euclidean distance statistic for the
first-digit distribution of Covid-19 weekly case counts by country. Ranges of p values in
each pie chart are as follows: from top and clockwise, p ≥ 0.05 (green), 0.01 ≤ p < 0.05
(yellow), 0.001 ≤ p < 0.01 (red), and p < 0.001 (purple).
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Figure 5: Box-and-whisker plots for the p values of the Euclidean distance statistic for
the first-digit distribution of Covid-19 weekly case counts of all countries (the world) and
countries in the six regions of the world, as defined by the World Health Organization.
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Figure 6: The p value of the Euclidean distance statistic for the first-digit distribution of
Covid-19 weekly case counts by country as a function of the Global Health Security Index
(GHSI) score. The (red) line is the regression line.
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