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Preface 

This issue is the hundredth in 30 years of publishing Statistics in Transition. The first  
issue appeared in July 1993, and for the next fifteen years it was a semi-annual publication. 
In 2007 the title of the journal was slightly changed to Statistics in Transition new series and 
it became a quarterly publication. To celebrate the historical significance of these milestones, 
we dedicate the first part of this issue to them, opening it with a specially prepared Invitation 
Paper, along with four discussion pieces of the issues raised in that paper.  

With a sense of deep gratitude and the highest appreciation we would like to thank, both 
personally and on behalf of all the editorial bodies, Professor Graham Kalton for preparing his 
Invited Paper entitled Probability vs. Nonprobability Sampling: From the Birth of Survey 
Sampling to the Present Day. Dr. Kalton is a long-time friend of our journal, and he serves as 
a member of our Editorial Board. The issues discussed in Dr. Kalton’s paper are particularly 
appropriate at this time as major changes are taking place in survey research methods and 
in sources of official statistics. The paper and the discussion pieces should therefore be of  
interest to members of the international statistician community and to members of national 
statistical offices.  

Despite the relatively short time for reactions, we are grateful to five eminent experts, four 
of whom are associated with SiTns, for preparing four discussion pieces related to the paper. 
The authors of the four discussions are Professor Danny Pfeffermann, Dr. Julie Gershunskaya 
and Professor Partha Lahiri, Professor Risto Lehtonen, and Professor Ralf Münnich. Each of the 
discussions provides insightful observations supplementing some of the issues picked out from 
those discussed by Graham Kalton. They share concerns about the current challenges 
to probability sampling and design-based inference primarily caused by the serious declines 
in response rates, especially in high-income countries. They point to the possibilities of using 
alternative modalities (administrative data, big data, internet data, scientific data, etc.) for data 
collection that can supplement or replace probability samples. They describe the considerable 
body of research that is in progress to enable these alternative data sources to produce valid 
population estimates from the nonprobability samples associated with the modalities, and to 
the data integration methods that are being developed to combine the data obtained from 
different sources.  

An addendum to this section contains a paper by Professor Jacek Wesołowski entitled 
Rotation schemes and Chebyshev polynomials, as being inspired in a way by the Invited Paper, 
and as an indication of other types of effects that it may have as well. 

It is noteworthy that as our journal celebrates its 30th anniversary, the journal’s name 
Statistics in Transition well reflects the radical changes in the methodology of survey statistics 
and official statistics that are currently underway, as indicated in the Invited Paper and the 
discussions in this section.  

 
Włodzimierz Okrasa 

Editor, Statistics in Transition new series 
 
 

Dominik Rozkrut 
President, Statisitcs Poland 
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Statistics in Transition new series (SiTns) is an international journal published 
jointly by the Polish Statistical Association (PTS) and Statistics Poland, on a quarterly 
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it has extended its scope of interest beyond its originally primary focus on statistical 
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Policy Statement 

The broad objective of Statistics in Transition new series is to advance the statistical and 
associated methods used primarily by statistical agencies and other research 
institutions. To meet that objective, the journal encompasses a wide range of topics 
in statistical design and analysis, including survey methodology and survey sampling, 
census methodology, statistical uses of administrative data sources, estimation 
methods, economic and demographic studies, and novel methods of analysis of socio-
economic and population data. With its focus on innovative methods that address 
practical problems, the journal favours papers that report new methods accompanied 
by real-life applications. Authoritative review papers on important problems faced by 
statisticians in agencies and academia also fall within the journal’s scope. 

*** 



VIII                                                                                                                                             Editorial 
Policy 

 

 

Abstracting  and  Indexing  Databases  
Statistics in Transition new series is currently covered in: 

 

BASE − Bielefeld Academic Search 
Engine  

JournalGuide 

CEEOL − Central and Eastern 
European Online Library  

JournalTOCs  

CEJSH (The Central European 
Journal of Social Sciences and 
Humanities)  

Keepers Registry  

CNKI Scholar (China National 
Knowledge Infrastructure)  

MIAR  

CNPIEC – cnpLINKer  Microsoft Academic  

CORE  OpenAIRE  

Current Index to Statistics  ProQuest – Summon  

Dimensions  Publons  

DOAJ (Directory of Open Access 
Journals)  

QOAM (Quality Open Access 
Market)  

EconPapers  ReadCube  

EconStore  RePec  

Electronic Journals Library  SCImago Journal & Country Rank  

Elsevier – Scopus  TDNet 

ERIH PLUS (European Reference 
Index for the Humanities and 
Social Sciences)  

Technische Informationsbibliothek 
(TIB)  German National Library 
of Science and Technology 

Genamics JournalSeek  Ulrichsweb & Ulrich’s Periodicals 
Directory  

Google Scholar  WanFang Data  

Index Copernicus  WorldCat (OCLC)  

J-Gate  Zenodo 
 



 IX

STATISTICS IN TRANSITION new series, June 2023 
Vol. 24, No. 3, pp. IX−XIV 
 

From the Editor   

Part II 

This part contains a set of twelve articles written by thirty-four authors, indicating 
a dominant collaborative form of authorship (almost three authors per article on 
average) and showing a trend towards that observed in the natural and technical 
sciences. In this regard, another positive feature appears, that is the growing scope of 
internationalization of our journal. This is also important for the wide variety of its 
input and for the appropriate reach on the readership side, which we care so much 
about. In fact, the authors of the texts in this part come from thirteen countries: South 
Africa, Germany, USA, India, Morocco, France, Turkey, Poland, Nigeria, United 
Kingdom, Ukraine, Pakistan, and Sweden. Also, the spectrum of topics covered in these 
articles is suitably diverse, from theoretical interests to applications, but with concern 
shared about the usefulness of even abstract approaches to solving real-world problems 
in an innovative way.  

Research articles 

In the first paper, prepared by Bonginkosi Duncan Ndlovu, Sileshi Fanta Melesse, 
and Temesgen Zewotir titled A nonparametric analysis of discrete time competing 
risks data: a comparison of the cause-specific-hazards approach and the vertical 
approach the vertical model as a nonparametric model for analysis of discrete time 
competing risks data was presented. The secondary objective of this article is to 
compare the proposed model to this model. The authors pay particular attention to the 
estimates for the cause-specific-hazards and the cumulative incidence functions as well 
as their respective standard errors. It was shown that the standard errors for the 
estimates of these quantities were identical under both models. It is a roundabout way 
of estimating the cause-specific-hazards, however, there are cases in practice where 
these quantities cannot be estimated directly from the data such as when some of the 
subjects have failed with unknown failure causes. Furthermore, the cause-specific-
hazards are not appropriate for application in the presence of a sizable proportion of 
cured subjects. The cause-specific-hazards model cannot handle these data 
complications. The proposed model, therefore, offers a possibility that the proposed 
model can also be upscaled to handle these challenges in discrete time.  
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Martin Vogt, Partha Lahiri, and Ralf Münnich in their article Spatial Prediction 
in Small Area Estimation have developed a hierarchical Bayes methodology for an 
extension of the well-celebrated Fay-Herriot model that incorporates spatial correlation 
using an intrinsic CAR model, and proved the propriety of the posterior distribution 
for our proposed model. The authors have tested the effect of covariates on the 
estimation results. An application to SAIPE data revealed that modeling spatial 
correlation can considerably improve on the associated hierarchical Bayes 
methodology if the area-specific auxiliary data are either weak. Small area estimation 
methods have become a widely used tool to provide accurate estimates for regional 
indicators such as poverty measures. Recent research has provided evidence that spatial 
modeling still can improve the precision of regional and local estimates.  

In the next manuscript Efficient estimation of population mean in the presence of 
non-response and measurement error Kuldeep Kumar Tiwari and Vishwantra 
Sharma have considered ten estimators of population mean and studied them in the 
context of non-response and measurement error. In real-world surveys, non-response 
and measurement errors are common, therefore studying them together seems rational. 
Some population mean estimators are modified and studied in the presence of non-
response and measurement errors. Bias and mean squared error expressions are derived 
under different cases. For all estimators, a theoretical comparison is made with the 
sample mean per unit estimator. The Monte-Carlo simulation is used to present 
a detailed picture of all estimators’ performance. The expressions for bias and MSE for 
all the estimators in various cases were obtained.  

Mounir Boumahdi’s, Idir Ouassou’s, and Mustapha Rachdi’s paper Conditional 
density function for surrogate scalar response presents the estimator of the conditional 
density function of surrogated scalar response variable given a functional random one. 
A conditional density function by using the available (true) response data and the 
surrogate data was constructed, and some asymptotic properties of the constructed 
estimator in terms of the almost complete convergences were built. As a result, 
the authors have compared the estimator with the classical estimator through the 
Relative Mean Square Errors (RMSE). Finally, this analysis by displaying the superiority 
of the authors’ estimator in terms of prediction when one is lacking complete data was 
completed. In this paper the almost complete convergence of conditional density 
function for surrogated scalar response variable given a functional random by using 
validation sample set was presented, and the performance of the estimator ˆ fxR (y) 
than ˆ f x V (y) to reduce RMSE by using the simulated data was shown. 

The article by H. Öztaş Ayhan entitled Models for survey nonresponse and bias 
adjustment techniques discusses the aspects and the complex nature of the 
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nonresponse in sample surveys. An overview of the components of the bias due to 
nonresponse was performed. The survey unit nonresponse bias has been examined 
alternatively by taking response amounts which are fixed initially and also by taking the 
response amounts as random variables. Nonresponse bias components were illustrated 
for each alternative approach and the amount of bias was computed for each case. 
The evaluation of the nonresponse bias as nonresponse error or nonresponse rate was 
misleading. The nonresponse bias may seem to be related to the response rates for 
a given study. Increasing response rate may not always correspond to decreasing 
nonresponse bias for a given study. This paper has shown alternative approaches to 
nonresponse bias. In addition to this, the causes of the nonresponse bias can also be 
obtained from empirical studies of components and models relating to the covariates 
of survey participation and non-participation. The current research examined the 
response amounts as fixed initially. The proposed methodology has shown the effect of 
bias of nonresponse, which is based as the product of “amount of nonresponse rate” 
and the “difference between the response and nonresponse strata means”. 

Jacek Białek’s paper Quality adjusted GEKS-type indices for price comparisons 
scanner data deals with the two new multilateral indices, the idea of which resembles 
the GEKS method, but which perform additional quality adjustment and deviate from 
the classical approach in which the base formula of the GEKS index is a superlative 
index. The empirical analysis has confirmed that the two proposed indices (GEKS-
AQU and GEKS-AQI) satisfy most of commonly accepted tests for multilateral indices 
including the identity test. The study has shown that differences between the proposed 
indices and other considered multilateral indices appear only with large variability of 
quantity in homogeneous groups of products. It should be noted that quite surprisingly, 
the price volatility did not play a significant role in the empirical study as determinants 
of differences between multilateral indices. The same study has also shown that the 
computation time needed in the case of the GEKS-AQU and GEKS-AQI indices is 
average compared to most other multilateral indices. The previously known 
multilateral indices (Geary-Khamis, GEKS, TPD, CCDI, and SPQ) as well as the new 
indices proposed and discussed in the paper (GEK-AQU, GEKS-AQI, and their 
weighted versions: WGEKS-AQU and WGEKS-AQI) are implemented in the 
PriceIndices R package, and thus the reader can verify their usefulness on their own 
data sets.  

Gbenga A. Olalude, OlaOluwa S. Yaya, Hammed A. Olayinka, Toheeb A. Jimoh, 
Aliu A. Adebiyi, and Oluwaseun A. Adesina in their paper Household expenditure 
in Africa: evidence of mean reversion investigate the mean reversion in household 
consumption expenditure in 38 African countries. The expenditure series used were 
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the percentage of nominal Gross Domestic Product (GDP), each spanning 1990 to 
2018. Due to a small sample size of time series of household expenditure, with possible 
structural breaks, the authors used the Fourier unit root test approach, which enabled 
modeling both smooth and instantaneous breaks in the expenditure series. The results 
showed non-mean reversion in the consumption expenditure pattern of Egypt, 
Madagascar and Tunisia, while mean reversion was detected in the remaining 
35 countries. Thus, the majority of African countries are on the verge of recession once 
shocks that affect the growth of GDP are triggered. Findings in this paper are of 
relevance to policymakers on poverty alleviation programmes in those selected 
countries. 

In the paper Does economic freedom promote financial development? Evidence 
from EU countries Anand Sharma, Vipin Sharma, and Shekhar Tokas empirically 
explore the relationship between economic freedom and financial development in EU 
countries. Using panel data covering the years 2000–2017 and employing fixed effects, 
random effects, and the generalised method of moments (GMM), the paper examines 
the effect of economic freedom on financial development. The research results 
demonstrate that greater economic freedom is conducive to financial development in 
the EU. These findings remain robust to the use of an alternative index of economic 
freedom. The results imply that policies which promote economic freedom are likely to 
raise the level of a country’s financial development. The article uses an index of overall 
financial development as a dependent variable and does not focus on the financial 
markets and financial institutions sub-indices. Future research may attempt to consider 
the effect of economic freedom on the development of financial markets and financial 
institutions.  

Bayesian modelling for semi-competing risks data in the presence of censoring 
prepared by Atanu Bhattacharjee and Rajashree Dey presents the semi-competing 
risks framework as a way of investigating variation in risk for a non-terminal event 
where the occurrence of the event is subject to a terminal event. In this context, 
the authors have analyzed the semi-competing risk data using the proposed AFT illness 
death model, which serves as a helpful complement of the traditional hazard-based 
model of say. The work is dedicated to overcoming the existing challenges by the 
applications of R programming and data illustration. The authors arrived at 
a conclusion that the developed methods are suitable to run and easy to implement in R 
software. The selection of covariates in the AFT model can be evaluated using model 
selection criteria such as the Deviance Information Criteria (DIC) and Log-pseudo 
marginal likelihood (LPML). Various extensions of the AFT model, such as AFT-DPM 
and AFT-LN, have been demonstrated. The final model was selected based on 
minimum DIC values and larger LPML values. 
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Other articles 

Svitlana Chugaievska’s, Grażyna Dehnel’s, and Andrey Targonskii’s paper 
Census administration in Ukraine: insight into the Polish experience in the context of 
international indicators analysis deals with the analysis of a number of international 
indices that are relevant for respondent participation in statistical surveys, and 
particularly in the context of the next population census. Three groups of indices were 
identified: indicators of electronic document circulation, indicators of sustainable 
economic development, and social indicators. Considering each of these indices, 
the situation of Poland is significantly better compared to that of Ukraine, where the 
last national census was conducted only once in 2001. A comparative analysis of census 
questionnaires used in Poland in 2021 and in Ukraine in 2019 revealed that the Polish 
census form was not only longer (73 vs. 50 questions), but also included some aspects 
that were absent from the Ukrainian questionnaire, e.g. a section about family ties in the 
household. As regards respondent participation, a very low percentage of young 
respondents self-enumerated online, probably because of insufficient information 
about how to use the web application. 

The article by Wioletta Grzenda entitled Estimating the probability of leaving 
unemployment for older people in Poland using survival models with censored data 
assesses the probability of leaving unemployment for people aged 50–71 based on their 
characteristics and the length of the unemployment period. The data from the Labour 
Force Survey for 2019–2020 were used. The key factors determining employment status 
are identified using the proportional hazard model. The author takes these factors into 
account and uses the direct adjusted survival curve to show how the probability of 
returning to work in Poland changes as people age. Due to the fact that not many people 
take up employment around their retirement age, an in-depth evaluation of the 
accuracy of predictions obtained via the models is crucial to assess the results. Hence, 
in this paper, a time-dependent ROC curve is used. The results indicate that the key 
factor that influences the return to work after an unemployment period in the case of 
older people in Poland is whether they reached the age of 60. Other factors that proved 
important in this context are the sex and the education level of older people. 

Research Communicates and Letters 

The research communicates and letters includes the paper by Nadeem Akhtar, 
Sajjad Ahamad Khan, Muhammad Amin, Akbar Ali Khan, Amjad Ali, and Sadaf 
Manzoor, entitled Bayesian estimation of a geometric distribution using informative 
priors based on a Type-I censoring scheme. The authors discuss the geometric 
distribution parameter that is estimated under a type-I censoring scheme by means of 
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the Bayesian estimation approach. The Beta and Kumaraswamy informative priors, 
as well as five loss functions are used for this purpose. Expressions of Bayes estimators 
and Bayes risks are derived under the Squared Error Loss Function (SELF), the 
Quadratic Loss Function (QLF), the Precautionary Loss Function (PLF), the Simple 
Asymmetric Precautionary Loss Function (SAPLF), and the DeGroot Loss Function 
(DLF) using the two aforementioned priors. The prior densities are obtained through 
prior predictive distributions. Simulation studies are carried out to make comparisons 
using Bayes risks. Finally, a real-life data example is used to verify the model’s efficiency. 
An extensive simulation study and a real-life data analysis is employed to validate the 
importance of the proposed strategy. The numerical results reveal that Beta is an 
appropriate prior and SELF is a better loss function while analysing discrete geometric 
life testing model under type-I censoring scheme. The real-life data analysis cements 
these findings. 

 
 

Włodzimierz Okrasa 
Editor  
 
© Włodzimierz Okrasa. Article available under the CC BY-SA 4.0 licence   
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Probability vs. Nonprobability Sampling: From the Birth  
of Survey Sampling to the Present Day 

Graham Kalton1 

Abstract 

At the beginning of the 20th century, there was an active debate about random selection of 
units versus purposive selection of groups of units for survey samples. Neyman’s (1934) 
paper tilted the balance strongly towards varieties of probability sampling combined with 
design-based inference, and most national statistical offices have adopted this method for 
their major surveys. However, nonprobability sampling has remained in widespread use 
in many areas of application, and over time there have been challenges to the Neyman 
paradigm. In recent years, the balance has tilted towards greater use of nonprobability 
sampling for several reasons, including: the growing imperfections and costs in applying 
probability sample designs; the emergence of the internet and other sources for obtaining 
survey data from very large samples at low cost and at high speed; and the current ability to 
apply advanced methods for calibrating nonprobability samples to conform to external 
population controls. This paper presents an overview of the history of the use of probability 
and nonprobability sampling from the birth of survey sampling at the time of A. N. Kiær 
(1895) to the present day. 
Key words: Anders Kiær, Jerzy Neyman, representative sampling, quota sampling,  
hard-to-survey populations, model-dependent inference, internet surveys, big data, 
administrative records. 

1.  Introduction 

This paper presents a selection of the major developments that have taken place 
over the years since social surveys were first introduced in the late 19th century. 
I restrict my coverage to surveys of households and persons and my focus is on the 
sampling methods used to conduct such surveys. Major changes have also taken place 
in modes of data collection, in questionnaire design, and in other aspects of survey 
research over the years, but these topics are outside the scope of this paper. My paper 
on the more general theme of survey research over the past 60 years overlaps with this 
paper and gives greater coverage on some topics (Kalton, 2019).  
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The changes that have occurred in methods of survey sampling have arisen for 
many reasons, including developments in sampling theory, the continuing growth 
in computer power (that was non-existent for the first fifty years of survey research), 
new sampling frames, and the problems created by a broader and more challenging 
range of applications of social surveys that has occurred as the potential for survey 
research has been more fully recognized. While acknowledging these changes, it is 
noteworthy that many aspects of the sampling methods that have been superseded over 
time have remained relevant. Indeed, much of the current discussion of the use of 
nonprobability sampling and big data sources has roots in the early days of survey 
research.  

Without attempting to date the origins of survey research, early applications of 
survey research for studying the social conditions of populations took off in the late 
1800’s. English examples include Charles Booth’s large-scale survey of the social 
conditions of the population of London that was started in 1886, Seebohm Rowntree’s 
survey of working-class poverty in York that was conducted a decade later, and 
Bowley’s survey of working-class conditions in Reading in 1912, which he followed up 
with surveys in four other English towns (three of which were conducted by Burnett-
Hurst under Bowley’s direction). See Caradog Jones (1949) for the early surveys in 
England, Converse (2017) for an account of the history of survey research in the United 
States from its beginnings at the turn of the century through until 1960, and Stephan 
(1948) for a history of the use of sampling procedures dating back from earlier times 
through until the 1940’s, primarily in the United States. 

The London and York surveys were complete censuses of the surveys’ target 
populations. As complete censuses, they were deemed statistically acceptable at the 
time; they were known as ‘monographs’ of their local communities. For the London 
survey, the target population was households with school-aged children, while for the 
York survey it was households that did not have servants (conducted only in streets that 
were likely to contain households without servants). Bowley had long argued for the 
use of sampling for such surveys, and he played a major role in its adoption (Aldrich, 
2008). He used sampling for the first time in the five towns surveys, where systematic 
sampling was employed (Bowley, 1913), and he introduced the idea of measuring 
sampling errors for survey estimates. 

As Kish (1995) notes, the emergence of the field of survey sampling can be dated 
from work led by the Norwegian statistician Anders Kiær, the first Director of Statistics 
Norway. Kiær developed a sampling method that he termed “representative sampling”. 
Kiær’s method of purposive sampling is worth reviewing both for the procedures he 
devised to make a sample nationally ‘representative’ and for the reactions to the method 
from statisticians attending meetings of the International Statistical Institute (ISI) at the 
time. The next section provides a brief overview of these issues. 
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2. Kiær’s Representative Method of Statistical Surveys 

Kiær’s sampling methodology is described in detail in his monograph 
The Representative Method of Statistical Surveys, first published in Norwegian in 1897 
and republished in 1976 with an English translation (Kiær, 1976). The monograph 
provides a good deal of detail on the sample designs Kiær developed for two large-scale 
surveys—one on personal income and property (PIP) and the other on living 

conditions (LC)—as well as reporting the objections to his methods that he received 
when he presented them at ISI meetings. As distinct from the surveys of English towns 
cited above, Kiær aimed to produce survey estimates for the whole of Norway. For this 
purpose, he developed two-stage area sample designs for his surveys: at the first stage, 
he selected a “representative” sample of administrative districts (rural districts or 
counties, towns, and cities); at the second stage, he drew samples of people for each 
survey. The choice of the sampled first-stage units was carefully fashioned to give 
geographical spread and to achieve a good representation of the Norwegian population 
in terms of characteristics collected in the 1891 Population Census (e.g., age, marital 
status, occupation, urbanicity).  

The sample for the PIP survey was defined as men aged 17, 22, 27, etc. who had 
names starting with certain letters, selected from 1891 census records that were being 
processed at the time, with a total sample size of around 11,400 men. The sample size 
for the LC survey was around 80,000 adults. The sample size to be obtained in each 
selected rural county was specified based on calculations from census data; within 
selected counties, the enumerators were instructed to follow certain routes and to select 
different types of houses, but otherwise they were left to make the selections. In the 
smaller towns, every 9th, 5th, or 3rd house was selected. An extra sampling stage was 
introduced in the largest towns. For example, the sample of houses in Oslo was selected 
within a sample of streets. Moreover, a higher proportion of the streets with larger 
populations was included in the sample, but this feature was counterbalanced by the 
selection of houses at a lower rate in the large streets.  

The driving objective with Kiær’s approach was to produce a representative sample 
that would constitute a microcosm of the Norwegian population. He invented some 
intricate methods to attempt to achieve this objective. His purposive selection of first 
stage administrative units sometimes incorporated ideas of probability proportional to 
size sampling and subsampling at different rates in compensation, thereby avoiding an 
excessive sample concentration in a few large districts. Similarly, his street sample 
in Oslo has the same feature. He also employed a simple 2:1 weighting adjustment to 
compensate for the smaller proportion of members of the rural population in the PIP 
survey. (Before the advent of computers, anything other than simple integer weighting 
adjustments would have been extremely difficult to routinely apply.)  
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Despite his thoughtful approach, Kiær encountered a great deal of criticism of his 
methods when he presented them to the ISI in 1895. The dominant criticism, however, 
was not of the representative method, per se, but rather of a sample-based enquiry 
rather than a complete enumeration. In the words of one strong critic, von Mayr: 
“We remain firm and say: no calculations when observations can be made”. Kiær also 
made presentations on the representative method at the 1897, 1901, and 1903 ISI 
sessions, at which they were subjected to similar criticisms, together with another one. 
At the 1903 session, von Bortkiewicz reported the results of a significance test he had 
conducted that found that Kiær’s representative samples were not truly representative. 
See Kruskal and Mosteller (1980) for a detailed account of the ISI sessions.  

At the same time, Kiær expertise was under attack at home for the LC survey, which 
was conductedon behalf of a parliamentary labor commission to inform a very 
contentious social security act that would provide highly expensive disability insurance. 
A three-person “critique committee” was established to review the commission’s major 
recommendation and its statistical basis. One committee member, the actuary Jens 
Hjorth, was extremely critical of Kiær’s statistics, including the survey design, the 
representative sample design, and the analysis. The attacks on the statistics that Kiær’s 
produced for the commission were forceful, extensive, and widely debated. In the end, 
based on the results of some new surveys, Kiær admitted that he had initially seriously 
underestimated the extent of disability. After that time, representative sampling for 
large-scale surveys disappeared in Norway. Lie (2002) provides an informative account 
of the rise and fall of Kiær’s representative sampling method. 

The ISI discussion of survey sampling fell into abeyance until 1924 when the ISI 
appointed a commission for studying the application of the representative method 
in statistics. By that time, the idea of a “partial investigation” was widely accepted. In its 
1926 report (Jensen, 1926), the Commission concluded that a sample was acceptable if 
it was sufficiently representative of the whole. To satisfy this condition the sample could 
be produced either by random selection with equal probability or by purposive 
selection of groups with a representative overall sample. The report also recommended 
that the survey results should, wherever possible, be accompanied by an indication of 
the errors to which they are liable.  

3. Neyman’s Seminal Paper 

In 1934, Neyman presented his classic paper comparing the methods of random 
and purposive selection to the Royal Statistical Society (Neyman, 1934). Covering more 
than the comparison, the paper contained a detailed discussion of a methodology for 
making inferences from random―or, more generally, probability―samples of finite 
populations, including providing a definition of a confidence interval in this context. 
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He also critically examined the assumptions made when using data from a purposive 
sample to produce an accurate estimate of a population parameter.  

He discussed the sample design of purposive selection of groups used by Gini and 
Galvani in selecting a sample of records from the already-processed Italian General 
Census of 1921 that was to be used as the basis for later analysis. For their sample, Gini 
and Galvani (1929) selected a sample of twenty-nine of the 214 districts in Italy, 
balanced on seven covariables (note that departs from Kiær’s stipulation that a large 
wide-spread sample of areas is needed). While the sample worked well for the averages 
of the control variables, it often failed to adequately represent the national population 
for other characteristics, and for the distributions of the control variables. These 
findings led them to raise questions about representative sampling.  

Neyman’s paper was a watershed for survey sampling, leading to widespread 
adoption of probability sampling, particularly by national statistical offices. It also led 
to the development of an extensive range of sampling methods and the associated 
theory applicable to a variety of practical survey problems, as described in the several 
texts on survey sampling that appeared in the 1950’s. The many contributions of 
statisticians at the U.S. Census Bureau led by Morris Hansen are particularly 
noteworthy; see, for example, the two-volume text by Hansen, Hurwitz, and Madow 
(1953). Statisticians active in research on sample designs for agricultural surveys, such 
as Yates in England and Mahalanobis in India, also made important contributions to 
the advancement of the subject. The sampling text by Yates (1949) was among the first 
books on survey sampling methods. In 1950, Mahalanobis went on to establish and lead 
the famous socio-economic National Sample Survey (NSS) of India. An interesting 
feature of the NSS sample design was that the sample was composed of four replicate 
samples. The survey results were presented for each replicate separately as well as for 
the full sample, with the aim of communicating to readers an indication of the amount 
of sampling error in the survey estimates (see, for example, Mahalanobis, 1946). 
This was thus a forerunner of variance estimation using replication methods.  

Note that perfect application of Neyman’s design-based inference for probability 
sampling depends on:  

 The availability of a sampling frame that provides complete coverage of the 
finite target population; 

 A sample design that assigns known and non-zero selection probabilities to 
every element in the target population; 

 Survey responses from every sampled unit; and 
 The use of survey weights in the analysis to compensate for unequal selection 

probabilities. 
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Under these conditions (and assuming no response errors), survey estimates can 
be computed that are design-consistent estimates of the population parameters without 
the need to make any assumptions about the characteristics of the survey population. 
Model assumptions made about the population structure may be used to make the 
sample design more efficient or in the computation of the survey estimates, but the 
consistency of the survey estimates remains irrespective of the validity of the model. 
What the model assumptions do affect is the precision of the survey estimates. For 
example, in a stratified sample, if the sampling fraction in a stratum is set at a higher 
rate because the elements in a stratum are incorrectly modeled to be more variable, 
the (weighted) sample mean will still be unbiased, but it will be less precise than if the 
stratum element variance has been correctly modeled. Similarly, if a set of auxiliary 
variables 𝑿 is available for all population elements, and a function of the 'sx , 𝑓ሺ𝑿ሻ, 
is used as a working model to predict the survey variable y , then the finite population 
total may be estimated by  

𝑌෠ௗ ൌ 𝛴௎𝑓መሺ𝑿௜ሻ ൅ 𝛴௦𝑤௜𝑒௜ ,                                                (1) 

where U  and s  denote summations over the population and sample respectively, 
𝑓መሺ𝑿௜ሻ denotes the model estimate of 𝑦௜ using the sample estimates of the unknown 
model parameters, 𝑒௜ ൌ 𝑦௜ െ 𝑓መሺ𝑿௜ሻ, and the weight 𝑤௜  is the inverse of element i ’s 
selection probability. By including the weighted estimate of the population total of the 

ie ’s in this estimate, 𝑌෠ௗ is a consistent estimator of the population total Y  irrespective 
of the suitability of the working model; the choice of working model affects only the 
precision of the estimate  𝑌෠ௗ.  This estimator is model-assisted, using the terminology 
coined by Sӓrndal, Swensson, and Wretman (1992), but it is not model-dependent. For 
simple random sampling, Cochran (1953) gave an early example of a model-assisted 
estimator with the ratio estimator 𝑌෠ ൌ ሺ𝑦ത �̅�⁄ ሻ𝑋, where 𝑋 denotes the population total 
for the auxiliary variable 𝑥. An additional, important, feature of design-based inference 
is that estimates of the variances of sample estimates can be computed from the sample 
itself.  

While the lack of dependence of design-based inference on model assumptions is 
the major attraction of probability sampling, it needs to be acknowledged that 
probability sampling is rarely perfectly executed in practice. There are two main sources 
of imperfection: noncoverage and nonresponse. Noncoverage, which arises because the 
sampling frame fails to include some elements of the target population, is widespread 
and its magnitude is often underrated. Area sampling is widely used in social surveys, 
selecting a probability sample of geographical areas, listing the households or dwelling 
units in the sampled areas, selecting a probability sample of households, and selecting 
either all or a probability sample of persons in those households. Even when the sample 
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of areas provides complete geographical coverage, noncoverage arises often from 
incomplete listing of households or dwelling units within sampled areas, and from 
incomplete listing of persons within sampled households. Nonresponse occurs when 
a sampled element fails to provide acceptable responses to some or all the survey 
questions. In the early years of probability sampling, response rates were high, and these 
two sources of imperfection were treated as minor blemishes that received little 
attention. They were either ignored or treated by simple weighting adjustments (simple, 
in part because more complex adjustments were computationally infeasible at the 
time). 

Probability sampling has two main drawbacks to be balanced against the theoretical 
attractions of design-based inference: cost and timeliness. The extra costs of probability 
sampling include the costs of tracking down sampled individuals, including repeat calls 
when the individual is not initially available. When area sampling is used, the sampling 
costs also include the costs of listing units within sampled areas. For similar reasons, 
collecting survey data from a probability sample takes longer, making the production 
of the survey estimates less timely. Timeliness is important for all surveys, but 
particularly for surveys where the results are highly time-dependent, such as political 
polls, surveys of outbreaks of certain infections, and surveys of areas that have 
experienced a recent disaster. 

A variety of less rigorous sampling methods are used in an attempt to apply 
a probability sampling approach to address these drawbacks. However, since all these 
methods require modeling assumptions, none of them can be classified as probability 
sampling. For convenience, they are called ‘pseudo-probability’ methods in what 
follows. In the early days of design-based inference, the quasi-probability sampling 
method known as quota sampling was widely used in market research and in other 
applications. That method is described in Section 4. Three other quasi-probability 
sampling methods are described briefly in Section 5. 

4. Quota Sampling 

To set the scene for the need for imposing quota controls on a sample of the general 
population, consider the infamous Literary Digest Poll of 1936. To forecast the outcome 
of the 1936 U.S. Presidential Election, the Literacy Digest mailed a questionnaire to 
a sample of ten million individuals selected from telephone directories, lists of 
automobile owners, and registered voters. The results obtained from the two million 
respondents indicated a clear-cut victory for Alf Landon with 57 percent of the vote, 
whereas in fact Franklin Roosevelt won with 61 percent of the vote. The upper-class 
bias of the sample, and of the respondents within the sample, is a major part of the 
explanation of the discrepancy between these percentages. No weighting adjustments 
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were employed to attempt to address the bias at the time. (Lohr and Brick, 2017, 
reweighted the sample using respondents’ reports of their voting in the 1932 election, 
and these adjustments led to a correct prediction of the outcome, but the estimate of 
the vote for Roosevelt still fell far short of the actual vote.) This study serves to 
demonstrate that a large sample size does not necessarily yield good estimates. 
See Converse (2017) for more details.  

Market researchers and pollsters developed the methods of quota sampling 
separately from the developments in probability sampling, with the aim of addressing 
the biases from uncontrolled sampling. There are various forms of quota sampling, with 
the essence of all of them being to control the types of persons to be interviewed. 
Interviewers are instructed to make their samples of respondents conform to specified 
quota controls by such characteristics as sex, age group, and employment status. The 
controls could be independent (e.g., so many men and so many women, so many 
persons over 35 and so many persons 35 years of age or less) or the numbers to be 
interviewed could be interrelated (e.g., so many men over 35, so many women over 35). 
Sudman (1966) describes a method of quota sampling for national face-to-face 
interview surveys that he termed “probability sampling with quotas”. He employed the 
four quota control groups of men under 35, men 35 and older, employed women and 
unemployed women, with the control groups chosen to give appropriate representation 
to young men and employed women. See also Stephenson (1979). The interviewing 
field force would generally be distributed across the country in a balanced way, either 
in areas selected to be representative, along the lines employed by Kiær, or in areas 
selected by a probability sample design. Sometimes additional controls are imposed, 
for example specifying the routes the interviewers were to follow, with no more than 
one person sampled in any household. Quota controls can also be applied in telephone 
surveys, mall intercept surveys, internet surveys (see Section 6), and other types of 
survey.  

Quota sampling has two main advantages over probability sampling: cost and 
timeliness. Quota sampling is less costly because interviewers do not need to chase up 
elusive sampled units and because it avoids the costs of sampling specific households 
or persons (often including the associated listing costs). For the same reasons, a quota 
sample can be speedily fielded, and the data collected more rapidly than with 
a probability sample.  

Quota sampling is a form of nonprobability sampling that assumes that the 
respondents in a quota group are an equal probability sample of the population in that 
group. Note that this assumption also assumes that nonrespondents in the group are 
missing at random; nonresponse occurs with quota sampling, in essence with 
respondents substituted for the nonrespondents. Studies that have been conducted to 
evaluate quota sampling have found that the results are often similar to those produced 
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by probability sampling, but this is not always the case (see Moser and Stuart, 1953, 
also Moser and Kalton, 1971; Stephan and McCarthy, 1958). For further references on 
quota sampling, see Kruskal and Mosteller (1980). 

Random Route Sampling. Random route, or random walk, sampling is another 
quasi-probability sampling method that avoids the cost of, and associated time involved 
with, the listing operation. There are various versions of this method, but each starts 
with a random selection of a starting household and the interviewers then follow 
specified rules for walking patterns to follow and selection methods to use for serially 
identifying the subsequent households. The method has often been used in Europe and 
it is used in the Expanded Programme of Immunization (EPI) sampling method 
described in Section 5. Bauer (2014, 2016) discusses the selection errors that can occur 
with random route sampling and demonstrates that the method does not produce an 
equal probability sample, as its users generally assume.  

5. Pseudo-Probability Sample Designs for “Hard-to-Survey Populations” 

Recent years have seen a major increase in the use of social survey methods to study 
the characteristics of “hard-to-survey populations” (Tourangeau, Edwards, Johnson, 
Wolter, Bates, 2014). Such populations are of various types, but all comprise only 
a small proportion of the general population and a population for which there is no 
separate sampling frame. This section presents three examples of sample designs for 
such populations. The first example is an inexpensive method that has been very widely 
used for vaccination surveys of the extremely rare population of 1-year-old children. 
The other two examples describe methods for sampling rare populations where 
membership of that population is a sensitive characteristic.  

a. The EPI sampling method.  

For almost 50 years, the World Health Organization’s Expanded Programme on 
Immunization (EPI) has used simple, inexpensive, sample designs in developing 
countries for measuring childhood immunization at the district level. Many thousands 
of EPI surveys have been conducted over this period, and the sample design has evolved 
over time. The sample design is a two-stage sample of clusters of communities 
(e.g., villages, towns, health service districts) that are sampled with outdated measures 
of estimated population sizes, with samples of eligible children selected within selected 
communities. The standard overall sample size is small, with the selection of 30 clusters 
and 7 children in each cluster. The design is often known as 30 × 7 design. Except 
in smaller communities, no household listings are made. Instead, the interviewer goes 
to the center of the village, chooses a random direction by spinning a bottle on the 
ground, and counts the number of households in that direction to the edge of the 
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community. The interviewer then chooses a random number (for instance, from the 
numbers on a banknote) to identify the first sampled household. The second sampled 
household is then the one closest to the first, and so on, sequentially until survey data 
are collected on seven eligible children. Levy and Lemeshow (2008, pp. 427–428) 
describe the EPI sampling methods and Bennett (1993) describes some of the 
modifications to the original method.  

The US Centers for Disease Control and Prevention (CDC) recommends 
a probability 30 × 7 sample design for its rapid needs assessment tool, the Community 
Assessment for Public Health Emergency Response (CASPER) program. In this case, 
the clusters are generally census blocks with counts of households obtained from the 
U.S. Census Bureau or by using a GIS program for use in the PPES selection of thirty 
clusters. The fieldworker counts or estimates the number of households in a sampled 
cluster, divides that number by seven to give the sampling interval for systematic 
sampling, proceeds to select the sample from a random starting point, selecting 
subsequent households using a serpentine walking procedure. A crude weighting 
adjustment is proposed for use in the data analysis. Details are provided by CDC (2019). 

b. Venue-Based Sampling 

Venue-based sampling (also known as location sampling, time-space sampling, 
center sampling, and intercept sampling) is used for sampling members of a rare 
population at places that they frequent. It is applicable for rare populations that visit 
certain locations. It can be used to survey nomadic populations and for sampling 
hidden rare populations where the membership of that population is a sensitive matter. 
The method requires the construction of a frame of locations and a decision on the 
overall time period for the survey, selecting a sample of location/time periods for data 
collection, and selecting all or a sample of members of the survey population visiting 
each sampled location in the sampled data collection time period (Kalton, 1991). Two 
issues of concern arise when sampling hidden populations. One relates to the 
population coverage provided by the frame of locations and the overall time period: 
What proportion of the population will fail to visit any of the locations in that time 
period? Another issue relates to the multiplicity problem: How to account for the 
variability in the numbers of visits made to any of the locations by different sample 
members during the overall time period? These numbers are needed for use 
in weighting to compensate for unequal selection probabilities, but they are unknown. 
At best, they can be estimated by asking respondents questions about their general 
frequencies of visiting the locations. See MacKellar, Gallagher, Findlayson, Lansky, and 
Sullivan (2007) for a description of the sampling methods used for surveying men who 
have sex with men (MSM) in a number of metropolitan areas in the United States. 
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c. Respondent Driven Sampling 

Respondent driven sampling (RDS) is a form of link-trace sampling that selects the 
sample based on the social networks that exist for some populations. RDS has become 
a popular method for sampling rare hidden populations that have this feature, such as 
injection drug users and sex workers. The method starts by identifying a small set of 
members of the population of interest, who serve as seeds for the subsequent sample. 
The seeds respond to the survey, including responding to a question asking how many 
members of the survey population they know. They are then asked to recruit a set 
number of members of that population for the survey, the alters. The alters then go 
through the same process, recruiting further sample members. Under idealized 
circumstances, Heckathorn (1997) has shown that RDS produces a probability sample. 
However, the many conditions required for this to apply will not hold in practice 
(Gile and Hancock, 2010).  

6. Internet Surveys 

Recruiting the sample via the internet is a relatively recent approach for conducting 
social research. This approach has become extremely popular and has led to several 
alternative methods. See, for example, Baker, Blumberg, Brick et al. (2010) for a review 
of these methods. Surveys based on internet sampling have the great attractions of 
obtaining responses from large samples at low cost and high speed. However, their 
nonprobability sampling methods raise concerns about potential biases in the survey 
estimates. Those without, or with limited, access to the internet are excluded from these 
surveys and the survey respondents are clearly not a representative sample of the 
general population.  

One form of internet sampling, known as river sampling, attaches invitations to 
participate in a survey on a number of internet sites, usually with offers of some form 
of compensation. The biases in the sample selection process make the 
representativeness of the sample highly questionable. Questions also need to be raised 
about the honesty and thoughtfulness of the responses.   

Another form of internet sampling employs an opt-in internet panel. (An opt-in 
internet panel is distinct from an internet panel that selects a household panel by 
probability sampling and then conducts many data collections from the panel over 
time, albeit typically with low response rates). Extremely large numbers of people are 
recruited for opt-in internet panels to be available to be approached to respond to 
surveys over time, sometimes as one of a range of services they may be asked to provide, 
in exchange for a payment for their services. The panel members can then be selected 
for invitation to respond to a given survey based on their responses to the screening 
instrument used in their recruitment.  
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In some ways, these large-scale nonprobability internet surveys bring to mind the 
abysmal results obtained from the 1936 Literacy Digest Poll referred to early. However, 
there are two major differences from the uncontrolled sample in the Digest Poll. One is 
the attempt to select a representative quota sample in design with internet panels. The 
other is the use of weighting adjustments in the analysis to achieve the same purpose. 
Before around 1970, lacking today’s computers, complex calibration weighting 
adjustments were infeasible, but now advanced adjustment methods have been 
developed and are readily employed for both probability samples (particularly those 
with low response rates) and for nonprobability samples. With river sampling, a limited 
number of variables can be collected as part of the data collection for use in calibrating 
the sample to known or estimated population characteristics. The data collected in the 
screening instrument for an on-line panel can provide a much greater range of variables 
that can be used in sample selection and in the application of complex calibration 
adjustments to make the weighted sample correspond to a wide range of external 
controls. Nevertheless, serious doubts will persist about whether external data are 
available for the key auxiliary calibration variables at the population level or for 
a probability sample of that population, and whether the responses to the on-line survey 
can be treated as equal to the responses from the external source. Thus, for any given 
survey estimate, there must be concerns about how representative the nonprobability 
sample members are of the general population within the controls imposed in design 
or weighting. There will inevitably remain some residual biases of unknown magnitude 
and, with large samples, these biases can have a dominant influence on the level of 
accuracy of the survey estimates (Meng, 2018; Kalton, 2021, pp. 136–137). 

7. Model-Dependent Inference 

In 1976, Fred Smith―my late friend and colleague at the University of 
Southampton at that time―wrote a paper reviewing the foundations of survey 
sampling in which he raised the question of why finite population inference should be 
so different from inference in the rest of statistics. His view at the time was that ‘survey 
statisticians should accept their responsibility for providing stochastic models for finite 
populations in the same way as statisticians in the experimental sciences’ (Smith, 1976); 
he moderated his position in a subsequent paper (Smith, 1994). Smith (1976) and 
papers by Brewer (1963), Royall (e.g., 1970, 1976) and others led to a spirited and 
longstanding debate about the choice between design-based (model-assisted) inference 
and model-dependent (or model-based) inference. I was a discussant of Fred’s 1976 
paper and I subsequently published two papers on the role of models in survey sampling 
inference, with a defense of design-based inference in most circumstances applicable in 
large-scale social surveys (Kalton, 1983, 2002). However, models are needed to deal 
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with the sampling imperfections of noncoverage and nonresponse, and they are needed 
for subgroup analyses in which the sample sizes are not adequate to provide design-
based estimators of adequate precision. With the large decline in response rates that has 
occurred since the 1970’s, it is no longer possible for survey statisticians to treat 
nonresponse as a minor blemish that can be brushed under the carpet in using design-
based inference. I will return to this point later. 

The model-dependent approach has led to the development of the prediction 
approach to survey inference. With this approach, an estimate of the population total 
Y  is given by  

                                             𝑌෠௠ ൌ 𝛴௜∈௦
௡ 𝑦௜ ൅ 𝛴௜∉௦

ே 𝑓መሺ𝑿௜ሻ                                                 (2) 

where the first summation is over the observed values in the sample s  of size n  and 
the second summation is over the model predictions of the y  values for the 
nonsampled elements in the population. For comparison with the model-assisted 
design-based estimator 𝑌෠ௗ  in (1), the model-dependent estimator may be expressed as 
𝑌෠௠ ൌ 𝛴௦𝑒௜ ൅ 𝛴௎𝑓መሺ𝑿௜ሻ. In practice, greater care is used to develop the model for 𝑌෠௠ than 
is the case in developing the working model for 𝑌෠ௗ. If the same model is used, 𝑌෠௠ likely 
has lower variance than 𝑌෠ௗ . However, 𝑌෠௠ has a design bias if the model is mis-specified, 
as is always the case to some extent, and the magnitude of the bias is unknown. The 
texts by Valliant, Dorfman, and Royall (2000) and Chambers and Clark (2012) describe 
the prediction approach in detail. The first chapter of Valliant et al. (2000) provides 
a useful review of design-based and model-based inference and includes further 
references. Note that the equation for 𝑌෠௠ does not include selection probabilities 
(except possibly for estimating the model parameters) and does not require 
a probability sample. However, as Valliant, Dorfman, and Royall (2000, pp. 19–22) 
argue, randomization has the benefit of giving some protection against imbalance in 
factors uncontrolled in the design. 

In my experience, until recently the prediction approach has had limited utility for 
large-scale social surveys of households and persons for the following reasons:  

1. As distinct from surveys of establishments, there are generally little, if any, data 
available from the sampling frame about every member of the target population 
for use in the prediction models. Although some countries maintain up-to-date 
population registers that contain a selection of individual characteristics, 
in many countries area sampling is used, with frame construction for 
individuals or households being performed only in selected areas. In these latter 
countries, no frame data is available for all members of the target population.  

2. Social surveys are multipurpose in nature. They collect survey data on many 
variables, often numbering in the hundreds, and these data are analyzed in 
many ways, producing thousands of estimates. As a rule, these surveys are 
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primarily conducted to produce descriptive estimates of parameters of the 
survey’s finite population. These estimates need to be produced rapidly and to 
be consistent with each other. (These days, analytic estimates are also often 
produced, mostly through secondary analyses–see section 7). 

3. A large proportion of the variables collected in social surveys are categorical 
in nature. They often cannot be as well predicted from auxiliary data as is the 
case with some of the continuous variables collected in business surveys. 

However, even with large-scale social surveys, model-dependent estimation has 
a role to play in the production of descriptive estimates for small subclasses for which 
the sample sizes are too small to yield design-based estimates of adequate precision. 
This situation occurs particularly when the subclasses are geographical-defined 
administrative areas. The growth of interest by policy makers and others in separate 
estimates for administrative districts of all sizes has led to the development of the 
subject known as small area estimation. For many years, small area estimates, which are 
obtained using model-dependent prediction methods, were viewed with considerable 
skepticism by design-based statisticians but they have now become widely accepted 
in many fields of application. Ghosh (2020) gives a history of the development of small 
area estimation over five decades and Rao and Molina (2015) give a detailed description 
of this large and growing field.  

The theoretical developments in model-based inference have now become 
increasingly relevant for social surveys to address the sampling imperfections and 
limitations with probability samples, and for the analyses of nonprobability samples; 
the use of nonprobability sampling for social research has grown rapidly in recent years, 
in particular for internet surveys.  

8. Analytic Uses of Survey Data 

As computing power and software came into widespread use in the 1970’s, survey 
data collected using complex sample designs were used, mostly in secondary analyses, 
to produce analytic statistics that studied the relationships between variables, often 
looking for causal connections. Initially, multiple regression was the main form of 
analysis, with interest directed to the magnitude of the regression coefficients. Many 
analysts argued that their interest in the results of these analyses was not for the specific 
finite population surveyed, but rather as estimates of superpopulation parameters of 
universal generality, and that, with the “correct” model, aspects of the sample design 
were irrelevant. From this perspective, probability sampling of the finite population 
becomes irrelevant and, unless survey weights and clustering were important as 
predictor variables, their inclusion in the analysis in a standard design-based way serves 
only to lower the precision of the estimated regression coefficients. The counter 
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position was that no model is totally correct and that the estimation of the population 
regression coefficients, often termed census parameters, using the survey weights 
provides a safer approach. There is extensive literature on this topic. See, for example, 
DuMouchel and Duncan (1983).  

Over time, the use of regression methods with survey data has been extended to 
include a wide range of regression models and other multivariate analysis techniques 
such as categorical data analysis, multilevel modeling, and longitudinal analyses. It is 
outside the scope of this paper to describe the application of these methods with 
complex survey data. See Skinner, Holt, and Smith (1989), Chambers and Skinner 
(2003). Applications of a range of multivariate methods with complex survey data are 
well described in the texts by Korn and Graubard (1999) and Heeringa, West, and 
Berglund (2017). 

9. Administrative Records and Big Data 

A great deal of attention has been paid recently to the use of administrative records 
as an alternative source of research data. There are obvious serious issues of privacy and 
confidentiality to be addressed when government-maintained administrative data are 
used in this way. For this reason, this approach is particularly suited to researchers 
in government agencies. The approach has notable potential attractions in terms of cost 
and sample size, but it needs to be recognized that it has its limitations. For instance, 
what is the coverage of the frame of the records, especially regarding program 
enrollment versus eligibility? Do the records contain the data needed to measure the 
concepts as the researcher would like to define them? Are the record data measured 
consistently across the population, or are there differences in the procedures used 
in different administrative areas? Are the data measured consistently over time to 
enable time series data to be validly analyzed? How might changes in program rules 
affect temporal comparisons? How long is the period between data collection and the 
researcher’s access to an analyzable dataset? Do the records contain the full set of 
variables needed for the analyses? In many cases, a single set of administrative records 
does not contain all the variables needed for the analyses. In this situation, it may be 
possible to link two or more sets of records, but record linkage problems need to be 
overcome and greater issues of confidentiality must be addressed.  

How accurate are the data recorded in the records? Survey researchers have devoted 
a great deal of effort to training a relatively small number of interviewers to ask and 
record respondents’ answers in a standard way. The situation is different with 
administrative records. Charlie Cannell, my late friend and colleague at the University 
of Michigan’s Survey Research Center, had the following quotation from Josiah Stamp 
(1880–1941) in a plaque on his office wall: 
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“The government are very keen on amassing statistics. They collect 
them, add them, raise them to the nth power, take the cube root and 
prepare wonderful diagrams. But you must never forget that every one 
of these figures comes in the first instance from the village watchman, 
who just puts down what he damn pleases.”  

While not claiming that current administrative records are as bad as this quotation 
might suggest, those who use such records for statistical purposes should carefully 
assess their quality and the distortions to which they may be subjected. See the paper 
by Hand (2018) and the ensuing discussion for a detailed discussion of the advantages 
and limitations of administrative records for research purposes.  

In addition to government-maintained administrative records, there are other 
sources of social research data. In some cases, nongovernment records, such as those 
maintained by private organizations, may contain relevant information. However, they 
are subject to similar quality concerns, and access to the records may be hard to obtain. 
There are also sources of big data that occur on a flow basis, such as from linking cell 
phones to their GPS locations. The cell phone locations can be used to provide 
information about commuter times and even about long-distance travel trips if the 
home location is identified. Another source of big data is from scrapings on the web. 
Google Flu Trends (GFT) is a well-known and cautionary example. By analyzing 
extremely large numbers of flu-related searches on the web, Google developed models 
to predict local flu outbreaks in real time, avoiding the inevitable delay with other data 
sources. However, the models have since been found to fail (Lazer, Kennedy, King, and 
Vespignani, 2014), which serves as a warning that the apparent attraction of very big 
datasets can be illusory. For another example, see Bradley, Kuriwaki, Isakov, Sejdinovic, 
Meng, and Flaxman (2021).  

10. Concluding Remarks 

As illustrated in previous sections, the choice between purposive selection and 
probability sampling was a subject of debate in the early period of survey research. 
It was not until after Neyman’s (1934) paper that probability sampling and design-
based inference were established as the gold standard for large-scale surveys conducted 
by national statistical offices. With a perfectly executed probability sample and no 
response error, the analyst has the security of being able to report the survey findings 
as being subject only to a measurable degree of sampling error, whereas with 
nonprobability sampling the analyst can always be challenged that a purposive sample 
is not representative of the population with respect to the variables of analytic interest.  

The preeminence of probability sampling for government surveys in the years from 
1940 to, say, 2010 was not universal. There are costs incurred with probability sampling 
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and a probability sample takes more time to draw and data collection takes longer. 
As illustrated in earlier sections, failures to devise probability sampling methods that 
can be applied with acceptable cost and timeliness for certain populations has given rise 
to the development of shortcut methods that depart in varying degrees from rigorous 
probability sampling.  

In the early days, the idea of a “representative sample” was restricted to a sample 
that was representative in its design, as was the case with Kiær’s designs. The use of 
weighting adjustments in the analysis to achieve representativeness was seldom 
considered. The failure of the Literacy Digest poll in predicting the result of the U.S. 
Presidential election made clear that an extremely large unrepresentative sample could, 
without weighting adjustments, yield bad results. 

Over the years, the implementation of probability sampling in social surveys has 
been increasingly challenged in many―but not all―countries by a steady decline in 
the willingness of the public to participate in surveys. Despite greater efforts to 
encourage response, response rates have declined dramatically in recent years. 
In reaction, greater efforts have been made to compensate for nonresponse, with major 
advances in the techniques employed. While replication methods of variance 
estimation can be applied to reflect the effect of the use of these techniques on the 
precision of the survey estimates, their use results in lower precision. Furthermore, the 
nonresponse adjustment model cannot be assumed to be “correct,” and the extent of 
any remaining nonresponse bias cannot be assessed. With its current heavy reliance on 
nonresponse models, in many countries probability sampling with design-based 
inference no longer retains its status as the undisputed gold standard. Moreover, the 
current levels of nonresponse have led to a marked increase in the costs of conducting 
a survey with probability sampling, both because of the increase in the initial sample 
size needed to produce the required sample size and because of the increased efforts to 
counteract nonresponse. For example, in the U.S. random digit dialing (RDD) was 
widely used with telephone surveying in the later part of the last century and the early 
part of this one because of the cost-efficiency of this modality (particularly for surveying 
rare populations). However, response rates for RDD surveys have plummeted to a level 
as low as 10 to 20 percent, largely ruling out this form of sampling. 

With the security of model-free probability sampling with design-based inference 
now a thing of the past, model-dependent methods appear to be taking on a major role 
in social statistics. Research on making valid inferences from nonprobability samples is 
ongoing (see, for example, Valliant, 2020). Models are increasingly used to analyze data 
from a combination of data sources, including survey data from probability and 
nonprobability samples, administrative records, and other sources of big data. Thus, 
there is much research currently underway on making inferences from combinations 
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of probability and nonprobability samples and from probability samples and other data 
sources (Kim and Wang, 2019; Beaumont and Rao, 2021; Rao, 2021), 

In summary, after a long period in which probability sampling methods have 
dominated, the current situation is in a state of flux. New methods involving 
nonprobability sampling, internet sampling, administrative records, and big data are 
under constant modification and development. Brackstone (1999) lists six aspects of 
data quality for a statistical agency that remain applicable: relevance (how well the data 
meet the needs of the clients); accuracy (including both bias and variance); timeliness 
(time between the reference point and the time of data availability); interpretability 
(availability of relevant metadata); and coherence (ability to bring the data into 
a broader framework, including over time).  The new data collection methods need to 
be assessed against these measures and, furthermore, the extensive research on response 
errors that has been conducted in the past now needs to be applied with the new 
methods of data collection. This is an exciting and challenging time for survey 
methodologists.  
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Comments on „Probability vs. Nonprobability Sampling:  
From the Birth of Survey Sampling to the Present Day” 

by Graham Kalton 

Danny Pfeffermann1 

I like to congratulate Professor Kalton for writing this very constructive article on 
probability versus nonprobability sampling. I learned a lot from reading it. In what 
follows, I add a few comments on this topic. 
1- Professor Kalton emphasizes the issue of representative samples. In my view, 

probability samples and obviously nonprobability samples are practically never 
representative, even if balanced in advance on certain control (covariate) variables. 
A major reason for this is nonresponse, which might be “not missing at random” 
(NMAR), in which case the response probabilities depend on the target study 
variable, even after conditioning on known covariates. However, even in the case of 
simple random sampling and complete response, the actual sample may not be 
representative with respect to the unknown study variables, simply because of the 
randomness of the sample selection, unless the sample size is sufficiently large. 
Clearly, this problem worsens when sampling with unequal probabilities. Classical 
design-based theory overcomes this problem by restricting the inference to the 
randomization distribution over all possible sample selections. Thus, an estimator 
of a population mean is unbiased if its average over all possible samples that could 
have been drawn equals the true population mean, but in practice, we only have one 
sample. The use of models does not solve this problem either. A good model has to 
account for the sampling probabilities and the model assumed for the population 
values, and the inference need to account for both stochastic processes. 
As illustrated in many articles, ignoring the sampling process when fitting models 
to the sample data results with biased estimators of the model parameters in the case 
of informative sampling, by which the sampling probabilities are correlated with the 
outcome variables, again after conditioning on the model covariates. See, e.g. 
Pfeffermann and Sverchkov (1999) for empirical illustrations. In the case of NMAR 
nonresponse, the model has to account also for the unknown response probabilities.  
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2- The problem of nonresponse is indeed troubling and requires the use of models in
the case of NMAR nonresponse, even in the case of design-based inference. The use
of a response model enables to adjust the base sampling weights by the inverse of
the estimated response probabilities, viewed as a second stage of the sampling
process. I should say though that unlike a common perception, the response model
can be tested, by testing the model of the study variable holding for the responding
units, which accounts for the sampling design and the response. See, e.g.
Pfeffermann and Sikov (2011).

3- Professor Kalton discusses the pros and cons of internet surveys “standing on their
own”. I like to add that internet surveys are often used as one, out of several possible
modes of response. For example, a questionnaire is sent to all the sampled units.
It encourages them to respond via the internet. Those who do not respond are
approached by telephone. When no response is obtained, an interviewer is sent for
a face-to-face interview.
A well-known problem with this procedure is of mode effects; different estimates
obtained from the respondents to the different modes, either because of differences
between the characteristics of respondents responding with the different modes,
(selection effect), or because of responding differently by the same sampled unit,
depending on the mode of response (measurement effect). Several approaches to
deal with this problem have been proposed in the literature. See, e.g. De Leeuw et al.
(2018) for a comprehensive review.
My last 2 comments refer to inference from nonprobability samples:

4- Denote by NPS  the nonprobability sample. Rivers (2007) proposes to deal with the 
possible non-representativeness of NPS  by the use of sample matching. (Rivers 
considers a Web sample as the nonprobability sample but here I extend the idea to a 
more general nonprobability sample.) The  approach consists of using a probability 
(reference) sample RS  from the target population, drawn with probabilities 

= Pr ( )k Rk S  , and matching to every unit Ri S  an element NPk S , based on 

known auxiliary (matching) variables x.  Denote by MS  the matched sample. 
Suppose that it is desired to estimate a population total of a study variable Y , based
on measurements { }j NPy , j S . Estimate, ; (1 )

M
T j j j jj S

Ŷ w y w /


    . Clearly, 

the base sampling weights can be modified to account for nonresponse. 
This is an intriguing approach, but its success depends on the existence of a 
reference probability sample RS , which allows sufficiently close matching, and

ignorability of membership in the nonprobability sample NPS , conditional upon
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the matching variables. I do not know whether this approach is used in practice, but 
I think that it deserves further investigation, with proper modifications. 

5- The last two decades have witnessed the rapid growing of data science.  One of the
facets of this growth is that some people are agitating that the existence of all sorts
of “big data” and the new advanced technologies that have been developed to handle
these data, will soon replace the use of sample surveys. In an article I published in
2015, I overviewed some of the problems with the use of big data for the production
of official statistics but clearly, when such data sources are available, accessible and
timely, they cannot and should not be ignored. Big data can be viewed as a big,
nonprobability sample, which for all kinds of reasons is not representative of the
target population, and relying just on them can yield biased inference. Integrating
big data with surveys is a major issue for research. See, e.g. Kim and Zhonglei (2018)
and Rao (2021) for possible approaches, with references to other studies.

I conclude my discussion by congratulating Statistics in Transition for its 30th
 

anniversary and the publication of its 100th issue. This is one of the best journals of its 
kind and I wish it to continue prospering in the coming years.  
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Comments on „Probability vs. Nonprobability Sampling:  
From the Birth of Survey Sampling to the Present Day” 

by Graham Kalton 

Risto Lehtonen1 

I would like to congratulate Professor Graham Kalton for his significant and 
inspiring article entitled as "Probability vs. Nonprobability Sampling: From the Birth of 
Survey Sampling to the Present Day". The article provides an elegant overview of the 
history of survey sampling, covering the purposive approaches that dominated the 
sampling field in the early days but from the 1940s, at least in official statistics, were 
gradually replaced entirely by probability-based approaches. Today we may be facing a 
paradigm shift again, but the direction is the opposite. Non-probability-based 
approaches are becoming viable, if not the only option, in fields that are moving 
towards big data and other new data sources and new methodological approaches.  

The country's data infrastructure forms the basis of official statistics and opens up 
for me an important perspective on Kalton's presentation. Both probability and non-
probability sampling and inference can benefit from statistical data infrastructures that 
contain a rich selection of micro-level covariates drawn from a variety of administrative 
and other registers. Perhaps the best options are in countries where population data 
from register sources and sample data are linked for combined micro-level databases. 
However, the utility of model-based (prediction) approaches for large-scale social 
surveys of households and persons will be limited if unit-level data for population 
members is missing from the sampling frames, as pointed out by Prof. Kalton. This is 
an important point and I think it can be extended to design-based model-assisted 
approaches that use mixed models in particular. 

Countries differ much in terms of infrastructures based on administrative data. For 
example, Constance Citro calls for a move to multiple data sources that include 
administrative records and, increasingly, transaction and Internet-based data 
(Citro 2014). Eric Rancourt argues that Statistics Canada is facing the new data world 
by modernizing itself and embracing an admin-first (in the broadest sense) paradigm 
as a statistical paradigm for the agency (Rancourt 2018). According to the United 
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Nations Economic Commission for Europe (UNECE) report on register-based 
statistics in the Nordic countries, Central Population Registers of Denmark, Finland, 
Norway and Sweden were established in the sixties, and for example a totally register-
based census was first implemented in Denmark (1981) and next in Finland (1990) 
(UNECE 2007). The number of national statistical institutes that have adopted or are 
developing administrative data infrastructures is increasing, as also described in the 
UNECE report on the use of registers and administrative data for population and 
housing censuses (UNECE 2018). This development can enhance the use of methods 
that utilize modeling and individual-level population frame data for model-assisted or 
prediction-based estimation with probability-based or non-probability-based sample 
data sets and their combinations.  

The situation is different in countries that do not have similar high-quality 
population registers as for example in the Nordic countries. A recent contribution by 
Dunne and Zhang (2023) provides one important methodological approach for such 
countries. The authors present an innovative system (the PECADO application) for 
population estimates compiled from administrative data only.  

Today, in the Nordic countries, as Finland, a majority of official statistics are based 
on administrative register combinations. In Finland, official statistics are produced by 
13 expert organisations in the field of public administration and is coordinated by 
Statistics Finland. Probability samples are mainly used for regular social surveys such 
as labour force surveys and special surveys, e.g. Time Use survey. In these surveys, 
the sample elements can be uniquely linked with the elements in the register databases 
that often contain a lot of important background data including demographic, regional, 
socio-economic, income, educational, labour force status, and other variables. Thus 
these data need not to be collected by direct data collection methods from the 
respondents, and measurement errors are avoided. In addition, these variables are also 
used for calibration and model-assisted estimation procedures.  

As an example, let me describe briefly the sampling and estimation design of the 
Labour Force Survey (LFS) of Finland. According to the quality description, in most 
European countries the LFS is based on a sample of households, and all members of 
a sample household living at the same address are interviewed. Finland is one of the 
Nordic countries where LFS is based on sampling of individual persons. The sample of 
about 12,500 persons is drawn by stratified probability sampling from Statistics 
Finland’s population database, which is based on the Central Population Register. 
Auxiliary information from registers include gender, age, region and language and 
selected register variables on employment, completed education and degrees, and 
income from the Employment Service Statistics of the Ministry of Economic Affairs 
and Employment, Statistics Finland's Register of Completed Education and Degrees, 
and the Tax Administration's Incomes Register (Quality Description: Labour Force 
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Survey, Statistics Finland 2022). Sample data are linked to data from the registry using 
unique ID keys that exist across all data sources and are used in estimation procedures, 
including nonresponse adjustments. My experience is that this type of data 
infrastructure can also provide an excellent sampling and auxiliary data platform for 
e.g. methodological research in survey statistics; see for example Lehtonen, Särndal and 
Veijanen (2003, 2005).  

Data infrastructures based on integrated administrative and other registers should 
be based on appropriate statistical theory and methodology for quality assessment and 
control and quality improvement. Recent sources in the field are for example Zhang 
(2012), Zhang and Haraldsen (2022) and the book on register-based statistics by Anders 
Wallgren and Britt Wallgren (2014). Research in statistical data integration and data 
science methods relevant for official statistics also is extending. A recent source is Yang 
and Kim (2020).  

Experiences show that data infrastructures for official statistic containing a wealth 
of micro-level information on the population and an option for integration of the 
various register and sample data sources provide a flexible and efficient framework for 
survey estimation with probability-based samples. For non-probability samples, 
the variables of interest are typically in the non-probability data source. Most current 
methods for valid inference require an auxiliary data source containing the same 
covariates as the non-probability sample. These data can be obtained from the statistical 
population register or, more commonly, from a probability sample from it (e.g. Kim, 
Park, Chen and Wu 2021; Wu 2022). It can be foreseen that although the golden age of 
probability sampling may be over, probability sampling and non-probability sampling 
are not in conflict, but can complement each other. 
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Discussion of “Probability vs. Nonprobability Sampling:
From the Birth of Survey Sampling to the Present Day”

by Graham Kalton

Julie Gershunskaya1, Partha Lahiri2

In this excellent overview of the history of probability and nonprobability sampling 
from the end of the nineteenth century to the present day, Professor Graham Kalton outlines 
the essence of past endeavors that helped to define philosophical approaches and stimulate 
the development of survey sampling methodologies. From the beginning, there was an 
understanding that a sample should, in some ways, resemble the population under study. 
In Kiær’s ideas of “representative sampling” and Neyman’s invention of probability-based 
approach, the prime concern of survey sampling has been to properly plan for representing 
characteristics of the finite population. Poststratification and other calibration methods were 
developed for the same important goal of better representation.

Professor Kalton’s paper underscores growing interest in the use of nonprobability sur-
veys. With recent proliferation of computers and the internet, wealth of data becomes avail-
able to researchers. However, “opportunistic” information collected with present-day capa-
bilities usually is not purposely planned or controlled by survey statisticians. No matter how 
big such a nonprobability sample could be, it may inaccurately reflect the finite population 
of interest, thus presenting a substantial risk of an estimation bias.

Below, we discuss several recent papers that propose ways to incorporate nonprobability 
surveys to produce estimates for both large and small areas. Specifically, we will consider 
two situations often encountered in practice. In the first situation, a nonprobability sample 
contains the outcome variable of interest, and the main task is to reduce the selection bias 
with the help of a reference probability sample that does not contain the outcome variable 
of interest. In the second situation, a probability sample contains the outcome variable of 
interest, but there is little or no sample available to produce granular level estimates. For 
such a small area estimation problem, we consider a case when we have access to a large 
nonprobability sample that does not contain the outcome variable but contains some related 
auxiliary variables also present in the probability sample. In both situations, researchers 
have discussed statistical data integration techniques in which a reference probability sam-
ple is combined with a nonprobability sample in an effort to overcome deficiencies associ-
ated with both probability and nonprobability samples.
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One way to account for the selection bias of a nonprobability sample is by estimat-
ing the sample inclusion probabilities, given available covariates. Then, the inverse values
of estimated inclusion probabilities are used, in a similar manner as the usual probability
sample selection weights, to obtain estimates of target quantities. Several approaches to es-
timation of nonprobability sample inclusion probabilities (or propensity scores) have been
considered in the literature. Recent papers by Chen et al. (2020), Wang et al. (2021), and
Savitsky et al. (2022) propose ways to estimate these probabilities based on combining non-
probability and probability samples. Kim J. and K. Morikawa (2023) propose an empirical
likelihood based approach under a different setting. To save space, we will not discuss their
approach. We now review three statistical data integration methods.

The approaches concern with the estimation of probabilities πcipxiq “ Ptci “ 1|xiu to be
included into the nonprobability sample Sc, for units i “ 1, . . . ,nc, where ci is the inclusion
indicator of unit i taking on the value of 1 if unit i is included into the nonprobability sample,
and 0 otherwise; xi is a vector of known covariates for unit i; nc is the total number of units
in sample Sc. The problem, of course, is that we cannot estimate πci based on the set of
units in nonprobability sample Sc alone, because ci “ 1 for all i in Sc. The probabilities are
estimated by combining set Sc with a probability sample Sr. Due to its role in this approach,
the probability sample here is also called “reference sample”.

Assuming both nonprobability and probability samples are selected from the same finite
population P, Chen et al. (2020) write a log-likelihood, over units in P, for the Bernoulli
variable ci :

ℓ1pθq “
ÿ

iPP

tci log rπcipxi,θqs ` p1 ´ ciq log r1 ´ πci pxi,θqsu , (1)

where θ is the parameter vector in a logistic regression model for πci.

Since finite population units are not observed, Chen et al. (2020) employ a clever trick
and re-group the sum in (1) by presenting it as a sum of two parts: part 1 involves the sum
over the nonprobability sample units and part 2 is the sum over the whole finite population:

ℓ1pθq “
ÿ

iPSc

log
„

πcipxi,θq

1 ´ πci pxi,θq

ȷ

`
ÿ

iPP

log r1 ´ πci pxi,θqs . (2)

Units in part 1 of the log-likelihood in (2) are observed; for part 2, Chen et al. (2020)
employ the pseudo-likelihood approach by replacing the sum over the finite population with
its probability sample based estimate:

ℓ̂1pθq “
ÿ

iPSc

log
„

πcipxi,θq

1 ´ πci pxi,θq

ȷ

`
ÿ

iPSr

wri log r1 ´ πci pxi,θqs , (3)

where weights wri “ 1{πri are inverse values of the reference sample inclusion probabili-
ties πri. Estimates are obtained by solving respective pseudo-likelihood based estimating
equations.

One shortcoming of the Chen et al. (2020) approach is that their Bernoulli likelihood
is formulated with respect to an unobserved indicator variable. Although the regrouping
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employed in (2) helps to find a solution, results obtained by Wang et al. (2021) indicate that
it is relatively inefficient, especially when the nonprobability sample size is much larger
than the probability sample size.

Wang et al. (2021) formulate their likelihood for an observed indicator variable and thus
their method is different from the approach of Chen et al. (2020). To elaborate, Wang et al.
(2021) introduce an imaginary construct consisting of two parts: they stack together non-
probability sample Sc (part 1) and finite population P (part 2). Since nonprobability sample
units belong to the finite population, they appear in the stacked set twice. Let indicator
variable δi “ 1 if unit i belongs to part 1, and δi “ 0 if i belongs to part 2 of the stacked set;
the probabilities of being in part 1 of the stacked set are denoted by πδ ipxiq “ Ptδi “ 1|xiu.
Wang et al. (2021) assume the following Bernoulli likelihood for observed variable δi:

ℓ2pθ̃q “
ÿ

iPSc

log
”

πδ ipxi, θ̃q

ı

`
ÿ

iPP

log
”

1 ´ πδ i

´

xi, θ̃
¯ı

, (4)

where θ̃ is the parameter vector in a logistic regression model for πδ i. Since the finite
population is not available, they apply the following pseudo-likelihood approach:

ℓ̂2pθ̃q “
ÿ

iPSc

log
”

πδ ipxi, θ̃q

ı

`
ÿ

iPSr

wri log
”

1 ´ πδ i

´

xi, θ̃
¯ı

. (5)

Existing ready-to-use software can be used to obtain estimates of πδ i. However, the ac-
tual goal is to find probabilities πci rather than probabilities πδ i. Wang et al. (2021) propose
a two-step approach, where at the second step, they find πci by employing the following
identity:

πδ i “
πci

1 ` πci
. (6)

Savitsky et al. (2022) use an exact likelihood for the estimation of inclusion probabil-
ities πci, rather than a pseudo-likelihood based estimation. They propose to stack together
nonprobability, Sc, and probability, Sr, samples. In this stacked set, S, indicator variable zi

takes the value of 1 if unit i belongs to the nonprobability sample (part 1), and 0 if unit i be-
longs to the probability sample (part 2). In this construction, if there is an overlap between
the two samples, Sc and Sr, then the overlapping units are included into stacked set S twice:
once as a part of the nonprobability sample (with zi “ 1) and once as a part of the reference
probability sample (with zi “ 0). We do not need to know which units overlap or whether
there are any overlapping units. The authors use first principles to prove the following re-
lationship between probabilities πzipxiq “ Ptzi “ 1|xiu of being in part 1 of the stacked set
and the sample inclusion probabilities πci and πri:

πzi “
πci

πri ` πci
. (7)

A similar expression (7) was derived by Elliott (2009) and Elliott and Valliant (2017) un-
der the assumption of non-overlapping nonprobability and probability samples. The deriva-
tion given in Savitsky et al. (2022) does not require this assumption.
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To obtain estimates of πci from the combined sample, Beresovsky (2019) proposed to
parameterize probabilities πci “ πcipxi,θq, as in Chen et al. (2020), and employ identity (7)
to present πzi as a composite function of θ; that is, πzi “ πzipπcipxi,θqq “ πcipxi,θq{pπri `

πcipxi,θqq.

The log-likelihood for observed Bernoulli variable zi is given by

ℓ3pθq “
ÿ

iPSc

log rπzipπcipxi,θqqs `
ÿ

iPSr

log r1 ´ πzi pπcipxi,θqqs . (8)

Since the log-likelihood implicitly includes a logistic regression model formulation for
probabilities πci, Beresovsky (2019) labeled the proposed approach Implicit Logistic Re-
gression (ILR). For the maximum likelihood estimation (MLE), the score equations are
obtained from (8) by taking the derivatives, with respect to θ, of the composite function
πzi “ πzipπcipθqq. This way, the estimates of πci are obtained directly from (8) in a single
step. Savitsky et al. (2022) parameterized the likelihood, as in (8), and used the Bayesian
estimation technique to fit the model.

Note that to implement the ILR approach, the reference sample inclusion probabilities
πri have to be known for all units in the combined set. This is not a limitation for many
probability surveys. As discussed in Elliott and Valliant (2017), if probabilities πri cannot
be determined exactly for units in the nonprobability sample, they can be estimated using
a regression model. Savitsky et al. (2022) used Bayesian computations to simultaneously
estimate πri and πci for nonprobability sample units, given available covariates xi.

It must be noted that the estimation method of Wang et al. (2021) can be similarly
modified to avoid the two-step estimation procedure: a logistic regression model could be
formulated for inclusion probabilities πci, while probabilities πδ i in (6) could be viewed
as a composite function, πδ i “ πδ ipπcipxi,θqq “ πcipxi,θq{p1 ` πcipxi,θqq. This approach is
expected to be more efficient. Moreover, it avoids πci estimates greater than 1 that could
occur when the estimation is performed in two steps. Once modified this way, preliminary
simulations indicate that Wang et al. (2021) formulation would produce more efficient es-
timates than the Chen et al. (2020) counterpart, unless in a rare situation where the whole
finite population rather than only a reference sample is available.

Simulations show that the exact likelihood method based on formulation of Savitsky
et al. (2022) and Beresovsky (2019) performs better than the pseudo-likelihood based alter-
natives. In the usual situation where the reference probability sample fraction is small, the
relative benefits of the exact likelihood approach are even more pronounced.

The existence of a well-designed probability reference sample plays a crucial role in
the efforts to reduce the selection bias of a nonprobability sample. Importantly, an ongoing
research indicates that the quality of estimates of the nonprobability sample inclusion proba-
bilities is better if there is a good overlap in domains constructed using covariates from both
samples. This observation harks back to problems appearing in traditional poststratification
methods and to the notion of “representative sampling." Since survey practitioners usually
do not have control over the planning or collection of the emerging multitude of nonrandom
opportunistic samples, efforts should be directed to developing and maintaining comprehen-
sive probability samples that include sets of good quality covariates. Beaumont et al. (2023)
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proposed several model selection methods in application of the modeling nonprobability
sample inclusion probabilities.

We now turn our attention to the second data integration situation involving small area
estimation, a topic Professor Kalton touched on. This is a problem of great interest for
making public policies, fund allocation and regional planning. Small area estimation pro-
grams already exist in some national statistical organizations such as the Small Area Income
and Poverty Estimates (SAIPE) program of the US Census Bureau (Bell et al., 2016) and
Chilean government system (Casas-Cordero Valencia et al., 2016.) The importance placed
in the United Nations Sustainable Development Goals (SDG) for disaggregated level statis-
tics is expected to increase the demand for such programs in various national statistical
offices worldwide. Standard small area estimation methods generally use statistical models
(e.g., mixed models) that combine probability sample data with administrative or census
data containing auxiliary variables correlated with the outcome variable of interest. For a
review of different small area models and methods, see Jiang and Lahiri (2006), Rao and
Molina (2015), Ghosh (2020), and others.

A key to success in small area estimation is to find relevant auxiliary variables not only
in the probability sample survey but also in the supplementary big databases. Use of a big
probability or nonprobability sample survey could be useful here as surveys typically con-
tain a large number of auxiliary variables that are also available in the probability sample
survey. In the context of small area estimation, Sen and Lahiri (2023) considered a statis-
tical data integration technique in which a small probability survey containing the outcome
variable of interest is statistically linked with a much bigger probability sample, which does
not contain the outcome variable but contains many auxiliary variables also present in the
smaller sample. They essentially fitted a mixed model to the smaller probability sample that
connects the outcome variable to a set of auxiliary variables and then imputed the outcome
variable for all units of the bigger probability sample using the fitted model and auxiliary
variables. Finally, they suggested to produce small area estimates using survey weights
and imputed values of the outcome variable contained in the bigger probability sample sur-
vey. As discussed in their paper, such a method can be used even if the bigger sample is
a nonprobability survey using weights constructed by methods such as the ones described
earlier.

The development of new approaches demonstrates how the methods of survey esti-
mation continue to evolve by taking into the future the best from fruitful theoretical and
methodological developments of the past. As Professor Kalton highlights, we will increas-
ingly encounter data sources that are not produced by standard probability sample designs.
Statisticians will find ways to respond to new challenges, as is reflected in the following
amusing quote:

...D.J. Finney once wrote about the statistician whose client comes in and says,
“Here is my mountain of trash. Find the gems that lie therein." Finney’s advice
was to not throw him out of the office but to attempt to find out what he con-
siders "gems". After all, if the trained statistician does not help, he will find
someone who will....(source: David Salsburg, ASA Connect Discussion)
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Of course, nonprobability samples should not be viewed as a “mountain of trash.” In-
deed, they can contain a lot of relevant information for producing necessary estimates.
It is just that one needs to explore different innovative ways to use information contained
in nonprobability samples. In the United States federal statistical system, the need to inno-
vate for combining information from multiple sources has been emphasized in the National
Academies of Sciences and Medicine (2017) report on Innovations in Federal Statistics.
As discussed, statisticians have been already engaged in suggesting new ideas, such as sta-
tistical data integration, to extract information out of multiple non-traditional databases.
In coming years, statisticians will be increasingly occupied with finding solutions for ob-
taining useful information from non-traditional data sources. This is indeed an exciting time
for survey statisticians.
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Discussion of “Probability vs. Nonprobability Sampling:  
From the Birth of Survey Sampling to the Present Day” 

by Graham Kalton   

Ralf Münnich1 

Let me first thank Dr. Kalton for his amazing historical review of the development 
of survey sampling from its origin, contrasting purposive sampling, until now, where 
some elements of purposive sampling in terms of web or big data seem to supersede the 
well-elaborated theory of survey statistics. Shall the message be that we do not need any 
sampling courses at universities anymore, that official statistics should turn to 
modelling using data with unknown data generating processes, or actually even be 
substituted by (commercial) data krakens? Hardly so! Graham Kalton emphasises 
a modern thinking about the use of these new data sources which may also have some 
advantages and he urges future research on data integration methods using (very) 
different kinds of data while strongly taking quality aspects into account. 

Within the last decade, we could observe many new uses of classical data like 
administrative data and new types of data stemming from internet sources or technical 
measurement processes such as satellite, mobile phone or scanner data. Already the 
availability of these new data leads to a huge increase in developing new methodologies 
and uses. Indeed, official statistics also forced research on new data types, such as 
scanner data or web-scraped data and others. In Europe, these statistics are often called 
experimental statistics to emphasise that these statistics cannot (yet) be evaluated 
 using the classical quality concepts, as, e.g. proposed within the European  
Statistics Code of Practice (https://ec.europa.eu/eurostat/web/quality/european-
quality-standards/ european-statistics-code-of-practice). Some examples can be drawn 
from https://www.destatis.de/EN/Service/EXDAT/_node.html or https://ec.europa.eu/ 
eurostat/web/experimental-statistics. 

During the Covid crisis, and especially in light of the political discussion 
in Germany, however, one could observe little understanding of data quality and 
statistics. Timeliness – with its urge of getting data and producing statistics immediately 
– often lead to the use of available (infection) data, which certainly were influenced by 
unknown biases. The impact of statistics on these available data in terms of evidence-
based policy could hardly be understood at the time, but still legal processes like 
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lockdowns were initiated. To state this message more strongly: whenever a legislation 
process is involved, and especially so if a direct impact on society is the outcome, we 
must make sure that high quality requirements on data gathering and statistical 
methodology are set as well as met. High quality typically cannot be achieved with low 
costs. England was one of the few very good examples during the pandemic, since they 
were setting up a special Covid survey to better understand the pandemic and to 
provide adequate and reliable information. 

Certainly, this example already shows some critical aspects in data gathering and 
data quality. Dr. Kalton was emphasising timeliness and accuracy as very important 
goals of data quality. For sure, these are of utmost importance! However, in practice, 
both quality principles suffer from budget constraints and cost controls. This directly 
leads to two questions: Do modern data help to provide more timely and accurate 
statistics at lower costs? Is there, in case of conflicts, an ultimate quality principle? 

The first question is already answered by Dr. Kalton. Of course, modern web or big 
data can help to gather information quickly. Interesting approaches are of course the 
use of satellite or scanner data. With electronic cash systems, price changes could be 
tracked much faster than via the use of survey data. However, one always has to 
understand the advantages as well as the disadvantages of these data generation 
processes, and one must be able to measure the quality of the output. 

Let me briefly sketch one current German debate which, in my view, perfectly fits 
into this discussion. In the past years, more and more internet surveys were preferred to 
data from traditional market and opinion research. This immediately led to a discussion 
on the quality of the outcomes. And certainly, timeliness, accuracy, and costs played an 
important role within this discussion. The two major arguments where the following: 
internet surveys suffer from unknown biases. Classical surveys, in the meantime, have to 
consider response rates considerably below 20%. Under these conditions, most likely both 
areas have to consider statistical models with strong assumptions to at least reduce 
possible biases induced by either web surveys or non-response. In my view, one important 
question has not been raised yet. What is the aim of the survey?  

The ultimate aim that necessitates data collection in the first place is of crucial 
importance for evaluating the importance of the different quality principles. In case one 
is interested in getting information on current public opinion, probably timeliness and 
costs are more important than high accuracy. However, in evidence-based policy 
making, and especially when information for legislative action is needed, I must stress 
that accuracy must always be considered to be the major principle. This is even more 
important when large budgets or financial equalization schemes are involved. 
Additionally, in these cases one must also be able to measure the quality of the outcome 
of the statistics. This is still a major drawback of using web or big data. And to stress 
this point, in legislation processes, I strongly urge to involve independent official 
statistics with its transparent data production process.  
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With this discussion, I do not want to be misunderstood. Modern data and modern 
statistical methods are important. And the direction of research, as Dr. Kalton pointed 
out, will be complex modelling and data integration. Also administrative, register, and 
related data are important and can provide very good information. However, with all 
these data, we always have to understand their quality and we should be able to measure 
the quality of the resulting statistics. Especially in the context of big data, quality 
measurement may has to be enhanced (cf. Münnich and Articus, 2022, and the citations 
therein). 

Sampling itself may also follow new directions. Classical sampling optimization 
may be adequately applied in more special cases that allow focusing on specific goals, 
e.g. the design optimization in the German Censuses 2011 and 2022 (see Münnich et al., 
2012, and Burgard, Münnich, and Rupp, 2020). However, likely robustness of methods 
against assumptions has to be incorporated in design optimization. On the other hand, 
data integration, multi-source environments, geo-spatial modelling, small area 
estimation and other modern methods may yield new ideas and directions in sampling 
theory and application. One example may be sampling from big data sources to reduce 
complexity. 

Despite the mentioned new directions, many ideas have been well-known for a long 
time. In data analytics, we differentiate between descriptive, predictive, and prescriptive 
aims. Data that were gathered to describe a state of a system cannot be used to analyse 
interventions on the system. Indeed, we need the right data and not just merely 
available data. In conclusion, the exact purpose of the statistics under consideration 
plays an extremely important role for the selection of data and the priority of the 
different quality principles.  
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Rejoinder  

Graham Kalton1 

I should like to thank the discussants for their kind remarks, for their valuable 
comments on the present state and future directions of the field, and for the many 
references they cite. Since I have no disagreements with them, I will confine my rejoinder 
to a few issues that their contributions have surfaced for me.  

I will start by rectifying an oversight in my treatment of the early history of survey 
research and survey sampling: Carl-Erik Sӓrndal has reminded me of the major 
developments that occurred in Russia during the early years. The impetus for these 
developments was the need for local self-government units known as zemstva to collect 
data about their populations for administrative purposes. Initially such data were 
collected with 100% enumerations, but around 1875 sample surveys were introduced for 
cost savings. The survey procedures were coordinated across zemstva and a number of 
sampling methods were evaluated with input from theoretical statisticians. These 
statisticians made a number of important contributions, including an impressive early 
text (1924) entitled The Foundations of the Theory of the Sampling Method by A. G. 
Kowalsky. Although Russian statisticians were at the frontiers of developments in survey 
sampling until the late 1920’s, their contributions were not fully recognized outside 
Russia. For example, Tschuprow (1923) and Kowalsky in his 1924 text both derived the 
optimum allocation formula for stratified sampling a decade before Neyman did so in his 
famous 1934 paper (after learning of Tschuprow’s paper, Neyman (1952) recognized 
Tschuprow’s priority for the results). Mespoulet (2002), Zarkovic (1956), Zarkovic 
(1962), and Seneta (1985) provide further details about early survey research and research 
on survey sampling in Russia.  

Danny Pfeffermann has pointed out that probability samples are almost never 
representative because of nonresponse―and I would add noncoverage―that is not 
missing completely at random (NMAR or MCAR). Moreover, I do not think the 
nonresponse should be viewed as missing at random (MAR), that is MCAR after 
conditioning on known covariates. Using standard weighting adjustments based on 
known covariates will not make the sample representative. My favorite quotation from 
George Box is “Essentially, all models are wrong, but some are useful.” Nonresponse 
adjustments should be viewed from this perspective as useful but not perfect. Another 
George Box quotation: “Statisticians, like artists, have the bad habit of falling in love with 
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their models.” But there is a difference: artists have artistic license to paint over a model’s 
blemishes whereas statisticians should attempt to identify and repair the blemishes. 

Risto Lehtonen points out the considerable attractions of population registers, 
as have existed for some time in several Scandinavian countries and are in development 
elsewhere. Such registers can be viewed as surveys with 100% samples, and the quality of 
their data should be assessed accordingly: What is their actual coverage? How up-to date 
are they? How accurate are the data they contain?  

Risto’s discussion of population registers also reminded me of a point that I should 
have addressed more fully: there is a wide variation in the data infrastructure for social 
research across countries. For example, most developing countries are not in a position 
to use administrative records or the internet. They rely on probability sample surveys to 
satisfy their data needs. Fortunately, they have not yet experienced the severe declines 
in response rates that are so harmful to surveys in most high-income countries. 

Julie Gershunskaya and Partha Lahiri address two important current areas of 
research. One is the research on how to employ a probability sample to reduce the bias 
in estimates from a nonprobability sample, making use of auxiliary variables collected 
in both samples. The auxiliary variables aim to capture the key variables that are 
predictors of membership in the nonprobability sample. Challenges to be addressed with 
this approach include identifying the key variables; dealing with the fact that some 
response categories that occur frequently in the probability sample are very sparsely 
represented in the nonprobability sample; and concerns about the equivalence of the 
responses to the key variables obtained in the two samples that use different modes of 
collection. The results from this approach should be viewed with caution. However, 
recalling George Box’s quotation above, imperfect models can be useful. Julie and Partha 
rightly say that the aim of these models is to reduce, not eliminate, bias. The question to 
be asked is how to assess whether the models have reduced bias to an acceptable level.  

The second area that Julie and Partha address is small area estimation. I should have 
written more about this methodology whose use has now become so widespread. My first 
practical exposure to small area estimation occurred in the late 1990’s, when I chaired 
a National Academy of Sciences’ panel that was asked to advise about the quality of the 
small area estimates of the numbers of poor school-aged children that were being 
developed in the U.S. Census Bureau’s Small Area Income and Poverty Estimates (SAIPE) 
program. The central issue was whether the estimates, which were produced for 3,000 
counties and 14,000 school districts, were appropriate and sufficiently reliable to be used 
in allocating very large sums of money directly to school districts. At that time, this was 
a novel application of small area estimates, and subject to considerable questioning. After 
extensive evaluation of the area level models by both the Panel and the Census Bureau 
(Citro and Kalton, 2000), the Panel concluded that the small area estimates were “fit for 
use” for the purpose of this fund allocation, despite a recognition of substantial errors 
in the individual estimates. The Panel was influenced by the fact that the legislation 
stipulated that the funds should be distributed directly to the school districts and that, 
even though the small area estimates were not ideal, they were the best available. I was 
persuaded by my experience on the Panel that, with strong predictors and careful model 
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development and testing, small area estimation methods have an important role to play 
in responding to policy makers’ increasing demands for local area estimates.  

Ralf Münnich emphasizes the importance of assessing the overall quality of statistical 
estimates in the light of the uses of the estimates. As he notes, timeliness is often in conflict 
with accuracy. In some situations, timeliness may be paramount, and accuracy may 
suffer. However, one must guard against the risk that accuracy is so low that the resulting 
estimates are misleading. Estimates based on big data sources or even large surveys 
conducted with an overriding emphasis on speed may, because of their sample sizes, 
appear to be well-grounded but that may well be illusory. 

It is often argued that although individual estimates may be subject to serious biases, 
these biases will cancel out for differences between estimates, either between subgroups 
of the sample or across time. While the underlying model for that argument often appears 
reasonable, the assumptions underpinning it need to be carefully assessed in each case. 

Ralf also points out the importance of cost constraints. When the cost constraints 
severely limit a study to a very small sample size, it may be preferable to forego the extra 
costs involved in selecting and fielding a probability sample, in favor of a quasi-
probability sample or a nonprobability sample design. As Kish (1965, p. 29) notes: 
“Probability sampling is not a dogma, but a strategy, especially for large numbers.” 

Finally, Ralf and other discussants have pointed out the attractions of data 
integration. I also see these attractions, but I think that the challenges of mode effects 
arising from different data sources should not be underestimated.  

In conclusion, I congratulate Statistics in Transition on celebrating its 30th 
anniversary. It plays a distinct and important role among statistics journals. With the 
major changes in statistical methodology taking place in official statistics and in social 
research, it has a bright future for the contributions it can make. 

References 
Citro, C. F., Kalton, G. Eds., (2000). Small-Area Estimates of School-Age Children 

in Poverty: Evaluation of Current Methodology. National Academy Press, 
Washington D.C. 

Kish, L., (1965). Survey Sampling. Wiley, New York.  
Mespoulet, M., (2002). From typical areas to random sampling: sampling methods 

in Russia from 1875 to 1930. Science in Context, 15(3), pp. 411–425.   
Neyman, J., (1952). Recognition of priority. Journal of the Royal Statistical Society, A, 

115(4), 602. 
Seneta, E., (1985). A sketch of the history of survey sampling in Russia. Journal of the 

Royal Statistical Society, A, 148(2), pp. 118–125. 
Tschuprow, A. A., (1923). On the mathematical expectation of the moments of frequency 

distributions in the case of correlated observations. Metron, 2(4), pp. 646–683. 
Zarkovic, S. S., (1956). Note on the history of sampling methods in Russia. Journal of the 

Royal Statistical Society, A, 119(3), pp. 336–338. 
Zarkovic, S. S., (1962). A supplement to “Note on the history of sampling methods 

in Russia”. Journal of the Royal Statistical Society, A, 125(4), pp. 580–582. 





STATISTICS IN TRANSITION new series, June 2023
Vol. 24, No. 3, pp. 47–59, https://doi.org/10.59170/stattrans-2023-035
Received – 12.05.2023; accepted – 31.05.2023

Rotation schemes and Chebyshev polynomials

Jacek Wesołowski1

Abstract

There is a continuing interplay between mathematics and survey methodology involving
different branches of mathematics, not only probability. This interplay is quite obvious
as regards the first of the two options: probability vs. non-probability sampling, as pro-
posed and discussed in Kalton (2023). There, mathematics is represented by probability and
mathematical statistics. However, sometimes connections between mathematics and sur-
vey methodology are less obvious, yet still crucial and intriguing. In this paper we refer to
such an unexpected relation, namely between rotation sampling and Chebyshev polynomi-
als. This connection, introduced in Kowalski and Wesołowski (2015), proved fundamental
for the derivation of an explicit form of the recursion for the BLUE µ̂t of the mean on each
occasion t in repeated surveys based on a cascade rotation scheme. This general result was
obtained under two basic assumptions: ASSUMPTION I and ASSUMPTION II, expressed
in terms of the Chebyshev polynomials. Moreover, in that paper, it was conjectured that
these two assumptions are always satisfied, so the derived form of recursion is universally
valid. In this paper, we partially confirm this conjecture by showing that ASSUMPTION I
is satisfied for rotation patterns with a single gap of an arbitrary size.

1. Introduction

Existence of connections between survey methodology and mathematics is a trivial 
statement. The most natural ones are triggered by probability sampling, the first option 
in dychotomy between probability and non-probability sampling proposed in the review, 
Kalton (2023), in this issue of SiT. Of course, it involves probability theory and mathemat-
ical statistics on the mathematical side. The title (and the content) of the popular mono-
graph "Model Assisted Sampling Survey" by Särndal, Swensson and Wretman (1992) is 
the best reference to appreciate this connection. Some other areas of mathematics are also 
typically involved in this interplay; as (convex) optimization theory in optimal allocation 
problems, or graph theory in modelling dependence structure in adaptive sampling. The 
second part of Kalton’s dychotomy may open new doors for involvement of mathematics 
in survey methodology. But even within survey methodology based on probability sam-
pling, unexpected and useful connections between the two areas happen. A good example 
is a connection between rotation sampling and Chebyshev polynomials, which we are going 
to explore in this paper.

Rotation of the sample is a standard method used in repeated surveys. It allows not only 
catching the dynamics of the population under study and lower the burden of surveys for 
respondents, but also can be used to improve estimation of parameters at the given occasion
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by proper treatment of observations from the past occasions. Typical examples are the
Labour Force Survey in the EU with the rotation pattern 110011 (also referred to by 2-2-2),
i.e. a unit (group of units) is in a sample for two consecutive occasions, leaves the survey for
next two occassions, then enters the sample for two more consecutive occasions and then
leaves the survey for good, or the Current Population Survey in the US with the rotation
pattern 1111000000001111 (i.e. 4-8-4). Such methodology was proposed in the seminal
paper Patterson (1950), who postulated the recurrence form for the best linear unbiased
estimators (BLUEs) of the mean on each occasion. Patterson considered a model with
exponentially time-dependent correlations for each unit of the population and independence
between units. He assumed that the rotation pattern is such that any unit leaving the sample
cannot return to the survey. In such setting it was proved that for any occasion t the BLUE µ̂t

(based on all past observations) of the current mean µt satisfies the linear one-step recursion
of the form

µ̂t = a1(t)µ̂t−1 + rT
0 (t)X t + rT

1 (t)X t−1, (1)

where X i is the vector of observations at time i = t, t − 1 and the recursion coefficients,
i.e. the number a1(t) and the vectors r0(t), r1(t) were identified in terms of the correlation
coefficient ρ .

The assumption that a unit leaving the sample never returns to the survey was crucial
for derivation of (1). Therefore, it was expected that the first order recursion for the opti-
mal BLUE’s would no longer hold for more general rotation patterns which do not satisfy
Patterson’s condition. A postulated form of the recursion would be of the form

µ̂t = a1(t)µ̂t−1 + . . .+ap(t)µ̂t−p + rT
0 (t)X t + rT

1 (t)X t−1 + . . .+ rT
p (t)X t−p, (2)

where p is a natural number and a1(t), . . . ,ap(t), r0(t), . . . ,rp(t) are numeric and vector co-
efficients. However, such extension posed major difficulties, see, e.g. Yansaneh and Fuller
(1998). Therefore, for years researchers have been mostly focused on sub-optimal estima-
tors. Already Hansen, Hurwitz, Nisselson and Steinberg (1955) proposed an alternative sub-
optimal K-composite estimator, where the optimality was sought under additional assump-
tion of one-step recursion, that is, under assumption that p = 1 in (2). This approach was
further developed in Rao and Graham (1964), Gurney and Daly (1965), Cantwell (1990),
Cantwell and Caldwell (1998), Ciepiela, Gniado, Wesołowski and Wojtyś (2012). Another
approach, based on the so-called regression composite extimator has been proposed and
studied in Bell (2001), Fuller and Rao (2001), Singh, Kennedy and Wu (2001), Kowalczyk
and Juszczak (2018). Different rotation patterns and comparisons of efficiencies of different
methods are presented in McLaren and Steel (2000), and Steel and McLaren (2002,2008).
For a relatively new review see Karna and Nath (2015). Polish experiences with rotation
sampling are described in a review by Kordos (2012). An alternative methodology, which
we do not consider here, is based on time series theory, with random means on subsequent
occasions while here we assume that they are constants depending on t. An overview of the
time series approach to rotation sampling is given e.g. in Binder and Hidiroglou (1988).

The first result going beyond Patterson’s scheme of a rotation pattern without gaps,
i.e. of the form 11...11, was obtained in Kowalski (2009), where it was proved that for
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rotation patterns with arbitrary number of singleton gaps, i.e. of the form 1...101...101...1,
the recursion (2) holds with p = 2 and all coefficients were identified. Moreover, it was
observed in that paper that the coefficients stabilize quickly as t grows, which suggested an
approach to the general case by recursion with coefficients not depending on t, equivalently
for the stationary situation, i.e. the case when t → ∞. Then, the recursion assumes the form

µ̂t = a1µ̂t−1 + . . .+apµ̂t−p + rT
0 X t + rT

1 X t−1 + . . .+ rT
p X t−p, (3)

Under such a setting a general solution for arbitrary rotation pattern was obtained in
Kowalski and Wesołowski (2015) (referred to by KW in the sequel). According to the main
result in KW the recursion depth, p, is the size of the maximal gap in the rotation pattern in-
creased by 1 (therefore it was 1 in the Patterson model, 2 in for rotation patterns with gaps of
size 1) and 3 in the LFS rotation pattern 110011 (the last one settled in Wesołowski (2010)).
The form of the coefficients in (3), as given in KW, is explicit, and rather unexpectedly,
involves the Chebyshev polynomials of the first kind defined by

Tk(x) = cos(k arccosx), k = 0,1, . . .

For a thorough review of Chebyshev polynomials readers are encouraged to consult
Paszkowski (1975). It has to be emphasized that the solution, valid for any cascade rotation
pattern, was obtained in KW under two specific assumptions: ASSUMPTION I concerning
roots of a special polynomial Qp of degree p expressed through Chebyshev polynomials
and ASSUMPTION II concerning full rank of certain matrix S being a function of these
roots. However, in numerous simulations both these ASSUMPTIONs were always satisfied.
Therefore, it was conjectured, see p. 101 of KW, that both ASSUMPTIONs are always
satisfied and the solution obtained is universally valid. The goal of the present paper is
to show that the conjecture holds true, at least partially. Actually, it will be shown that
ASSUMPTION I holds true for rotation patterns with a single gap of arbitrary size. The
rest of the paper is organized as follows. In Section 2, we present the general setting of the
rotation scheme in mathematical language and adjust ASSUMPTIONs I and II to rotation
patterns with a single gap of arbitrary size. In Section 3, we give a short introduction to
Chebyshev polynomials emphasizing tools needed to analyze roots of the polynomial Qp.
In Section 4, we prove the main result which says that ASSUMPTION I is satisified for
rotation patterns with single gap of arbitrary size. Section 5 is devoted to a representation
of Qp as an affine perturbation of a Chebyshev polynomial of a proper degree, which is the
main tool for the proof.

2. General setting and rotation patterns with a single gap of arbitrary
size

Consider a doubly-infinite matrix of random variables (Xi j), i, j ∈ Z such that for any
j ∈ Z

EXi, j = µ j, for all i ∈ Z,
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and, without loss of generality we assume that Var(Xi, j) = 1 for all i, j ∈ Z. The correlation
structure is described by

Corr(Xi, j,Xk,l) = I(k = i)ρ | j−l|, (4)

where 0 < |ρ|< 1.

For natural number N ≥ 2 consider a sequence X j = (X j, j, . . . ,X j+N−1, j), j ∈ Z, of
N-variate random vectors. Note that from (4) it follows that the covariance matrix C =

Cov(X j,X j+1), of dimensions N ×N, has all entries equal zero except the ones just above
the diagonal, which are all equal ρ . Moreover, (4) yields

Cov(X j,Xk) = C|k− j|

and note that C j is a matrix with all entries equal zero except the jth over diagonal with all
entries equal ρ j when j ≤ N −1 and it is a zero matrix when j > N −1.

A rotation pattern is any vector (ε1, . . . ,εN) with 0-1 entries such that ε1 = εN = 1. Let
M = { j ∈ {1, . . . ,N} : ε j = 0}. Then N = n+m, where m = #M is the number of zeros
among the entries and n is the number of ones (note that n≥ 2). Each zero in rotation pattern
results in a "hole" in the sample and the largest set of subsequent zeros determines a gap in
the rotation pattern. Let p−1 denote the dimension of the largest gap in the rotation pattern.

We modify vectors X j into

Y j = (X j+k−1, j, k ∈ {1, . . . ,N}\M), j ∈ Z.

For a given t ∈ Z let µ̂t denote the BLUE of µt based on Y s, s ≤ t.
We study the recurrence formula for the BLUE estimators of the following form

µ̂t = ã1µ̂t−1 + . . .+ ãsµ̂t−s + r̃T
0 Y t + r̃T

1 Y t−1 + . . .+ r̃T
s Y t−s,

for any t ∈ Z, where s, ã1, . . . , ãs ∈ R and r̃0, r̃1, . . . , r̃s ∈ Rm are unknown. The goal is to
find s and to identify remaining parameters in terms of p, ρ and N.

Alternatively, µ̂t can be defined as optimal unbiased linear estimator ∑s≤t wT
s X s, with

additional constraints

ws, j(1− ε j) = 0, j = 1, . . . ,N, s ≤ t, (5)

imposed by the gaps in the rotation pattern. Therefore, the above recursion can be written
in the form

µ̂t = a1µ̂t−1 + . . .asµ̂t−s + rT
0 X t + rT

1 X t−1 + . . .+ rT
s X t−s, (6)

for any t ∈ Z, where a1, . . . ,as ∈ R and r0, r1, . . . ,rs ∈ RN .

Note that (5) forces respective entries of vectors r j ∈ RN , j = 0, . . . ,s, to be equal zero.
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The problem is to prove that the recurrence (6) holds for s = p and to determine scalar
parameters ai, i = 1, . . . , p and vector parameters r j ∈ RN , j = 0,1, . . . , p. As it has been
already mentioned, under two basic assumptions there exist formulas which completely an-
swer this question. The first of these assumptions is concerned with localization of roots of
certain polynomial and the second deals with unique solvability of certain linear system of
equations. There is a strong numerical evidence that these assumptions may be universally
satisfied. However, no proof of this fact has been available until now. It has been theoret-
ically confirmed only for m = 0,1 and any n ≥ 2 and for the rotation pattern 110011 (here
m = 2). In this paper we will show that the first assumption (ASSUMPTION I below) is
satisfied for all rotation patterns with a single gap of arbitrary size m. We do not know how
to prove that the second assumption (ASSUMPTION II below) is satisfied in this case.

From now on we consider only rotation patterns with a single gap of arbitrary size
m ∈ {0,1, . . .}. In the remaining part of this section we will present ASSUMPTIONs I and
II for such rotation patterns only. A reader interested in the general case is encouraged to
look into KW.

Recall that the Chebyshev polynomials of the first kind (Tn) are defined through a three
step recurrence

Tn+1(x) = 2xTn(x)−Tn−1(x), n = 1,2, . . . (7)

and T0(x) = 1, T1(x) = x, that is Tn(cos t) = cos(nt), n = 0,1, . . ..
Consider a polynomial Qp of degree p defined by

Qp(x) = 1−ρ
2 +(N −1)(1+ρ

2 −2ρx)− (1+ρ
2 −2ρx)2 tr

(
Tm(x)R−1

m (ρ)
)
, (8)

where Tm is an m×m symmetric Toeplitz matrix of the Chebyshev polynomials of the form

Tm =


T0 T1 T2 . . . Tm−2 Tm−1

T1 T0 T1 . . . Tm−3 Tm−2
...

...
... · · ·

...
Tm−2 Tm−3 Tm−4 . . . T0 T1

Tm−1 Tm−2 Tm−3 . . . T1 T0

 (9)

and Rm is an m×m invertible constant three-diagonal matrix

Rm =



1+ρ2 −ρ 0 . . . 0 0
−ρ 1+ρ2 −ρ . . . 0 0
0 −ρ 1+ρ2 . . . 0 0
...

...
... · · ·

...
0 0 0 . . . 1+ρ2 −ρ

0 0 0 . . . −ρ 1+ρ2


(10)

ASSUMPTION I: Roots of Qp are distinct and do not belong to [−1,1].
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As mentioned above, our goal is to show that ASSUMPTION I is satisfied. It is done
in the remaining three sections below. In Section 3, we present some basic facts on the
Chebyshev polynomials of the first and second kind we need in the sequel. The proof, given
in Section 4, to large extent is based on a representation of Qp derived in Section 5.

But before we analyze ASSUMPTION I we will introduce also ASSUMPTION II,
which is conjectured to be also satisfied, but we do not know, how to prove it.

Note that Qp is a polynomial of pth degree. If its roots x1, . . . ,xp are simple and are
outside of the interval [−1,1] (which will be proved in the sequel), then there exist unique
d1, . . . ,dp, which can be complex, such that |di|< 1 and 1

2

(
di +d−1

i

)
= xi, i = 1, . . . , p.

For such numbers d1, . . . ,dp define a p2 × p2 matrix

S = S(d1, . . . ,dp) =


G̃(d1) G̃(d2) · · · G̃(dp)

G(d1) 0 · · · 0
0 G(d2) · · · 0
...

...
. . .

...
0 0 · · · G(dp)


where G̃(di) are p× p matrices

G̃(d) = 1
1−ρ2

 (N −1)(1−dρ)+1−ρ2 (1−dρ)1T
h

(1−dρ)1p−1 H̃p−1


with H̃p−1(d) being a (p−1)× (p−1) upper bi-diagonal matrix

H̃p−1(d) =


1 −dρ

. . . . . .
. . . −dρ

1

 .

and G(di) are (p−1)× p matrices

G(d) = 1
1−ρ2 [(1−dρ)(d −ρ)1h, d Hp−1],

with Hp−1 = Hp−1(d) being a (p−1)× (p−1) tri-diagonal matrix

Hp−1(d) =


1+ρ2 −dρ

−ρ/d
. . .

. . .
. . .

. . . −dρ

−ρ/d 1+ρ2

 .
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Here is the second main assumption:

ASSUMPTION II: detS(d1, . . . ,dp) ̸= 0.

Unfortunately, we are unable to prove that it is satisfied in the setting of a single gap of arbitrary
size m. As mentioned above, only the cases of m = 0,1,2 have been settled until now.

When ASSUMPTION I and ASSUMPTION II are satisfied, then Theorem 3.1 proved in KW says
that p = m+ 1 and gives explicit formulas for ai, i = 1, . . . , p, and ri, i = 0,1, . . . , p, in terms of the
d1, . . . ,dp determined through roots of Qp and the solution c of the linear equation Sc = (1,0, ...,0)T .
For details consult KW.

3. Chebyshev polynomials

The Chebyshev polynomials of the second kind (Un)n≥0 are defined through the same three step
recurrence as (Tn)n≥0, that is

Un+1(x) = 2xUn(x)−Un−1(x), n = 1,2, . . . (11)

but the boundary conditions are slightly different: U0(x) = 1 and U1(x) = 2x, that is Un(cos t) =
sin((n+1)t)

sin t , if only sin t ̸= 0.
We will also use two important identities connecting two forms of the Chebyshev polynomials for

any n = 1,2, . . . (in the formulas below we denote U−1 ≡ 0):

T ′
n = nUn−1, (12)

and
T 2

n (x)+(1− x2)U2
n−1(x) = 1. (13)

Moreover, two representations of the Chebyshev polynomials given in Lemma 3.1 (cf. Paszkowski,
1975) below will be very useful.

Lemma 3.1. For any x ̸= 0 and n = 0,1, . . .

Tn(
1
2 (x+ x−1)) = 1

2
(
xn + x−n) (14)

and for x ̸= 0,±1 we have
Un(

1
2 (x+ x−1)) = xn+1−x−(n+1)

x−x−1 . (15)

It is known (cf. Paszkowski, 1975) that

Un(x) = det Vn(x), n = 1,2, . . . , (16)

where Vn(x) is an n×n tridiagonal matrix defined by

Vn(x) =



2 x −1 0 . . . 0 0
−1 2 x −1 . . . 0 0
0 −1 2 x . . . 0 0
...

...
... · · ·

...
0 0 0 . . . 2 x −1
0 0 0 . . . −1 2 x


. (17)



54 J. Wesołowski: Rotation schemes and Chebyshev polynomials

We see that Vn(x) is non-singular for any x ≥ 1. In this case the explicit form of the inverse of
Vn(x) is known. Let A denote the inverse of Vn(x). Then A = [ai, j]i, j∈{1,...,n} is a symmetric matrix
such that

ai, j =
1

Un(x)
Ui−1(x)Un− j(x), 1 ≤ i ≤ j ≤ n. (18)

We will apply the following useful formulae (cf. Paszkowski, 1975)

n

∑
j=1

Tj(x)Un− j(x) = n
2 Un(x), (19)

2 (x− y)
n

∑
j=0

′Tj(x)Un− j(y) = Tn+1(x)−Tn+1(y), (20)

under notation
n

∑
j=s

′b j =
1
2 bs +bs+1 + . . .+bn, n > l.

4. Roots of Qp

In this section we show that ASSUMPTION 1 is satisfied for rotation patterns with a single gap
of an arbitrary size. In the proof we strongly rely on properties of the Chebyshev polynomials and the
representation of Qp in terms of an affine additive perturbation of the Chebyshev polynomial of the
first kind derived in Section 5.

Theorem 4.1. For any p ≥ 1 the polynomial Qp defined by (8), (9) and (10) has exactly one (when p
is odd) or exactly two (when p is even) real roots (i.e. the remaining roots are complex). These roots
are outside of interval [−1,1]. All roots of Qp are simple.

Proof. Note that due to Prop. 5.2

(det Rm)Qp(x) = det Rm (n−2)(1+ρ
2 −2ρx)+2−2ρ

m+1Tm+1(x). (21)

Therefore, the roots of Qp are identical to the roots of polynomial Q̃p defined by

Q̃p(x) = a+bx+Tm+1(x),

where

a=− (det Rm)(n−2)(1+ρ2)+2
2ρm+1 =−rUm(r)(n−2)−ρ

−m−1 and b= (det Rm)(n−2)
ρm =Um(r)(n−2).

Assume that z0 is a multiple root of Q̃p. That is

a+bz0 +Tm+1(z0) = 0. (22)

Moreover, z0 is necessarily a root of derivative of Q̃p. Thus from (12) we get

b+(m+1)Um(z0) = 0. (23)

Combining (22) and (23) through (13) we obtain

(a+bz0)
2 +(1− z2

0)
(

b
m+1

)2
= 1.
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That is, z0 is a solution of the quadratic equation

b2
(

1− 1
(m+1)2

)
x2 +2abx+a2 +

(
b

m+1

)2
−1 = 0. (24)

whose discriminant is

∆ = 4b2
[

a2

(m+1)2 −
(

b2

(m+1)2 −1
) (

1− 1
(m+1)2

)]
.

If b ≤ m+1 clearly ∆ > 0. For b > m+1 note that

a2 =
[(det Rm)(n−2)(1+ρ2)+2]2

4ρ2m+2 >
[(det Rm)(n−2)(1+ρ2)]2

4ρ2m+2 = b2
(

1+ρ2

2ρ

)2
> b2.

Therefore, ∆ > 0 also in this case. Thus, the quadratic equation (24) has only real solutions.
Consequently, Q̃p does not have multiple complex roots.

Note that Q̃p can be written as

Q̃p(x) =− 1
ρm+1 [1+ 1

2 (n−2)(1+ρ
2 −2ρx) det Rm]+Tm+1(x).

Clearly, the expression in brackets is greater or equal 1 for x ∈ [−1,1]. Since the Chebyshev poly-
nomials Tn, n = 1,2, . . ., on [−1,1] assume values in [−1,1] it follows that on [−1,1] the polynomial
Q̃p is either strictly positive (when ρm+1 < 0) or strictly negative (when ρm+1 > 0).

It is well known that

• if m is an even number then: Um is strictly decreasing on (−∞,−1), strictly increasing on (1,∞)

and Um(±1) = m+1;

• if m is an odd number then: Um is strictly increasing on (−∞,−1) and on (1,∞) and Um(±1) =
±(m+1).

Consequently, only the following four cases are possible:

1. If m is even and ρ > 0 then a < −1 and b ≥ 0. Thus, Q̃p (of odd degree) has exactly one real
root x1 > 1. Note that it is simple. The reason for that is that the derivative of Q̃p which equals
b+(m+1)Um(x) is bounded from below by b+(m+1)2 on (1,∞). Therefore, Q̃p cannot have
a multiple real root > 1.

2. If m is even and ρ < 0 then a > 1 and b ≥ 0. Thus, Q̃p (of odd degree) has exactly one real
root x1 <−1. Similarly, as above Q̃′

p(x) = b+(m+1)Um(x)> b+(m+1)2 on (−∞,−1), and
thus Q̃p does not have a multiple root <−1.

3. If m is odd and ρ > 0 then a <−1 and b ≥ 0. Thus, Q̃p (of even degree) has exactly two real
roots: x1 <−1 and x2 > 1. Similarly as above Q̃′

p(x) = b+(m+1)Um(x)> b+(m+1)2 > 0
for x > 1, and thus the root x2 is simple. Note also that the quadratic polynomial (24) is strictly
positive on negative half line, that is Q̃p cannot have negative multiple roots, in particular, the
root x1 is not multiple.

4. If m is odd and ρ < 0 then a <−1 and b ≤ 0. Thus, Q̃p (of even degree) has exactly two real
roots: x1 < −1 and x2 > 1. This time the derivative, Q̃′

p(x) = b+(m+ 1)Um(x) < b− (m+

1)2 < 0 for x < −1, and thus the root x1 is simple. Similarly as above, to check that x2 is
simple, we refer to (24) having the left-hand side strictly positive for x > 0, which means that
there are no multiple positive roots.
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Remark 4.1. Note that from (21) for n = 2 we get (det Rm)Qp(x) = 2− 2ρm+1Tm+1(x). Conse-
quently, to find roots of Qp it suffices to look for solutions of the equation

Tm+1(x) = ρ
−m−1.

For x = 1
2 (d +1/d) we obtain

dm+1 +d−m−1 = 2
ρm+1

and thus for z = dm+1 we get a quadratic equation

z2 −2 z
ρm+1 +1 = 0

with two real solutions
z = 1±

√
1−ρ2(m+1)

ρm+1 .

Therefore
d j = d± exp

[
i 2 jπ

m+1

]
, j = 0,1, . . . ,m,

where

d± =
m+1
√

1±
√

1−ρ2(m+1)

|ρ| .

Note that 0 < d− < 1 < d+.

5. Qp through additive first degree perturbation of Tp

In this section we derive a convenient representation of Qp in terms of Tp with changed terms of
degree zero and one. It is preceded by a simple expression for determinant of Rm involving the second
order Chebyshev polynomial Um.

Lemma 5.1. Let r = 1
2

(
ρ + 1

ρ

)
. For any m = 0,1, . . .

det Rm = ρ
m Um(r), m = 0,1,2, . . . . (25)

Proof. Notice that Rm = ρVm(r), so by (16) we have

det Rm = ρ
m det Vm(r) = ρ

m Um(r).

The proof is complete.

Proposition 5.2.

(1+ρ
2 −2ρx)2 tr

(
Tm(x)R−1

m

)
= (m+1)(1+ρ

2 −2ρx)+1−ρ
2 −2 1−ρm+1Tm+1(x)

det Rm
. (26)

Proof. Denote r = 1
2

(
ρ + 1

ρ

)
. Then, 1+ρ2 −2ρx =−2ρ(x− r).

From Lemma 3.1 it follows that (26) is equivalent to

4ρ
2(x− r)2 tr

(
Tm(x)R−1

m

)
= 2ρ

Um(r)
(Tm+1(x)−Tm+1(r))− 2ρ(m+1)(x− r). (27)
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We see that R−1
m = 1

ρ
A, where A is a symmetric matrix with entries defined by (18). Note that

the symmetric Toeplitz structure of the matrix Tm and the fact that A is symmetric imply

ρ tr
(

Tm(x)R−1
m

)
= 2

m−1

∑
k=0

′ Tk(x)
m−k

∑
i=1

ai,i+k.

We interchange two sums in the above equation. Then we have

ρ tr
(

Tm(x)R−1
m

)
= 2

m

∑
i=1

m−i

∑
k=0

′ Tk(x) ai,i+k

From (18) we get

(ρ Um(r)) tr
(

Tm(x)R−1
m

)
= 2

m

∑
i=1

Ui−1(r)
m−i

∑
k=0

′ Tk(x)Um−i−k(r). (28)

From (20) it follows that

2 (x− r)
m−i

∑
k=0

′ Tk(x)Um−i−k(r) = Tm−i+1(x)−Tm−i+1(r). (29)

This together with (28) gives

(x− r)(ρ Um(r)) tr
(

Tm(x)R−1
m

)
=

m

∑
i=1

Ui−1(r)(Tm−i+1(x)−Tm−i+1(r)),

which can be rewritten as follows

(x− r)(ρ Um(r)) tr
(

Tm(x)R−1
m

)
= S1 −S2, (30)

where

S1 =
m

∑
i=1

Ui−1(r)Tm−i+1(x), S2 =
m

∑
i=1

Ui−1(r)Tm−i+1(r). (31)

From (19) we have

S2 =
m

∑
j=1

Tj(r)Um− j(r) = m
2 Um(r).

Note that (20) implies

2(x− r)S1 = 2(x− r)
m

∑
j=1

Tj(x)Um− j(x) = (Tm+1(x)−Tm+1(r))− (x− r)Um(r).

This together with (30) gives

4(x− r)2(ρ Um(r)) tr
(

Tm(x)R−1
m

)
= 4(x− r)(S1 −S2).

Finally, we obtain

4(x− r)2(ρ Um(r)) tr
(

Tm(x)R−1
m

)
= 2(Tm+1(x)−Tm+1(r))−2(m+1)(x− r)Um(r). (32)

From this (27) follows immediately. The proof of (26) is now complete.
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6. Conclusions

This paper shows, through a particular example, why sampling survey methodology needs math-
ematics and vice versa, how it can be a source of intriguing purely mathematical problems. We
were concerned with a connection between rotation sampling design and the Chebyshev polynomials,
which was used in KW to give a complete description of the recursion for BLUEs of means on every
occasion. The recursion depth was identified through the largest gap in the rotation pattern and the
recursion coefficients in terms of the Chebyshev polynomials depending on correlations for a single
unit. According to the standard Patterson model, these correlations are assumed to be exponential in
time and the same for every unit, with independence between units. The general form of the recurs-
sion was derived in KW under ASSUMPTIONS I and II and expressed in terms of the Chebyshev
polynomials. There is a strong numerical evidence that both the assumptions are not needed for the
recursion to hold true. In this paper, using intrinsic properties of the Chebyshev polynomials of the
first and the second kind, we proved that, at least for rotation designs with one arbitrary large gap,
ASSUMPTION I is always satisfied. However, the problem if ASSUMPTION II is also satisfied,
even in such a simplified rotation pattern, remains a challenging mathematical question.
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A nonparametric analysis of discrete time competing risks 
data: a comparison of the cause-specific-hazards approach 

and the vertical approach

Bonginkosi Duncan Ndlovu1, Sileshi Fanta Melesse2,
Temesgen Zewotir3

ABSTRACT

Nicolaie et al. (2010) have advanced a vertical model as the latest continuous time compet-
ing risks model. The main objective of this article is to re-cast this model as a nonparametric
model for analysis of discrete time competing risks data. Davis and Lawrance (1989) have
advanced a cause-specific-hazard driven method for summarizing discrete time data non-
parametrically. The secondary objective of this article is to compare the proposed model to
this model. We pay particular attention to the estimates for the cause-specific-hazards and
the cumulative incidence functions as well as their respective standard errors.

Key words: vertical model; total hazards; relative hazards; cause-specific-hazards; cumula-
tive incidence functions.

1. The first section

Competing risks have come to refer to survival analysis experiments where subjects
may fail by more than one mode of failure. The vertical model (Nicolaie et al., 2010) is
the latest competing risks model that has been advanced additional to the models proposed
by Prentice et al.(1978) and Larson and Dinse (1985). The model proposes total hazards
and relative hazards for modelling competing risks data. It is the only competing risks
model that is capable of handling the standard competing risks data as well as data that has
unknown failure causes for some subjects, that is, the model is invariant to the presence
or absence of unknown failure causes (Nicolaie et al., 2015). Furthermore, Nicolaie et al.
(2018) have extended the model for analysis of data that has a sizable proportion of cured
subjects. Both these topics, i.e., handling data with missing failure causes and data that
comes with cured subjects, have not received satisfactory attention in discrete time. Whilst
the vertical model possesses these attractive features, it cannot be naively applied to discrete
time competing risks data because the model was introduced as a continuous time model.
The main objective of this article is to modify this model and present it as a nonparametric
discrete time competing risks model additional to the nonparametric model suggested by
Davis and Lawrance (1989). The complication with discrete time data is excessive num-
ber of ties. Continuous time competing risks models are premised on the factorization of
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the full likelihood function into cause-specific likelihood functions assumption. This is not
possible in the presence of a disproportionately large number of ties. The model suggested
by Davis and Lawrance (1989) is one the models that have been advanced specifically for
analysis of discrete time competing risks data. In fact, this model is the first truly discrete
time competing risks model to be advanced in the competing risks literature. This model
was followed by the multinomial model (Ambrogi et al., 2009, Tutz and Schmid, 2016)
as the first regression model for analysis of discrete time data. Here, data are modelled
with discrete time version of cause-specific-hazards. Concerns have been expressed about
this model owing to estimation of a significantly larger number of cause-specific-hazard
parameters simultaneously. Recently, Lee et al. (2018) have advanced an alternate regres-
sion model, which addresses these reservation regarding the multinomial model (Ambrogi
et al., 2009, Tutz and Schmid, 2016) where the cause-specific-hazards are estimated indi-
vidually via the application of a binomial distribution within the GEE framework. Both
these models, that is, the multinomial model (Ambrogi et al.,2009, Tutz and Schmid, 2016)
and the binomial model (Lee et al., 2018) give rise to a regression model for the cumulative
incidence function, which has become notorious for complicating the assessment of covari-
ate effects. Berger et al. (2020) have since proposed a discrete time subhazard regression
model for the cumulative incidence function to address the limitations of the cause-specific-
hazard denominated regression model for the cumulative incidence function. The Davis
and Lawrance (1989) model proposes nonparametric discrete time cause-specific-hazards
for modelling data. We shall refer to this model as the cause-specific-hazards model. If the
vertical model proposes total hazards and relative hazards for characterizing data, it implies
that the standard summary statistics are now obtained from the total hazard and relative haz-
ard estimates in the place of the more familiar cause-specific-hazard estimates as suggested
by the cause-specific-hazards model. The most logical question that follows is whether the
two estimation methods produce the same estimates for the same quantity. For example,
if one method proposes direct estimation of cause-specific-hazards from data and the other
one suggests that the estimates for the same quantities are now derived from total and rel-
ative hazard estimates, then how do the two methods compare, and more importantly, how
do the standard errors for the two estimation methods compare. As a secondary objective of
this article, we attempt to address these questions. With the cause-specific-hazards and the
cumulative incidence functions as the most widely quoted pair for summarizing competing
risks data, we will focus on these quantities and their respective standard errors to address
these pertinent questions.

As already highlighted, Davis and Lawrance (1989) proposes cause-specific-hazards
for modelling data. Let T̃ and D represent time to failure and failure type respectively,
where D ∈ {1,2, . . .J} and J is the number of failure causes. Also, let C denote the time to
censoring. Observed competing risks data can be represented by yi = (ti,Di) for i = 1, . . .n
where Ti = min{T̃i,Ci}, such that Ti = ti is a failure time due to failure type j or censoring
time according to whether Di = j or 0. It is assumed that time to failure and censoring time
are in discrete units, i.e., T̃ ,C ∈ {1, . . .q} where q is a positive integer. The definition of
discrete time cause-specific-hazards for nonparametric purposes is given by

λ j(t) = P(T = t;D = j|T ≥ t) (1)
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for t = 1,2, . . .q and j = 1,2, . . .J. Suppose that at time t, n(t) and d( jt) denote the number
at risks and the number of failures due to failure type j, respectively. Davis and Lawrance
(1989) have shown that the observed data likelihood function is a kernel of a multinomial
likelihood function:

L =
q

∑
s=1

J

∑
j=1

d( js) logλ j(s)+(n(s)−d(s)) log(1−λ (s)) (2)

where d(s) = ∑
J
j=1 d( js) and λ (s) = ∑

J
j=1 λ j(s). As such, the MLE for λ j(s) is given by

λ̂ j(s) = d( js)/n(s)

for s = 1,2, . . .q and j = 1,2, . . .J. The estimates for the cumulative incidence functions are
then given by

F̂j(t) =
t

∑
s=1

Ŝ(s-1)λ̂ j(s) (3)

for t = 1,2, . . .q and j = 1,2, . . .J, where Ŝ(t) =
t

∏
s=1

(1− λ̂ (s)).

The vertical model proposes a factorization of the bivariate distribution of failure time
and failure type into a marginal distribution for failure time and a distribution for failure type
conditional on failure time as characterized via total hazards and failure type probabilities
conditional on failure time (relative hazards), respectively. For analysis of discrete time
competing risks data nonparametrically, we propose the following definition for discrete
time total hazards:

λ (t) = P(T = t|T ≥ t) =
J

∑
j=1

P(T = t;D = j|T ≥ t) =
J

∑
j=1

λ j(t)

for t = 1,2, . . .q. The total hazard λ (t) is the probability of failure, by any cause, at time t
given survival to time t. On the other hand, the relative hazard π j(t) is the probality that a
failure is attributable to cause j given that a failure has occurred at time t. The definition of
relative hazards is given by

π j(t) = P(D = j|T = t)

t = 1,2, . . .q and for j = 1,2, . . .J. The term "relative hazards" comes from:

π j(t) = P(D = j|T = t) =
P(D = j,T = t)

P(T = t)
=

P(D = j,T = t,T ≥ t)/P(T ≥ t)
P(T = t,T ≥ t)/P(T ≥ t)

=
λ j(t)

∑
J
j=1 λ j(t)

(4)

It follows from (4)that:

λ j(t) = λ (t)π j(t) (5)
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Thus, the cause-specific-hazard estimates are now estimated indirectly from total haz-
ard and relative hazard estimates via (5). All failures contribute to the estimation of the
total hazards, then, the total hazards are apportioned to cause-specific-hazards via relative
hazards. This formulation become very convenient in the presence of subjects with missing
failure causes because these subjects also contribute to the estimation of total hazards. The
expression for the cumulative incidence function is also given in terms of total and relative
hazards:

Fj(t) =
t

∑
s=1

S(s-1)λ (s)π j(s)

t = 1,2, . . .q and for j = 1,2, . . .J.

This concludes the exercise of re-framing the vertical model as a discrete time nonpara-
metric competing risks model. To determine the summary statistics, i.e., the estimates for
cause-specific-hazards and cumulative incidence functions we require the estimates for to-
tal hazards and relative hazards. Let θ = (πT ,λ T )T where λ = (λ (1),λ (2) . . .λ (q))T ,π =

(πT
1 ,π

T
2 . . .π

T
J-1)

T , and π j = (π j(1),π j(2) . . .π j(q))T . In Section 2 we demonstrate the esti-
mation of total hazards and relative hazards, that is, we determine θ̂ . This is followed by the
application of the proposed model in Section 3. We derive the standard errors for the cumu-
lative incidence function estimates in Section 4. This concludes the first part of our twofold
objectives. In Section 5, we address the second part of our objective, that is, to prove that the
estimates for cause-specific-hazards and cumulative incidence function as well as the corre-
sponding standard errors are identical by the proposed model or the cause-specific-hazards
model. We conclude the article with a discussion in Section 6.

2. Estimation

It is straightforward to determine the MLE’s for the total hazards and relative hazards.
The observed data likelihood function which is specified in terms of total hazards and rel-
ative hazards is differentiated with respect to these quantities. When the vertical model is
assumed, P(Ti = ti,Di = j), the contribution of subject i that failed at time ti due to failure
cause j to the observed data likelihood function is now replaced by P(Di = j|Ti = ti)P(Ti =

ti) while a censored subject i continues to contribute P(Ti > ti). Define an indicator vari-
able di j such that di j is 1 or 0 according to whether subject i failed by cause j or not and
let di = ∑

J
j=1 di j where di indicates failure by any cause for subject i. The observed data

log-likelihood function can be written as:

L (θ) =
n

∑
i=1

J

∑
j=1

di j logP(Di = j|Ti = ti)P(Ti = ti)+(1−di) logP(Ti > ti)

=
n

∑
i=1

J

∑
j=1

di j logπ j(ti)+
n

∑
i=1

di logP(Ti = ti)+(1−di) logP(Ti > ti)

= L (π)+L (λ )
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We can ignore L (π) because the estimates for the relative hazards can be obtained from
(4), that is:

π̂ j(t) =
λ̂ j(t)

∑
J
j=1 λ̂ j(t)

=
d( jt)/n(t)

∑
J
j=1 d( jt)/n(t)

=
d( jt)

d(t)

The log-likelihood function L (λ ) is a failure time log-likelihood function. It is straight-
forward to show that L (λ ) can be written as:

L (λ ) =
q

∑
s=1

d(s) logλ (s)+(n(s)−d(s)) log(1−λ (s))

Naturally,
∂L (λ

∂λ (s)
= 0 yields an MLE for λ j(s) given by

λ̂ (s) =
d(s)
n(s)

The estimates for total hazards and relative hazards can be plugged into appropriate
equations to recover the estimates for cause-specific-hazards and cumulative incidence func-
tions. In the next section we demonstrate the application of the proposed model.

3. Application

We apply the proposed model to data that comes with Ecdat R package (Croissant and
Graves, 2020). In these data 3343 recently unemployed individuals are tracked the moment
they lost their jobs until they are re-employed into part-time employment (339), full-time
employment (1073) or are censored (1255). Of the remaining 676, 574 were re-employed
but the type employment was not recorded. It is not clear with the other 102 subjects if
they were censored or were re-employed. We have excluded the 674 individuals to leave
a final sample of 2667 that were considered for analysis. Failure times assume values in
{1,2, . . .26,27,28} where time is measured in bi-weekly units. There are some covariates
that come with data such as unemployment benefits, disregard rate, replacement rate, etc.,
which are naturally ignored.

In the application of the proposed model we have computed the relative hazard and total
hazard estimates, respectively from:

π̂ j(t) =
d( jt)

d(t)
and λ̂ (t) =

d(t)
n(t)

The variances are respectively given by

V(π̂ j(t)) =
π̂ j(t)(1− π̂ j(t))

d(t)
and V(λ̂ (t)) =

λ̂ (t)(1− λ̂ (t))
n(t)
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These estimates are listed in Table 1 together with corresponding standard errors. We
have labelled full-time re-employment as cause 1 and part-time re-employment as cause 2.

Table 1: Maximum likelihood estimates for the total and relative hazards from the Verti-
cal Model as well as the cause-specific-hazards estimates from the Cause-Specific-Hazards
Model (with standard errors)

Model I Model II
Nonparametric Vertical Model Cause-Specific-Hazards Model

π̂1 λ̂ λ̂ 1 λ̂ 2

T1 0.752(0.022) 0.147(0.007) 0.110(0.006) 0.037(0.004)
T2 0.761(0.028) 0.104(0.006) 0.079(0.006) 0.025(0.003)
T3 0.763(0.034) 0.081(0.006) 0.062(0.006) 0.019(0.003)
T4 0.727(0.051) 0.048(0.005) 0.035(0.005) 0.013(0.003)
T5 0.748(0.037) 0.098(0.008) 0.074(0.006) 0.025(0.004)
T6 0.762(0.066) 0.037(0.006) 0.028(0.005) 0.009(0.003)
T7 0.779(0.039) 0.107(0.009) 0.083(0.009) 0.024(0.005)
T8 0.625(0.098) 0.029(0.006) 0.019(0.005) 0.011(0.004)
T9 0.825(0.060) 0.055(0.008) 0.045(0.008) 0.001(0.004)
T10 0.060(0.204) 0.009(0.004) 0.005(0.003) 0.005(0.003)
T11 0.838(0.066) 0.054(0.009) 0.046(0.009) 0.009(0.004)
T12 0.700(0.145) 0.021(0.007) 0.015(0.005) 0.006(0.004)
T13 0.756(0.075) 0.075(0.013) 0.057(0.011) 0.018(0.006)
T14 0.833(0.062) 0.099(0.016) 0.083(0.014) 0.017(0.007)
T15 0.864(0.073) 0.081(0.017) 0.069(0.015) 0.011(0.006)
T16 0.769(0.117) 0.059(0.016) 0.046(0.014) 0.014(0.008)
T17 0.889(0.105) 0.050(0.016) 0.044(0.015) 0.006(0.006)
T18 0.778(0.139) 0.059(0.019) 0.046(0.017) 0.013(0.009)
T19 0.667(0.192) 0.044(0.018) 0.029(0.015) 0.015(0.010)
T20 1.000(0.000) 0.025(0.014) 0.025(0.014) 0.000(0.000)
T21 0.571(0.187) 0.071(0.026) 0.041(0.019) 0.030(0.017)
T22 0.800(0.179) 0.067(0.029) 0.053(0.026) 0.013(0.013)
T23 0.000(0.000) 0.016(0.016) 0.000(0.000) 0.016(0.016)
T24 0.000(0.000) 0.000(0.000) 0.000(0.000) 0.000(0.000)
T25 0.000(0.000) 0.019(0.018) 0.000(0.000) 0.019(0.018)
T26 1.000(0.000) 0.045(0.031) 0.045(0.031) 0.000(0.000)
T27 0.833(0.152) 2.000(0.073) 0.167(0.068) 0.033(0.033)

Since π̂1(t)+ π̂2(t) = 1, we have only listed π̂1(t). We have also listed the cumulative
incidence function estimates together with corresponding standard errors in Table 2.

The cumulative incidence function estimates are obtained from:

F̂j(t) =
t

∑
s=1

Ŝ(s-1)λ̂ (s)π̂ j(s)
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Table 2: Maximum likelihood estimates for the Cumulative Incidence Function from the
Vertical Model (with standard errors)

Nonparametric Vertical Model

F̂1 F̂2

T1 0.110(0.006) 0.036(0.004)
T2 0.178(0.007) 0.058(0.005)
T3 0.225(0.008) 0.072(0.005)
T4 0.249(0.009) 0.082(0.005)
T5 0.299(0.009) 0.098(0.006)
T6 0.316(0.009) 0.103(0.006)
T7 0.364(0.010) 0.117(0.007)
T8 0.374(0.010) 0.123(0.007)
T9 0.397(0.011) 0.128(0.007)
T10 0.399(0.011) 0.130(0.007)
T11 0.421(0.011) 0.134(0.007)
T12 0.427(0.011) 0.137(0.008)
T13 0.452(0.012) 0.145(0.008)
T14 0.485(0.012) 0.152(0.008)
T15 0.511(0.013) 0.156(0.009)
T16 0.526(0.013) 0.162(0.009)
T17 0.539(0.014) 0.162(0.009)
T18 0.553(0.014) 0.166(0.009)
T19 0.562(0.015) 0.169(0.009)
T20 0.569(0.015) 0.169(0.009)
T21 0.579(0.016) 0.178(0.011)
T22 0.592(0.016) 0.181(0.011)
T23 0.592(0.016) 0.185(0.012)
T24 0.000(0.000) 0.000(0.000)
T25 0.592(0.016) 0.189(0.012)
T26 0.602(0.017) 0.189(0.012)
T27 0.637(0.021) 0.196(0.014)

The standard errors for the cumulative incidence function estimates as derived in the
next section are given by

V(F̂j(t)) =
t

∑
s=1

Var
(
Ŝ(s-1)λ̂ (s)π̂ j(s)

)
+2

t-1

∑
s=1

t

∑
k=s+1

Cov
(
Ŝ(s-1)λ̂ (s)π̂ j(s), Ŝ(k-1)λ̂ (k)π̂ j(k)

)
where:

V(Ŝ(s-1)λ̂ (s)π̂ j(s)) =
(
Ŝ(s-1)λ̂ j(s)π̂ j(s)

)2
( s-1

∑
l=1

d(l)
n(l)(n(l)−d(l))

+
n(s)−d(s)

d(s)n(s)
+

d(s)−d( js)

d(s)d( js)

)
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and,

Cov(Ŝ(s-1)λ̂ (s)π̂ j(s)Ŝ(k-1)λ̂ (k)π̂ j(k)) =
(
Ŝ(s-1)λ̂ (s)π̂ j(s)Ŝ(k-1)λ̂ (k)π̂ j(k)

)
×
( s-1

∑
l=1

d(l)
n(l)(n(l)−d(l))

− 1
n(s)

)
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Figure 1: The cumulative incidence function of exit to full-time and part-time

In Figure 1 we have plotted the cumulative incidence function estimates from the pro-
posed model because the proposed model and the cause-specific-hazards model produce
identical estimates for cumulative incidence function as will be shown in Section 5. Clearly,
the plot suggest that unemployed subjects are more likely to exit the state of unemployment
to full-time employment than to part-time employment.

4. Cumulative Incidence Function Standard Errors

The expression of standard errors for the cumulative incidence function estimates under
the vertical model is given by

V(F̂j(t)) =
t

∑
s=1

Var
(
S(s-1)λ (s)π j(s)

)
+2

t-1

∑
s=1

t

∑
k=s+1

Cov
(
S(s-1)λ (s)π j(s),S(k-1)λ (k)π j(k)

)∣∣∣∣
θ=θ̂

Let Qs
(
λ1, . . .λs-1,λs,π j(s)

)
= S(s-1)λ (s)π j(s)

and Qk
(
λ1, . . .λs-1,λs . . .λk-1,λk,π j(k)

)
= S(k-1)λ (k)π j(k), where s< k. We begin by com-
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puting the partial derivatives:

∂Qs

∂S(s-1)
= λ (s)π j(s)

∂Qs

∂λ (s)
= S(s-1)π j(s)

∂Qs

∂π j(s)
= S(s-1)λ (s)

∂Qk

∂S(s-1)
=

Qk

S(s-1)
∂Qk

∂λ (s)
=− Qk

1−λ (s)

Assuming that d(1),d(2) . . .d(s) are uncorrelated (Dinse and Larson, 1986),
then Cov(λ (l),λ (m)) = 0 when l ̸= m for l = 1,2 . . .q and m = 1,2 . . .q. It, therefore,
follows that:

V
(
Qs

)
=

 λ (s)π j(s)
S(s-1)π j(s)
S(s-1)λ (s)

V(S(s-1)) 0 0
0 V(λ (s)) 0
0 0 V(π j(s))

 λ (s)π j(s)
S(s-1)π j(s)
S(s-1)λ (s)


=
(
λ (s)π j(s)

)2Var(S(s-1))+(S(s-1)π j(s))2V(λ (s))

+(S(s-1)λ (s))2V(π j(s))

=
(
S(s-1)λ (s)π j(s)

)2
s-1

∑
l=1

λ (l)
n(l)(1−λ (l))

+
1−λ (s)
λ (s)n(s)

+
1−π j(s)
d(s)π j(s)

Thus,

V(Ŝ(s-1)λ̂ (s)π̂ j(s)) =
(
S(s-1)λ (s)π j(s)

)2
s-1

∑
l=1

λ (l)
n(l)(1−λ (l))

+
1−λ (s)
λ (s)n(s)

+
1−π j(s)
d(s)π j(s)

∣∣∣∣
θ=θ̂

=
(
Ŝ(s-1)λ̂ j(s)π̂ j(s)

)2
( s-1

∑
l=1

d(l)
n(l)(n(l)−d(l))

+
n(s)−d(s)

d(s)n(s)
+

d(s)−d( js)

d(s)d( js)

)
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We now consider:

Cov
(
Qs,Qk

)
= (S(s-1))2

λ (s)π j(s)
S(k-1)λ (k)π j(k)

S(s-1)

s-1

∑
l=1

λ (l)(1−λ (l))
n(l)

−S(s-1)π j(s)
S(k-1)λ (k)π j(k)

1−λ (s)
λ (s)(1−λ (s))

n(s)

= S(s-1)λ (s)π j(s)S(k-1)λ (k)π j(k)
( s-1

∑
l=1

λ (l)(1−λ (l))
n(l)

− 1
n(s)

)

Thus,

Cov(Ŝ(s-1)λ̂ (s)π̂ j(s)Ŝ(k-1)λ̂ (k)π̂ j(k)) = Cov
(
Qs,Qk

)∣∣
θ=θ̂

=
(
Ŝ(s-1)λ̂ (s)π̂ j(s)Ŝ(k-1)λ̂ (k)π̂ j(k)

)
×
( s-1

∑
l=1

d(l)
n(l)(n(l)−d(l))

− 1
n(s)

)

5. Proofs

In this section we demonstrate that estimates for cause-specific-hazards and cumula-
tive incidence function together with corresponding standard errors derived from the pro-
posed model and the cause-specific-hazards model are identical. Let λ̂V

j (t) and λ̂C
j (t) de-

note the estimates for the cause-specific-hazards via the proposed model and the cause-
specific-hazards model, respectively. Likewise, let F̂V

j (t) and F̂C
j (t) represent the estimates

for the cumulative incidence function that are produced by the proposed model and the
cause-specific-hazards model, respectively.

Beginning with the estimates for the cause-specific-hazards:

λ̂
V
j (t) = π̂ j(t)λ̂ (t) =

d( jt)

d(t)
×

d(t)
n(t)

=
d( jt)

n(t)
= λ̂

C
j (t)

It follows that the cumulative incidence function estimates by both models are identical,
that is:

F̂V
j (t) =

t

∑
s=1

Ŝ(s-1)λ̂ (s)π̂ j(s) =
t

∑
s=1

Ŝ(s-1)λ̂C
j (s) = F̂C

j (t)

To determine the standard errors for cause-specific-hazard and cumulative incidence
function estimates, we apply the delta method. We begin with standard errors for the cause-
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specific-hazard estimates. The standard error for λ̂
C
j (s) =

d(s)
n(s)

is well known and it is given

by

V(λ̂C
j (s)) =

λ̂ j(s)(1− λ̂ j(s))
n(s)

We now determine the expression for the variance of λ̂V
j (s) = λ̂ (s)π̂ j(s). Since

∂L

∂λ (l)∂π j(m)
= 0

for l = 1, . . .q; j = 1,2, . . .J;m = 1, . . .q, thus:

V(λ̂V
j (s)) =

(
∂λV

j (s)

∂λ (s)
,

∂λV
j (s)

∂π j(s)

)(
V(λ (s)) 0

0 V(π j(s))

)
×
(

∂λV
j (s)

∂λ (s)
,

∂λV
j (s)

∂π j(s)

)T ∣∣∣∣
θ=θ̂

= π j(s)2V(λ (s))+λ (s)2V(π j(s))
∣∣∣∣
θ=θ̂

= π̂ j(s)2V(λ̂ (s))+ λ̂ (s)2V(π̂ j(s))

where the partial derivatives are given by

∂λV
j (s)

∂λ (s)
= π j(s)

∂λV
j (s)

∂π j(s)
= λ (s)
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Therefore, the expression for V(λ̂V
j (s)) is given by

V(λ̂V
j (s)) = π̂ j(s)2V(λ̂ (s))+ λ̂ (s)2V(π̂ j(s))

= π̂ j(s)2 λ̂ (s)(1− λ̂ (s))
n(s)

+ λ̂ (s)2 π̂ j(s)(1− π̂ j(s))
d(s)

= π̂ j(s)λ̂ (s)
(

π̂ j(s)(1− λ̂ (s))
n(s)

+
λ̂ (s)(1− π̂ j(s))

d(s)

)
= λ̂ j(s)

(
d(s)π̂ j(t)−d(s)π̂ j(t)λ̂ (s)+n(s)λ̂ (s)−n(s)λ̂ (s)π̂ j(s)

n(s)d(s)

)
= λ̂ j(s)

(
d(s)π̂ j(t)−d( js)λ̂ (s)+n(s)λ̂ (s)−d(s)π̂ j(s)

n(s)d(s)

)
= λ̂ j(s)

n(s)−d( js)

n(s)

λ̂ (s)
d(s)

=
λ̂ j(s)(1− λ̂ j(s))

n(s)

= V(λ̂C
j (s))

Gaynor et al. (1993) showed in continuous time when competing risks data are ana-
lyzed nonparametrically, that the full log-likelihood function is a kernel of a multinomial
log-likelihood function as in (2), where the continuous time cause-specific-hazards are ap-
proximated with discrete time cause-specific-hazards λ j(t) at failure times. Therefore, the
expression for V(F̂C

j (t)) that is derived for continuous time competing risks data equally
applies in discrete time:

V(F̂S
j (t)) =

t

∑
s=1

Var
(
Ŝ(s-1)λ̂ j(s)

)
+2

t-1

∑
s=1

t

∑
k=s+1

Cov
(
Ŝ(s-1)λ̂ j(s), Ŝ(k-1)λ̂ j(k)

)
where,

Var
(
Ŝ(s-1)λ̂ j(s)

)
= Var

(
Ŝ(s-1)λ̂ j(s)

)
=
(
λ̂ j(s)Ŝ(s-1)

)2
(

n(s)−d( js)

d( js)n(s)
+

s-1
∑
l=1

d(l)
n(l)(n(l)−d(l))

)
(6)

and,

Cov
(
Ŝ(s-1)λ̂ j(s), Ŝ(k-1)λ̂ j(k)

)
= Cov

(
Ŝ(s-1)λ̂ j(s), Ŝ(k-1)λ̂ j(k)

)
=
(
λ̂ j(s)Ŝ(s-1)λ̂ j(k)Ŝ(k-1)

)
×
(
− 1

n(s)
+

s-1

∑
l=1

d(l)
n(n)(n(l)−d(l))

)
(7)
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To show that V(F̂C
j ) = V(F̂V

j ), we need to demonstrate that:

V
(
Ŝ(s-1)λ̂ j(s)

)
= V

(
Ŝ(s-1)λ̂ (s)π̂ j(s)

)
and,

Cov
(
Ŝ(s-1)λ̂ j(s), Ŝ(k-1)λ̂ j(k)

)
= Cov

(
Ŝ(s-1)λ̂ (s)π̂ j(s), Ŝ(k-1)λ̂ j(k)

)
Now,

V(Ŝ(s-1)λ̂ (s)π̂ j(s)) =
(
Ŝ(s-1)λ̂ j(s)π̂ j(s)

)2
( s-1

∑
l=1

d(l)
n(l)(n(l)−d(l))

+
n(s)−d(s)

d(s)n(s)

+
d(s)−d( js)

d(s)d( js)

)
(8)

Note that:

(n(s)−d(s))
d(s)n(s)

+
(d(s)−d( js))

d( js)d(s)
=

d( js)ns −d(s)d( js)+n(s)d(s)−n(s)d( js)

d(s)n(s)d( js)
=

n(s)−d( js)

n(s)d( js)

Substituting this result in (8) and using the fact that λ̂ j(s) = π̂ j(s)λ̂ (s), we now have:

V
(
Ŝ(s-1)λ̂ (s)π̂ j(s)

)
=
(
Ŝ(s-1)λ̂ j(s)

)2
( s-1

∑
l=1

d(l)
nl(n(l)−d(l))

+
(n(s)−d( js))

d( js)n(s)

)
= V

(
Ŝ(s-1)λ̂ j(s)

)
We now consider:

Cov(Ŝ(s-1)λ̂ (s)π̂ j(s)Ŝ(k-1)λ̂ (k)π̂ j(k)) =
(
Ŝ(s-1)λ̂ (s)π̂ j(s)Ŝ(k-1)λ̂ (k)π̂ j(k)

)
×
( s-1

∑
l=1

d(l)
n(l)(n(l)−d(l))

− 1
n(s)

)
(9)

If we replace λ̂ (.)π̂ j(.) with λ̂ j(.) in the RHS of (9), then:

Cov(Ŝ(s-1)λ̂ (s)π̂ j(s)Ŝ(k-1)λ̂ (k)π̂ j(k)) = Cov(Ŝ(s-1)λ̂ j(s)Ŝ(k-1)λ̂ j(k))

This completes the proof that; V(F̂C
j (t)) = V(F̂V

j (t)).

6. Conclusion

We have presented the vertical model as a nonparametric model for analysis of discrete
time competing risks data. We also demonstrated that the proposed model and the cause-
specific-hazards model produce identical estimates. We focussed on the estimates for the
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cause-specific-hazards and the cumulative incidence functions. We also showed that the
standard errors for the estimates of these quantities were identical under both models. In-
deed, it is a roundabout way of estimating the cause-specific-hazards, however, there are
cases in practice where these quantities cannot be estimated directly from the data such as
when some of the subjects have failed with unknown failure causes. Furthermore, the cause-
specific-hazards are not appropriate for application in the presence of a sizable proportion
of cured subjects. Nicolaie et al. (2015) have extended the model to handle missing failure
causes and the same authors, Nicolaie et al. (2018) have upscaled the model to handle cured
subjects. The cause-specific-hazards model cannot handle these data complications. The
proposed model, therefore, offers a possibility that the proposed model can also be upscaled
to handle these challenges in discrete time. Ndlovu et al. (2020) have presented the vertical
model as a nonparametric model for analysis of discrete time data that comes with missing
failure causes. Another data complication that has not been explored as yet in the literature
is the possibility that data might come with missing failure causes as well as cured subjects.
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Figure 2: The KM-Survival Function

In clinical trials of a drug for treatment of some cancer, for example, implicit in the
study is the expectation that data from that study may have a significant proportion of cured
subjects if the drug proves to be effective against the cancer. It is also possible that the fail-
ure causes for some of the failures may not be recorded. The subjects with missing failure
causes and cured subjects are distinct subjects because cured subjects are assumed to be
mixed with censored subjects, whereas missing failure causes relate to subjects that failed.
It is, therefore, not inconceivable, that data may come with missing failure causes and cured
subjects. In fact, this very data set that was used for illustrative purpose in this article has
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missing failure causes and it also presents some evidence that there is a portion of cured
subjects, albeit, minimal.

In Figure 2 we have plotted the KM survival function estimate for 3343 subjects. It
is evident from the plot that the survival function does not approach zero fast enough, i.e.
there is a portion of cured subjects. This means the cause-specific-hazards and cumulative
incidence function estimates that were obtained from the proposed model are understated
and the extent of bias is directly proportional to the relative size of cured subjects. This is
an area that requires further exploration and our opinion is that the vertical model is a strong
candidate for handling such data.
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Spatial Prediction in Small Area Estimation

Martin Vogt1, Partha Lahiri2, Ralf Münnich3

ABSTRACT

Small area estimation methods have become a widely used tool to provide accurate estimates 
for regional indicators such as poverty measures. Recent research has provided evidence 
that spatial modelling still can improve the precision of regional and local estimates. In this 
paper, we provide an intrinsic spatial autocorrelation model and prove the propriety of the 
posterior under a flat p rior. F urther, we show using the SAIPE poverty data that the gain 
in efficiency using a spatial model can be essentially important in the presence of a lack of 
strong auxiliary variables.

Key words: Fay-Herriot, CAR, poverty estimation, spatial models.

1. Introduction

International programmes such as the United Nations Sustainable Development Goals
(SDG), United States Small Area Income and Poverty (SAIPE), the strategy for combating
poverty in the European Union need poverty estimates at disaggregated levels for making
public policies. Survey data to provide the necessary information on indicators for poverty
and social exclusion are generally constructed at regional rather than local levels. Due to
budgetary constraints, it is generally not feasible to allocate samples for all conceivable
small areas in which different stakeholders may be interested. The estimation for these
unplanned small areas may become problematic if the survey does not provide any sample
information for these local areas. A standard solution for this problem is to employ a regres-
sion method that exploits a possible relationship between the variable of interest and a set of
predictor variables available for both planned and unplanned areas. The method essentially
generates synthetic estimates that are subject to considerable bias since the method does not
use any direct information on the variable of interest for small areas. One potential way to
reduce the bias is to utilize data on the variable of interest from neighbouring areas. This can
be achieved by incorporating small area specific random effects, which are then linked by a
spatial model; see Saei and Chambers (2005). The method is indeed much more complex
than the regression method and its success depends on the ability to define a suitable spatial
neighbourhood, specification of a spatial model and estimation of additional parameters of
the spatial model.
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In the context of mapping the risk from a disease for granular levels, spatial models 
have been implemented by both empirical Bayes (see, e.g., Clayton and Kaldor, 1987) 
and hierarchical Bayes (see, Maiti, 1998) methods. Researchers also considered empirical 
best prediction approach to implement various extensions of the well-celebrated Fay-Herriot 
small area model that incorporates spatial correlations; see Saei and Chambers , 2005, Singh 
et al. (2005), Petrucci et al. (2005), Petrucci and Salvati (2006), Petrucci and Salvati 
(2008), Petrucci and Salvati (2009), and others. For the hierarchical Bayes approach to the 
spatial Fay-Herriot models, see You and Zhou (2011) and Chung and Datta (2022).

The estimation methodologies developed in the papers cited in the preceding paragraph 
do not cover the intrinsic CAR model described in Besag et al. (1991) because these papers 
exclude models with spatial correlation 1. In this paper, we develop a hierarchical Bayes 
methodology for an extension of the Fay-Herriot model (Fay and Herriot, 1979) that incor-
porates spatial neighbourhood using a intrinsic CAR model. Thus the proof of posterior 
propriety for our model does not follow as a corollary of Chung and Datta (2022). Our 
research is following the PhD thesis of (Vogt , 2010) and is closely linked to the research of 
Ghosh et al. (1998) and Sun et al. (1999). Note that Sun et al. (1999) extended the research 
of Ghosh et al. (1998) and show the propriety of the posterior distribution of hierarchical 
models using CAR(1) distributions. We apply the same spatial structure and the same prior 
distributions considered by Sun et al. (1999). However, Sun et al. (1999) assume the sam-
pling variances to be unknown, but equal and, therefore, the model does not include the 
Fay-Herriot type model with known but unequal sampling variances. Hence, their theorem 
does not ensure the propriety of posterior for the model considered in this paper. We adapt 
the theorem of Sun et al. (1999) to include the spatial general linear mixed model with 
known but unequal sampling variances.

We apply the proposed model to data of the SAIPE program in the United States. Our 
application shows that especially if non-sampled areas are present, the incorporation of 
spatial neighbourhood improves the estimation. The usefulness of the spatial model can 
also be observed when the quality of auxiliary information is not good, which is often the 
case in many applications. However, even if the spatial information is already included in 
the auxiliary variables, the inclusion of the spatial structure does not worsen the results.

The paper is structured as follows. In the next Section, we first obtain a  closed-form 
expression for the Bayes estimator of the small area mean when no sample from the area is 
available. For this part of the paper, we consider a non-intrinsic CAR model with known 
hyperparameters. Our analytical calculations allow us to interpret the Bayes estimator and 
compare it with the alternative synthetic estimator. We then propose an extension of the 
Fay-Herriot model (see Fay and Herriot, 1979) that incorporates spatial correlations using 
an intrinsic CAR model. We show the propriety of the posterior for this proposed model 
under certain regularity conditions. Using the Small Area Income and Poverty (SAIPE) 
data of the United States Census Bureau (see Bell and Franco , 2017), we demonstrate in 
the subsequent Section that spatial correlation could considerably improve on the associated 
hierarchical Bayes methodology if the area specific auxiliary data a re e ither weak or not 
available. Our investigation reveals that the need for complex spatial models diminishes as 
strong area specific predictor variables become available.
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2. Theory

In this section, the Fay-Herriot model is extended by including prior distributions on the
regression coefficient and the variance component. Afterward, the independence assump-
tion of the random intercepts is replaced by the conditional autoregressive structure. Then,
a formula for the mean of the unsampled area is derived, and finally the propriety of the
posterior distribution is proved for our intrinsic CAR Fay-Herriot model.

2.1. Spatial Hierarchical Extension of the Fay-Herriot Model

The Fay-Herriot model is given by:

Yi|θi
ind∼ N(θi , σ

2
ε,i) (1)

θi = Xiβ +ui

ui
ind∼ N(0 , σ

2
u I) ,

where Yi is an estimate of the true small area mean θi, the sampling variances σ2
ε,i are

assumed to be known. Xi is s× 1 vector of known auxiliary variables, β is s× 1 vector of
unknown regression coefficients, i = 1, · · · ,m.

We also consider the following extension of the above model that incorporates possible
spatial correlations:

Yi|θi
ind∼ N(θi , σ

2
ε,i),

θi = Xiβ +ui

u ∼ N(0 , σ
2
u (I − pQ̃)−1W ) (2)

where W = diag(1/
k

∑
j=1

Qi, j) and Q̃i, j =
Qi, j

∑
k
j=1 Qi, j

are the weights suggested by Banerjee

et al. (2004, p. 79). The neighborhood matrix Q is symmetric with Qii = 0.
The overall goal of this section is to analyze how effective the spatial hierarchical Fay-

Herriot model (2) is, in terms of prediction for one unsampled area, compared to the corre-
sponding hierarchical Bayes methodology without spatial correlations. To do this a formula
for the mean of the unsampled area is derived in the following section.

2.2. The Predicted Mean of One Unsampled Area

In order to derive a formula for the mean of the unsampled area under model (2), the
conditional distribution of Y1 representing the unsampled area given the other areas Y2 is
needed. Assume that the hyperparameters of model (2), i.e., β , σ2

u and p, are known.
Then, model (2) may be written in the form:

Y ∼ N(µ , Σ)⇔
(

Y1

Y2

)
∼ N

((
X1β

X2β

)
,

[
Σ11 Σ12

Σ21 Σ22

])
, (3)
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where Σ := σ2
ε,iI +(I − pQ̃)−1Wσ2

u . Using standard results, we have:

Y1 | (Y2 = y2)∼ N(µ̄ , Σ̄) ,

where µ̄ = µ1 +Σ12Σ
−1
22 (y2 −µ2)

and Σ̄ = Σ11 −Σ12Σ
−1
22 Σ21 .

The conditional mean µ̄ may be used to predict one unsampled area. Using the block matrix
inversion formula:

M =

[
A B
C D

]
⇒ M−1 =

[
(A−BD−1C)−1 −A−1B(D−CA−1B)−1

−D−1C(A−BD−1C)−1 (D−CA−1B)−1

]
(4)

an alternative formulation of µ̄ can be derived. The new specification shows explicitly how
the spatial correlations enter the model.

Lemma 1 Consider the model (2) with known β , σ2
ε,i , and σ2

u in the form (3). Then, the
mean µ̄ of the conditional distribution of the unsampled area Y1 given the other areas Y2,

may be written as:

µ̄ = X1β −σ
2
u B

[
σ

2
ε,22I22W−1

22 (D−CA−1B)+σ
2
u I22

]−1
(y2 −X2β ) , (5)

where A is the 1,1 element, B the 1,2 : n elements, C the 2 : n,1 and D the 2 : n,2 : n elements
of ΣT := I − pQ̃ . Thus, A represents the variance of the first area, B and C the correlation
between the unsampled and the sampled areas, and D includes the spatial dependence pa-
rameter p between the sampled areas.

Proof 1 Model (3) follows with the block matrix inversion formula (4):

Σ = σ
2
ε,iI +Σ

−1
T Wσ

2
u

=

[
σ2

ε,11 +
(
(A−BD−1C)−1

)
W11σ2

u −A−1B(D−CA−1B)−1W22σ2
u

−D−1C(A−BD−1C)−1W11σ2
u σ2

ε,22I22 +(D−CA−1B)−1W22σ2
u

]

=:
[

Σ11 Σ12

Σ21 Σ22

]
.

And thus:

µ̄ = X1β +Σ12Σ
−1
22 (y2 −X2β )

= X1β −A−1B(D−CA−1B)−1W22σ
2
u
[
σ

2
ε,22I22 +(D−CA−1B)−1W22σ

2
u
]−1

(y2 −X2β ) .

Using the fact that M−1N−1 = (NM)−1 with M = (D−CA−1B)−1W22 ,
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N =
[
σ2

ε,22I22 +(D−CA−1B)−1W22σ2
u

]−1
and A−1 = 1 it follows that:

µ̄ = X1β −σ
2
u A−1B

[
(σ2

ε,22I22 +(D−CA−1B)−1
σ

2
uW22) ·W−1

22 (D−CA−1B)
]−1

(y2 −X2β )

= X1β −σ
2
u B

[
σ

2
ε,22I22W−1

22 (D−CB)+σ
2
u I22

]−1
(y2 −X2β ) .

□

The following example clarifies the meaning of formula (5).

Example 1 In this example the mean µ̄ of formula (5) will be calculated for a situation
with 3 areas, where the first area is unsampled. A nearest neighbor structure is assumed,
which means that the first area is a neighbor of the second, the second area is a neighbor
of the first and the third area, and finally the third area has got area two as a neighbor (see
Figure 1).

Figure 1: Nearest neighbor structure of 3 areas in a row.

Therefore, the neighborhood matrix Q is as follows:

Q =

 0 1 0
1 0 1
0 1 0

 .

Dividing each row of Q by the number of neighbors (Q̃i, j =
Qi, j

∑
3
j=1(Qi, j)

) yields:

Q̃ =

 0 1 0
1
2 0 1

2
0 1 0

 .

The weight matrix W = diag(
1

3
∑
j=1

(Qi, j)

) is given by:

W =

 1 0 0
0 1

2 0
0 0 1

 .
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In the following the mean of one unsampled area shall be calculated using formula (5).
Since the first area is unsampled, W22 are the weights for the second and third area, given
by

W22 =

[ 1
2 0
0 1

]
.

Now µ̄ may be calculated using formula (5). First:

σ
2
ε,22I22W−1

22 =

[
2σ2

ε,2 0
0 σ2

ε,3

]
(6)

and:

I − pQ̃ =

 1 −p 0
− p

2 1 − p
2

0 −p 1

=:
[

A B
C D

]
, (7)

where A = 1 , B =
[
−p 0

]
, C =

[
− p

2
0

]
, and D =

[
1 − p

2
−p 1

]
.

Using formula (7) yields:

D−CA−1B =

[
1− p2/2 −p/2

−p 1

]
. (8)

With (6) and (8) it follows that:

σ
2
ε,22I22W−1

22 (D−CA−1B)+σ
2
u I22 =

[
2σ2

ε,2(1− p2/2)+σ2
u −σ2

ε,2 p
−pσ2

ε,3 σ2
ε,3 +σ2

u

]
.

Therefore:

(σ2
ε,22I22W−1

22 (D−CA−1B)+σ
2
u I22)

−1 =
1
m

[
σ2

ε,3 +σ2
u σ2

ε,2 p
pσ2

ε,3 2σ2
ε,2(1− p2/2)+σ2

u

]
,

where
m := (2σ

2
ε,2(1− p2/2)+σ

2
u )(σ

2
ε,3 +σ

2
u )−σ

2
ε,2σ

2
ε,3 p2 .

Now all the necessary parts to calculate µ̄ are derived. Thus:

µ̄ = X1β −σ
2
u B

[
σε,22I22W−1

22 (D−CA−1B)+σ
2
u I22

]−1
(y2 −X2β )

= X1β −σ
2
u [ −p 0 ]

1
m

[
σ2

ε,3 +σ2
u σ2

ε,2 p
pσ2

ε,3 2σ2
ε,2(1− p2/2)+σ2

u

]
(y2 −µ2) .

Matrix calculation yields:

µ̄ = X1β +
p
m

[
(σ2

ε,3 +σ2
u ) pσ2

ε,2

]
(y2 −X2β ) . (9)
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Out of formula (9) the following things may be observed.

1. The resulting estimate is a linear combination between the synthetic estimate X1β

and information of the other areas (y2 −X2β ).

2. Weight is given to neighbors (area 2) and to non-neighbors (area 3).

3. Since σ2
u > 0 and p < 1 it follows that if σ2

ε,3 and σ2
ε,2 are of equal size, more power

is given to the neighborhood area 2.

4. If σ2
ε,2 is large and thus the information of the second area is low, then more strength

is taken from area 3 and vice versa.

5. If p = 0 and thus independence is assumed, just the synthetic estimate will be used.

2.3. Propriety of the Posterior Distribution

In applications the spatial correlation term p is frequently assumed to equal 1. Unfor-
tunately, this leads to an improper prior distribution on the random effects u, the so-called
intrinsic CAR model (cf. Besag et al. , 1991 and Besag and Kooperberg , 1995). Thus, the
propriety of the posterior distribution is not ensured.

Sun et al. (1999, p. 346) stated the propriety for the intrinsic CAR model with unknown,
but equal sampling variances. Let Y = (Y1, · · · ,Yn) be the vector of n observations and let
X and Z be the n× r and n× k design matrices. The least squares estimator for (β ′,u′) is
given by (β̂ , û) = ((X ,Z)′(X ,Z))−(X ,Z)′Y , where ((X ,Z)′(X ,Z))− is a generalised inverse
of (X ,Z)′(X ,Z). Finally, let SSE =Y ′{In−(X ,Z)((X ,Z)′(X ,Z))−}Y be the sum of squared
errors. Then, the following theorem holds (cf. Sun et al. , 1999, p. 346).

Theorem 1 Consider the linear mixed model:

Y = Xβ +Zu+ ε ,

where ε ∼ N(0 , σ2
ε I). Assume the prior distributions f (u) ∝ exp

(
− 1

2σ2
u

u′Bu
)
, where

B is nonnegative definite, f (β ) ∝ 1, gε(σ
2
ε ) ∝ (σ2

ε )
−(aε+1) exp(−bε/σ2

ε ) and gu(σ
2
u ) ∝

(σ2
u )

−(au+1) exp(−bu/σ2
u ). The variance components are assumed to be a priori indepen-

dent. Assume the following conditions:

• rank(X) = r and rank(u′R1u+B) = k, where R1 = In +X(X ′X)−1X ′

• au > 0 and bu > 0

• n− r− k−2aε > 0 and SSE +2bε > 0

Then, the joint posterior distribution of (β ,Z,σ2
ε ,σ

2
u ) given Y is proper.

In this theorem the sampling variances are assumed to be unknown, but equal. There-
fore, this theorem does not ensure the propriety for a Fay-Herriot type model with known
but unequal sampling variances. However, Theorem 1 can be adapted to the spatial general
linear mixed model with known, unequal sampling variances, which includes the spatial
hierarchical Fay-Herriot model (2).
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Theorem 2 Consider the linear mixed model Y = Xβ + Zu + ε , where ε ∼ N(0 , Σε)

with known sampling variance matrix Σε . In addition, the following prior distributions
are assumed: f (u) ∝ exp

(
− 1

2σ2
u

u′Bu
)

, where B is nonnegative definite, f (β ) ∝ 1 and

g(σ2
u ) ∝ (σ2

u )
−(a+1) exp(−b/σ2

u ) . Assume the following conditions:

• rank(X) = r and rank(u′R1u+B) = k, where R1 = Σ−1
ε +Σ−1

ε X(X ′Σ−1
ε X)−1X ′Σ−1

ε

• a > 0 and b > 0 .

Then, the joint posterior distribution of (β ,u,σ2
u ) given Y is proper.

Proof 2 The idea is to integrate the joint posterior density of (β ,u,σ2
u ) with respect to the

three variables: β ,u, and σ2
u . The joint posterior density is proportional to:

G := (σ2
u )

− 1
2 k · exp{−1

2
(Y −Xβ −Zu)′Σ−1

ε (Y −Xβ −Zu)− uT Bu
2σ2

u
} ·g(σ2

u ) .

The proof is split up into six parts. In parts 1 and 2 the joint posterior is transformed for
better handling and integrated with respect to β . Afterward, in parts 2 and 3 the integrated
posterior is rearranged to allow for an easier integration with respect to u. Finally, in parts
5 and 6 the joint posterior is bounded and thus the existence is shown.

1. First, G is transformed since this helps to better handle the integration with respect
to β . This is done by adding and subtracting X β̂ and Zû. It follows that:

(Y −Xβ −Zu)′Σ−1
ε (Y −Xβ −Zu) (10)

= (Y −X β̂ −Zû−X(β − β̂ )−Z(u− û))′Σ−1
ε ·

·(Y −X β̂ −Zû−X(β − β̂ )−Z(u− û)).

Expanding (10) yields:

(Y −Xβ −Zu)′Σ−1
ε (Y −Xβ −Zu) (11)

= e′Σ−1
ε e

− e′Σ−1
ε X(β − β̂ )+

+ (β − β̂ )′X ′
Σ
−1
ε X(β − β̂ )−

− (β − β̂ )′X ′
Σ
−1
ε e+

+ (β − β̂ )′X ′
Σ
−1
ε Z(u− û)+(u− û)′Z′

Σ
−1
ε X(β − β̂ )−

− e′Σ−1
ε Z(u− û)−

− (u− û)′Z′
Σ
−1
ε e+

+ (u− û)′Z′
Σ
−1
ε Z(u− û),

where e := Y −X β̂ −Zû.

2. Now all of the factors in (11) containing (β − β̂ ) are collected:

(Y −Xβ −Zu)′Σ−1
ε (Y −Xβ −Zu)= (β − β̂ −C0−C1)

′X ′
Σ
−1
ε X(β − β̂ −C0−C1)+Const0,
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where
C0 = (X ′

Σ
−1
ε X)−1X ′

Σ
−1
ε e,

C1 = (X ′
Σ
−1
ε X)−1X ′

Σ
−1
ε Z(u− û).

Note that X ′Σ−1
ε X is symmetric. Const0 is a constant which contains all the factors

independent of β :

Const0 = (u− û)′Z′
Σ
−1
ε Z(u− û)− (u− û)′Z′

Σ
−1
ε e−

− e′Σ−1
ε Z(u− û)−C′

1X ′
Σ
−1
ε XC0 −

− C′
1X ′

Σ
−1
ε XC1 −C′

0X ′
Σ
−1
ε XC1 −C′

0X ′
Σ
−1
ε XC0

Integrating G with respect to β yields:

∫
Rp

G dβ =
(2π)

1
2 p|X ′Σ−1

ε X |− 1
2

(σ2
u )

1
2 k

exp
{
−1

2
Const0 −

u′Bu
2σ2

u

}
·g(σ2

u ). (12)

3. Now, the integration with respect to u is prepared. Therefore, the exponential function
(12) is calculated and transformed by collecting the terms containing u in Const0 :

(a) C′
0X ′Σ−1

ε XC0 which is independent of all integration variables and will be seen
as a constant.

(b) C′
0X ′Σ−1

ε XC1 = ((X ′Σ−1
ε X)−1X ′Σ−1

ε e)′X ′Σ−1
ε Z(u− û)

(c) C′
1X ′Σ−1

ε XC1 = (u− û)′Z′Σ−1
ε X(X ′Σ−1

ε X)−1X ′Σ−1
ε Z(u− û)

(d) C′
1X ′Σ−1

ε XC0 =−((X ′Σ−1
ε X)−1X ′Σ−1

ε Z(u− û))′X ′Σ−1
ε e

(e) e′Σ−1
ε Z(u− û)

(f) (u− û)′Z′Σ−1
ε e

(g) (u− û)′Z′Σ−1
ε Z(u− û)

This leads to:

Const0 = (u− û−C2)
′Z′R1Z(u− û−C2)+Const1, (13)

where
C2 = (Z′R1Z)−1Z′(R1 +Σ

−1
ε )e

includes the above terms with one (u− û). The constant Const1 contains all of the
terms independent of u which arise by including C2 in the formula.

4. Now,
u′Bu
σ2

u
is considered. Therefore, formula (13) of the previous step is adapted:

Const0 +
u′Bu
σ2

u
= (u− û−C2)

′Z′R1Z(u− û−C2)+Const1 +
u′Bu
σ2

u
.
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This leads to

u′Z′R1Zu+
u′Bu
σ2

u
+other terms. (14)

A rearrangement of terms in (14) yields:

(u−C3)
′R2(u−C3)− (C3)

′R2C3, (15)

where R2 = Z′R1Z +
B

σ2
u

and C3 = R−1
2 Z′R1Z(û+C2).

Using the integrated G in (12) together with (15), it follows that:

∫
Rk

∫
Rr

G dβdu =
(2π)

1
2 (r+k)|X ′Σ−1

ε X |− 1
2

(σ2
u )

1
2 k+a+1|R2|

1
2

exp
{
−(C3)

′R2C3 −
b

σ2
u

}
. (16)

Integration leads to the factor |R2|−
1
2 in front of the exponential function. Since

Z′R1ZR−1
2 Z′R1Z in (C3)

′R2C3 is nonnegative definite this term can be bounded by
0 and thus discarded out of the integral.

5. Using arguments similar to Sun et al. (1999, p. 346), we get:

|R2|−
1
2 ≤ {min(1,(σ2

u )
−1)k · |Z′R1Z +B|}−

1
2

< (1+(σ2
u )

k
2 ) · |Z′R1Z +B|−

1
2 . (17)

6. Finally, combining (16) and (17), we have:∫
Rk

∫
Rr

G dβdu ≤ (2π)r+k|X ′
Σ
−1
ε X |−

1
2 |Z′R1Z +B|−

1
2 (J1 + J2) ,

where

J1 =
1

(σ2
u )

1
2 k+a+1

exp
(
− b

σ2
u

)
,

and

J2 =
1

(σ2
u )

a+1 exp
(
− b

σ2
u

)
.

Since a > 0 and b > 0 the integrals J1 and J2 exist with respect to σ2
u .

This completes the proof. □

Remark:

1. In the theorem presented in Sun et al. (1999), the sum of squared errors SSE arises
in the assumptions. This term is not important in our case, since it depends only on
the known variance-covariance matrix Σε .

2. In the original proof, all terms containing e cancel out of formula (11), since SSE is
orthogonal to e . This needs not be the case if Σε is included in the term.
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3. An empirical comparison of the intrinsic CAR Fay-Herriot model
and non-spatial Fay-Herriot models

In the following, we compare the Fay-Herriot model (1) with the intrinsic CAR Fay-
Herriot model (2) (i.e. with p = 1) in terms of prediction using real data. To implement the
intrinsic CAR Fay-Herriot model, we used priors described in Theorem 2. As for the im-
plementation of the Fay-Herriot model (1), we considered the following prior distributions
proposed by Sun et al. (1999):

β ∝ Uniform(Rs), Rs being the s-dimensional Euclidean space,

1/σ
2
u ∼ Γ(0.5 , 0.005).

3.1. Data

We consider the data from the Small Area Income and Poverty Estimates of the U.S.
Census Bureau for the years 1989 and 1993 . For details on the data, see Bell and Franco
(2017). Four covariates are available: Internal Revenue Service (IRS) pseudo child poverty
rate (x1), IRS non-filer rate (x2), food stamp participation rate (x3) and census residuals
(x4). The known sampling variances are denoted by d . In this application the official Small
Area Income and Poverty Estimates (SAIPE) estimates are treated as a gold standard. In
the application 48 contiguous United States and the District of Columbia are considered.
Every area is left out once and is predicted by means of spatial and non-spatial models.
This procedure is repeated for different numbers of covariates (0−4) and for the years 1989
and 1993 . The estimation results are compared to the official estimates (treated as gold
standard in this paper).

3.2. Results

Since the results are similar for the years 1989 and 1993 the following interpretation will
just be for the year 1993. Table 1 contains the simulation results for the year 1993 and Table
2 for the year 1989 . Column 1 of Table 1 shows different measures of comparison, based on
the squared deviance between the estimator and the official value, the absolute deviance and
the maximum of the deviance. Since each of the 49 states is left out once, the deviances are
averaged over all states. The deviances are constructed for the model containing all of the
four covariates, no covariate or each of the covariates alone. Columns 2 and 3 contain the
corresponding values for the spatial and non-spatial models. The last two columns compare
the deviances of the spatial and non-spatial model with each other (difference and ratio).
The following observations can be made:

1. If no covariates are included, the deviances for the spatial and non-spatial models are
large. These values decrease as the quality and number of covariates increases. The
lowest value is reached, when all covariates are included.

2. The ratio of the non-spatial deviance compared to the spatial is large, if no or weak
covariates are included. The ratio decreases, if the quality of the covariates improves.
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Table 1: Simulation results for the year 1993 .

spatial non-sp. spatial−non-sp.
non-sp.
spatial

1
49 ·

49
∑

i=1
((Estimatori −Officiali)2)

all 1,08 1,08 0,00 1,00
x1 7,76 12,79 -5,03 1,65
x2 17,04 27,44 -10,40 1,61
x3 4,74 4,63 0,11 0,98
x4 23,42 33,55 -10,13 1,43

without 25,14 34,01 -8,86 1,35
1
49 ·

49
∑

i=1
(|Estimatori −Officiali|)

all 0,79 0,79 0,00 1,00
x1 2,20 2,84 -0,65 1,29
x2 3,00 4,04 -1,05 1,35
x3 1,76 1,78 -0,02 1,01
x4 3,76 4,85 -1,09 1,29

without 3,85 4,89 -1,04 1,27
max(|Estimator−Official|)

all 0,07 0,07 0,00 1,00
x1 0,12 0,17 -0,05 1,38
x2 0,24 0,30 -0,05 1,21
x3 0,12 0,12 0,00 0,99
x4 0,26 0,29 -0,03 1,12

without 0,29 0,27 0,02 0,93

3. If all covariates are included there is no gain by using the spatial model.

The same effects can be seen, in Figures 2, 4 and 5. These figures compare the predicted 
values of the spatial and non-spatial models with varying numbers of covariates. Figure 2 
shows that if all covariates are included, there is no visible difference between the spatial and 
non-spatial models. However, if no covariate is included, then the predicted values of the 
non-spatial model compared to the official values are almost constant. But the spatial model 
improves the relationship. The same effect can be observed if covariates of different quality 
are included (Figures 4 and 5). Figure 3 underlines these results, by showing the squared 
deviance of the spatial and non-spatial models for all 4 covariates (upper plots) and no 
covariates (lower plots) on the map. If no covariates are included the spatial model performs 
better than the non-spatial model. This effect diminishes if all covariates are included.
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Table 2: Simulation results for the year 1989 .

spatial non-sp. spatial−non-sp.
non-sp.
spatial

1
49 ·

49
∑

i=1
((Estimatori −Truei)

2)

all 0,97 0,95 0,02 0,98
x1 4,53 4,81 -0,28 1,06
x2 12,14 21,83 -9,69 1,80
x3 3,89 5,14 -1,25 1,32
x4 17,27 27,38 -10,11 1,59

without 16,11 26,57 -10,46 1,65
1
49 ·

49
∑

i=1
(|Estimatori −Truei|)

all 0,82 0,81 0,01 0,98
x1 1,51 1,55 -0,04 1,02
x2 2,64 3,42 -0,79 1,30
x3 1,58 1,81 -0,23 1,15
x4 3,13 4,04 -0,91 1,29

without 3,16 3,97 -0,81 1,26
max(|Estimator−True|)

all 0,05 0,05 0,00 1,00
x1 0,14 0,14 0,00 1,02
x2 0,25 0,33 -0,08 1,30
x3 0,09 0,10 -0,01 1,07
x4 0,30 0,34 -0,04 1,12

without 0,25 0,34 -0,09 1,34

4. Conclusion

In this paper, we have developed a hierarchical Bayes methodology for an extension of
the well-celebrated Fay-Herriot model that incorporates spatial correlation using an intrinsic
CAR model. We have proved the propriety of the posterior distribution for our proposed
model. We have tested the effect of covariates on the estimation results. An application
to SAIPE data revealed that modeling spatial correlation can considerably improve on the
associated hierarchical Bayes methodology if the area specific auxiliary data are either weak
or not available. This effect diminishes if the quality of the area specific covariates improves.
Like Besag et al. (1991) we also assumed proper prior for the variance component. As
for the future research, it will be of interest to study the sensitivity of such proper prior
and to compare our hierarchical Bayes estimator with various empirical best predictors and
hierarchical Bayes estimators proposed in the literature that use non-intrinsic CAR model
extensions of the Fay-Herriot model.
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Figure 2: Predicted values of the spatial and non-spatial FH model compared to the official
estimates 1993: 4 and no covariates

Figure 3: Squared deviance of the spatial and non-spatial FH model for 4 (upper plots) and
no (lower plots) covariates.
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Figure 4: Predicted values of the spatial and non-spatial FH model compared to the official
estimates 1993: covariates x3, x4
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Figure 5: Predicted values of the spatial and non-spatial FH model compared to the official
estimates 1993: covariates x1, x2
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Efficient estimation of population mean in the presence of
non-response and measurement error

Kuldeep Kumar Tiwari1, Vishwantra Sharma2

ABSTRACT

In real-world surveys, non-response and measurement errors are common, therefore studying
them together seems rational. Some population mean estimators are modified and studied
in the presence of non-response and measurement errors. Bias and mean squared error
expressions are derived under different cases. For all estimators, a theoretical comparison
is made with the sample mean per unit estimator. The Monte-Carlo simulation is used to
present a detailed picture of all estimators’ performance.

Key words: non-response, measurement error, mean squared error, efficiency, mean estima-
tion.

1. Introduction

The sampling technique is the most effective way to make population predictions by
using a sample of units from the population. All of the survey’s sampling strategies are
theoretically based on some assumptions. One assumption that almost never holds true in
real-world surveys is that all units in the sample will respond. Non-response could be due
to a variety of factors, including the respondent’s availability, discomfort with the ques-
tions/interviewer, or a lack of desire to contribute. However, the increase in error caused by
non-response had a significant impact on the final results. In the presence of non-response in
sample surveys, Hansen and Hurwitz (1946) proposed a method for estimating the popula-
tion mean. They usually use it for mail surveys because they are less expensive. To use this
method, first send a questionnaire to all of the units in the sample via mail. After that, select
a sub-sample from the non-respondent units and conduct a direct or telephone interview
with them. When contacted directly, he assumes that every unit in the non-respondent sub-
sample responds. Hansen and Hurwitz (1946) defined the estimator of population mean in
the presence of non-response as ȳ∗t =( n1

n )ȳn1 +( n2
n )ȳr; where ȳn1 =

1
n1

∑
n1
i=1 yi, ȳr =

1
r ∑

r
i=1 yi,

n is sample size, n1 is the number of respondent in the sample and n2 is the number of non-
respondent such that n1 +n2 = n. r = n2

k ,k > 0 is the size of sub-sample of non-respondent.
Using this concept of handling non-response, many authors have proposed estimators for a
variety of cases over decades. Some of them are Cochran (1977), Rao (1986), Okafor and
Lee (2000), Kreuter et al. (2010), Khan et al. (2014), Luengo (2016), Khare and Sinha
(2019), Sharma and Kumar (2020), Pandey et al. (2021), Sinha et al. (2022).
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Aside from non-response, measurement error is another error that affects the results of
a real-life survey. We assume that all of the data that have been recorded and processed
are accurate. However, in real-life surveys, this is purely hypothetical. Measurement error
can be caused by a variety of factors, including interviewer bias, respondent bias, error in
recording and processing the data, and so on. Some notable works on the estimation in the
presence of measurement error are Cochran (1977), Fuller (1987), Shalabh (1997), Srivas-
tava and Shalabh (2001), Gregoire and Salas (2009), Diane and Giordan (2012), Tiwari et
al. 2022.

Since the presence of non-response and measurement error is expected to be in any
survey, so it is desirable to study both of them at the same time. Very few works have been
done so far on this. The contribution of researchers in this area is Kumar et al. (2015),
Singh and Sharma (2015), Azeem and Hanif (2016), Kumar and Bhougal (2018), Kumar et
al. (2018), Singh et al. (2018), Zahid et al. (2022), Tiwari et al. (2022).

So, here we carried out a study on the estimation of population mean in the presence of
non-response and measurement error.

2. Notations

Let a finite population of size N be divided into two groups as respondent of size N1

and non-respondent of size N2. Let a sample of size n be taken from the population among
which n1 are respondent and n2 are non-respondent. A sub-sample of size r(= n2

k ),k > 0 is
taken from n2 non-respondents. At ith unit of population, yi and xi be the observed values
of study and auxiliary variables and yt i, xt i be their true values, respectively.

The other notations are x̄∗t = ( n1
n )x̄n1 +( n2

n )ȳr, x̄n1 =
1
n1

∑
n1
i=1 xi, x̄r =

1
r ∑

r
i=1 xi,

x̄ = 1
n ∑

n
i=1 xi, ȳ = 1

n ∑
n
i=1 yi.

The population mean and variance for y are Ȳ = 1
N ∑

N
i=1 Yi, S2

Y = 1
N−1 ∑

N
i=1(Yi−Ȳ )2. The

population mean and variance for x are X̄ = 1
N ∑

N
i=1 Xi, S2

X = 1
N−1 ∑

N
i=1(Xi− X̄)2. Population

variance for y and x for the group of non-respondent is
S2

Y (2) =
1

N2−1 ∑
N2
i=1(Yi − Ȳ )2 and S2

X(2) =
1

N2−1 ∑
N2
i=1(Xi − X̄)2 respectively.

Let Ui = yi − yt i and Vi = xi − xt i be the measurement error on the study and auxiliary
variable respectively at ith unit of the population. So, ȳ∗ = ȳ∗t + Ū∗ and x̄∗ = x̄∗t + V̄ ∗,
where Ū∗ = ( n1

n )Ūn1 +( n2
n )Ūr, Ūn1 =

1
n1

∑
n1
i=1 Ui, Ūr =

1
r ∑

r
i=1 Ui and V̄ ∗ = ( n1

n )V̄n1 +( n2
n )V̄r,

V̄n1 =
1
n1

∑
n1
i=1 Vi, V̄r =

1
r ∑

r
i=1 Vi.

Study variable y and auxiliary variable x are correlated with correlation coefficient ρ

and ρ2 is the correlation coefficient between y and x for the group of non-respondent. Since
there is no relationship between measurement errors occurring on y and x, so U and V
must be independent. Also, since there will be both under-reporting and over-reporting in
measurement error, so we assume that mean of U and mean of V are zero. The population
variance of measurement error assosiated with y is S2

U = 1
N−1 ∑

N
i=1(Ui−Ū)2 and the popula-

tion variance of measurement error assosiated with x is S2
V = 1

N−1 ∑
N
i=1(Vi−V̄ )2. Population

variances of U and V for the group of non-respondent are S2
U(2) =

1
N2−1 ∑

N2
i=1(Ui −Ū)2 and

S2
V (2) =

1
N2−1 ∑

N2
i=1(Vi − V̄ )2 respectively. byx is sample regression coefficient of y on x.
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Other notations used in the article are: θ = W2(k−1)
n , W2 =

N2
N , λ = 1

n −
1
N , R = Ȳ

X̄ , w1 =
n1
n ,

w2 =
n2
n .

3. Brief review of literature

In this section, we discuss some estimators from the literature that will be further used.
Searls (1964) proposes an estimator t1 = kȳ in simple random sampling, where k is

a suitable constant. He shows that MSE(t1), that is mean square error of t1 is less than
the variance of ȳ, hence t1 is preferable over usual estimator ȳ. Cochran (1940) defined
the ratio estimator t2 = ȳ( X̄

x̄ ). He further studied the ratio estimator in the presence of
non-response when non-response occurs on both study variables and auxiliary variables in
Cochran (1977). Rao (1986) studied the ratio estimator when there is non-response only on
the study variable. Shalabh (1997) adapted the ratio estimator and presented a study on the
ratio method of estimation in the presence of measurement error. Murthy (1964) proposes
the product method of estimation by defining the estimator t3 = ȳ( x̄

X̄ ). He shows that the
product method of estimation is better to use when there is a high negative correlation be-
tween the study and the auxiliary variable. Khare and Srivastava (1993) studied ratio and
product estimator in double sampling when there is non-response on both study and aux-
iliary variables. Cochran (1977) studied the usual regression estimator t4 = ȳ+ byx(X̄ − x̄)
and its properties when there is non-response on both study and auxiliary variables. Srivas-
tava and Shalabh (2001) examined the regression estimator in the presence of measurement
error. Okafor and Lee (2000) presented a study on ratio and regression estimator when
there is non-response on both variables in the double sampling scheme. Srivastava (1967)
generalise the ratio estimator by proposing t5 = ȳ( X̄

x̄ )
α . Rao (1991) proposed a difference

estimator t6 = k1ȳ+ k2(X̄ − x̄) in simple random sampling and shows that it works better
than regression estimator. Bahl and Tuteja (1991) first time uses exponential function to es-
timate the population mean by defining ratio and product type estimator t7 = ȳexp( X̄−x̄

X̄+x̄ ) and

t8 = ȳexp( x̄−X̄
x̄+X̄ ) respectively. Using ratio and product estimator, Singh and Espejo (2003)

proposed an estimator as t9 = ȳ[a( X̄
x̄ )+(1−a)( x̄

X̄ )] and show that its optimum mean square
error (MSE) is the same as regression estimator. Kadilar and Cingi (2004) proposed an es-
timator using regression and ratio estimator as t10 = [ȳ+byx(X̄ − x̄)]( X̄

x̄ ). Singh and Sharma
(2015) studied the ratio and regression estimator in the presence of non-response and mea-
surement error when non-response occurs on both study variable and auxiliary variable.

Now we will adapt the estimators t1, t2,..,t10, and study it in the simultaneous presence
of measurement error and non-response.

4. Adapted estimators

We have adapted estimators t1, t2,..,t10 to study them in the presence of non-response
and measurement error. Here, we redefine them in two cases and will further investigate.
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4.1. Case-1

When non-response occurs only on study variable then t1, t2,..,t10 can be redefined as

1 t11 = k1ȳ∗, k1 is constant.

2 t12 = ȳ∗( X̄
x̄ )

3 t13 = ȳ∗( x̄
X̄ )

4 t14 = ȳ∗+b1(X̄ − x̄), b1 is constant.

5 t15 = ȳ∗( X̄
x̄ )

α1 , α1 is constant.

6 t16 = k11ȳ∗+ k12(X̄ − x̄), k11, k12 are constants.

7 t17 = ȳ∗ exp( X̄−x̄
X̄+x̄ )

8 t18 = ȳ∗ exp( x̄−X̄
x̄+X̄ )

9 t19 = ȳ∗[a1(
X̄
x̄ )+(1−a1)(

x̄
X̄ )], a1 is constant.

10 t20 = [ȳ∗+d1(X̄ − x̄)]( X̄
x̄ ), d1 is constant.

with constants to be determined for minimum MSE.

4.2. Case-2

When non-response occurs on both study and auxiliary variable then t1, t2,..,t10 can be
redefined as

1 t21 = k2ȳ∗, k2 is constant.

2 t22 = ȳ∗( X̄
x̄∗ )

3 t23 = ȳ∗( x̄∗
X̄ )

4 t24 = ȳ∗+b2(X̄ − x̄∗), b2 is constant.

5 t25 = ȳ∗( X̄
x̄∗ )

α2 , α2 is constant.

6 t26 = k21ȳ∗+ k22(X̄ − x̄∗), k21 and k22 are constants.

7 t27 = ȳ∗ exp( X̄−x̄∗
X̄+x̄∗ )

8 t28 = ȳ∗ exp( x̄∗−X̄
x̄∗+X̄ )

9 t29 = ȳ∗[a2(
X̄
x̄∗ )+(1−a2)(

x̄∗
X̄ )], a2 is constant.

10 t30 = [ȳ∗+d2(X̄ − x̄∗)]( X̄
x̄∗ ), d2 is constant.

with constants to be determined for minimum MSE.
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5. Bias and Mean square error

We derive the bias and mean square error (MSE) of the estimators using the following
terms.

U∗ = y∗i −Y ∗
i and ω∗

Y = 1√
n ∑

n
i=1(Y

∗
i − Ȳ ), ω∗

U = 1√
n ∑

n
i=1 U∗

i

Adding ω∗
Y and ω∗

U and dividing both side by
√

n, we have

ω∗
Y+ω∗

U√
n = 1

n ∑
n
i=1[(Y

∗
i − Ȳ )+U∗

i ] which is ω∗
Y+ω∗

U√
n = 1

n ∑
n
i=1 y∗i − Ȳ

So,

ȳ∗ = Ȳ +ξ
∗
Y ; where ξ

∗
Y =

ω∗
Y +ω∗

U√
n

. (1)

Similarly, for ωX = 1√
n ∑

n
i=1(Xi − X̄) and ωV = 1√

n ∑
n
i=1 Vi, we have

x̄ = X̄ +ξX ; where ξX =
ωX +ωV√

n
. (2)

Again, for V ∗ = x∗i −X∗
i and ω∗

X = 1√
n ∑

n
i=1(X

∗
i − X̄), ω∗

V = 1√
n ∑

n
i=1 V ∗

i , we have

x̄∗ = X̄ +ξ
∗
X ; where ξ

∗
X =

ω∗
X +ω∗

V√
n

. (3)

Expected values of errors are

E(ξ ∗2
Y ) = AMSE +AME = A, (4)

where AMSE = λS2
Y +θS2

Y (2) and AME = λS2
U +θS2

U(2).

E(ξ 2
X ) = BMSE +BME = B, (5)

where BMSE = λS2
X and AME = λS2

V .

E(ξ ∗
Y ξX ) = λρSY SX =C, (6)

E(ξ ∗2
X ) = DMSE +DME = D, (7)

where DMSE = λS2
X +θS2

X(2) and DME = λS2
V +θS2

V (2).

E(ξ ∗
Y ξ

∗
X ) = λρSY SX +θρ2SY (2)SX(2) = E, (8)

and
E(ξ ∗

Y ) = E(ξX ) = E(ξ ∗
X ) = E(ξU ) = E(ξV ) = 0. (9)

Now, using these values we derive the bias and MSE for all the estimators.
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5.1. Case-1

5.1.1 t11 = k1ȳ∗

Using equation (1), express t11 in terms of error as t11 = k1(Ȳ +ξ ∗
Y ), so

t11 − Ȳ = (k1 −1)Ȳ + k1ξ
∗
Y . (10)

Taking expectation on both sides of equation (10), we get

Bias(t11) = (k1 −1)Ȳ . (11)

Now squaring both sides of equation (10), we have

(t11 − Ȳ )2 = (k1 −1)2Ȳ 2 + k2
1ξ

∗2
Y +2k1(k1 −1)Ȳ ξ

∗
Y , (12)

taking expectation to equation (12), we get

MSE(t11) = (k1 −1)2Ȳ 2 + k2
1A. (13)

Minimizing MSE(t11) for k1, we get the optimum value of k1 as ko
1 =

Ȳ 2

Ȳ 2+A
Now, putting optimum value of k1 in equation (13), we get minimum MSE of t11.

MSEmin(t11) =
AȲ 2

A+ Ȳ 2 . (14)

5.1.2 t12 = ȳ∗( X̄
x̄ )

Expanding t12 using equation (1) and (2), we have t12 = (Ȳ + ξ ∗
Y )

X̄
(X̄+ξX )

or t12 = (Ȳ +

ξ ∗
Y )(1+

ξX
X̄ )−1.

Assuming |ξ | < 1, expanding series in the right side and terminating the terms having
ξ ’s degree greater than two, we have

t12 = (Ȳ +ξ
∗
Y )
(
1− ξX

X̄
+

ξ 2
X

X̄2

)
,

on simplifying, we get

t12 − Ȳ = ξ
∗
Y −RξX +

Rξ 2
X

X̄
− ξ ∗

Y ξX

X̄
, (15)

where R = Ȳ
X̄ .

Taking expectation on both sides of equation (15), we get

Bias(t12) =
RB−C

X̄
. (16)
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Squaring equation (15) and terminating terms with ξ ’s degree greater than two and
simplifying, we get

(t12 − Ȳ )2 = ξ
∗2
Y −R2

ξ
2
X −2Rξ

∗
Y ξX , (17)

taking expectation to equation (17), we get

MSE(t12) = A+R2B−2RC. (18)

5.1.3 t13 = ȳ∗( x̄
X̄ )

Proceeding as in 5.1.2, we get the bias and MSE of t13 as

Bias(t13) =
C
X̄
, (19)

and
MSE(t13) = A+R2B+2RC. (20)

5.1.4 t14 = ȳ∗+b1(X̄ − x̄)

Using equation (1) and (2) expanding t14, we get t14 = Ȳ +ξ ∗
Y −b1ξX

so we have
t14 − Ȳ = ξ

∗
Y −b1ξX . (21)

On taking expectation to equation (21), we get

Bias(t14) = 0. (22)

Squaring both sides of equation (21) and taking expectation, we get

MSE(t14) = A+b2
1B−2b1C. (23)

Minimizing MSE(t14) for b1, the optimum value of b1 is bo
1 =

C
B .

Using optimum value of b1 in equation (23), we get

MSEmin(t14) = A− C2

B
. (24)

5.1.5 t15 = ȳ∗( X̄
x̄ )

α1

Proceeding as in 5.1.2, we get the bias and MSE of t15 as

Bias(t15) =
α1(α1 +1)RB−2α1C

2X̄
, (25)

and
MSE(t15) = A+α

2
1 R2B−2α1RC. (26)

Minimizing MSE(t15) for α1, the optimum value of α1 is αo
1 = C

RB .



102 K. K. Tiwari, V. Sharma: Efficient estimation of population mean...

Putting optimum value of α1 in equation (26), we get

MSEmin(t15) = A− C2

B
. (27)

5.1.6 t16 = k11ȳ∗+ k12(X̄ − x̄)

Expressing t16 in terms of error using equation (1) and (2), we have t16 = k11(Ȳ +ξ ∗
Y )+

k12(X̄ − X̄ −ξX ). On simplifying, we get

t16 − Ȳ = (k11 −1)Ȳ + k11ξ
∗
Y − k12ξX , (28)

taking expectation on both sides of equation (28), we get

Bias(t16) = (k11 −1)Ȳ . (29)

Squaring both sides of equation (28), have

(t16 − Ȳ )2 = (k11 −1)2Ȳ 2 + k2
11ξ

∗2
Y + k2

12ξ
2
X +2k11(k11 −1)Ȳ ξ

∗
Y −2k11k12ξ

∗
Y ξX

−2k12(k11 −1)Ȳ ξX , (30)

taking expectation on both sides of equation (30), we get

MSE(t16) = (k11 −1)2Ȳ 2 + k2
11A+ k2

12B−2k11k12C. (31)

Minimizing MSE(t16) for k11 and k12, we get the optimum values of k11 and k12 as
ko

11 =
BȲ 2

BȲ 2+AB−C2 and ko
12 =

CȲ 2

BȲ 2+AB−C2 .
Using optimum values of k11 and k12 in equation (31), we get minimum MSE.

MSEmin(t16) =
Ȳ 2(AB−C2)

BȲ 2 +AB−C2 . (32)

5.1.7 t17 = ȳ∗ exp( X̄−x̄
X̄+x̄ )

Expressing t17 in terms of error as t17 = (Ȳ +ξ ∗
Y )exp

( X̄−X̄−ξX
X̄+X̄+ξX

)
. On simplifying, we get

t17 = (Ȳ + ξ ∗
Y )exp

[
− ξX

2X̄

(
1+ ξX

2X̄

)−1]. Expand the series and ignore the terms having ξ ’s

degree greater than two. After simplification, we get t17 = (Ȳ +ξ ∗
Y )(1−

ξX
2X̄ + 3

8
ξ 2

X
X̄2 ). So, we

have

t17 − Ȳ = ξ
∗
Y − RξX

2
+

3
8

Rξ 2
X

X̄
− ξ ∗

Y ξX

2X̄
. (33)

Taking expectation on both sides of equation (33), we get

Bias(t17) =
3RB−4C

8X̄
. (34)
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Squaring equation (33) on both sides and taking expectation, we get

MSE(t17) = A+
R2B

4
−RC. (35)

5.1.8 t18 = ȳ∗ exp( x̄−X̄
x̄+X̄ )

Proceeding on the lines of 5.1.7, we get the bias and MSE of t18 as

Bias(t18) =
4C−RB

8X̄
, (36)

MSE(t18) = A+
R2B

4
+RC. (37)

5.1.9 t19 = ȳ∗[a1(
X̄
x̄ )+(1−a1)(

x̄
X̄ )]

Express t19 in terms of error as t19 = (Ȳ +ξ ∗
Y )[a1(

X̄
X̄+ξX

)+ (1−a1)
(X̄+ξX )

X̄ ]. After little

simplification t19 = (Ȳ +ξ ∗
Y )[a1(1+

ξX
X̄ )−1+(1−a1)(1+

ξX
X̄ )]. Expand the series and ignore

the terms having ξ ’s degree greater than two. On simplification, we get t19 = (Ȳ +ξ ∗
Y )[1+

(1−2a1)
ξX
X̄ +

a1ξ 2
X

X̄2 ]. So, we have

t19 − Ȳ = ξ
∗
Y +(1−2a1)RξX +

a1Rξ 2
X

X̄
+(1−2a1)

ξ ∗
Y ξX

X̄
. (38)

Taking expectation on both sides of equation (38), we get

Bias(t19) =
a1RB+(1−2a1)C

X̄
. (39)

Squaring both sides of equation (38) and taking expectation, we get

MSE(t19) = A+(1−2a1)
2R2B+2R(1−2a1)C. (40)

Minimizing MSE(t19) for a1, we get the optimum value of a1 as ao
1 =

1
2 +

C
2RB .

Putting optimum value of a1 in equation (40), we get

MSEmin(t19) = A− C2

B
. (41)

5.1.10 t20 = [ȳ∗+d1(X̄ − x̄)]( X̄
x̄ )

Expressing t20 in terms of error and simplifying, we get

t20 − Ȳ = ξ
∗
Y − (R+d1)ξX +

(R+d1)ξ
2
X

X̄
− ξ ∗

Y ξX

X̄
, (42)
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taking expectation on both sides of equation (42), we get

Bias(t20) =
(R+d1)B−C

X̄
. (43)

Squaring both sides of equation (42) and taking expectation, we get

MSE(t20) = A+(R+d1)
2B−2(R+d1)C. (44)

Minimizing MSE(t20) for d1, we get the optimum value of d1 as do
1 = C

B −R.
Putting optimum value of d1 in equation (44), we get

MSEmin(t20) = A− C2

B
. (45)

The bias and MSEs in the next case can be obtained in similar steps used in Case-1. To
save space, only the results are given.

5.2. Case-2

5.2.1 t21 = k2ȳ∗

Bias(t21) = (k2 −1)Ȳ , (46)

MSE(t21) = (k2 −1)2Ȳ 2 + k2
2A. (47)

Optimum value of k2 is ko
2 =

Ȳ 2

Ȳ 2+A .

MSEmin(t21) =
AȲ 2

A+ Ȳ 2 . (48)

5.2.2 t22 = ȳ∗( X̄
x̄∗ )

Bias(t22) =
RD−E

X̄
, (49)

MSE(t22) = A+R2D−2RE. (50)

5.2.3 t23 = ȳ∗( x̄∗
X̄ )

Bias(t23) =
E
X̄
, (51)

MSE(t23) = A+R2D+2RE. (52)
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5.2.4 t24 = ȳ∗+b2(X̄ − x̄∗)

Bias(t24) = 0, (53)

MSE(t24) = A+b2
2D−2b2E. (54)

Optimum value of b2 is bo
2 =

E
D .

MSEmin(t24) = A− E2

D
. (55)

5.2.5 t25 = ȳ∗( X̄
x̄∗ )

α2

Bias(t25) =
α2(α2 +1)RD−2α2E

2X̄
, (56)

MSE(t25) = A+α
2
2 R2D−2α2RE. (57)

Optimum value of α2 is αo
2 = E

RD .

MSEmin(t25) = A− E2

D
. (58)

5.2.6 t26 = k21ȳ∗+ k22(X̄ − x̄∗)

Bias(t26) = (k21 −1)Ȳ , (59)

MSE(t26) = (k21 −1)2Ȳ 2 + k2
21A+ k2

22D−2k21k22E. (60)

Optimum values of k21 and k22 are ko
21 =

DȲ 2

DȲ 2+AD−E2 and ko
22 =

EȲ 2

DȲ 2+AD−E2 .

MSEmin(t26) =
Ȳ 2(AD−E2)

DȲ 2 +AD−E2 . (61)

5.2.7 t27 = ȳ∗ exp( X̄−x̄∗
X̄+x̄∗ )

Bias(t27) =
3RD−4E

8X̄
, (62)

MSE(t27) = A+
R2D

4
−RE. (63)

5.2.8 t28 = ȳ∗ exp( x̄∗−X̄
x̄∗+X̄ )

Bias(t28) =
4E −RD

8X̄
, (64)
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MSE(t28) = A+
R2D

4
+RE. (65)

5.2.9 t29 = ȳ∗[a2(
X̄
x̄∗ )+(1−a2)(

x̄∗
X̄ )]

Bias(t29) =
a1RD+(1−2a2)E

X̄
, (66)

MSE(t29) = A+(1−2a2)
2R2D+2R(1−2a2)E. (67)

Optimum value of a2 is ao
2 =

1
2 +

E
2RD .

MSEmin(t29) = A− E2

D
. (68)

5.2.10 t30 = [ȳ∗+d2(X̄ − x̄∗)]( X̄
x̄∗ )

Bias(t30) =
(R+b2)D−E

X̄
, (69)

MSE(t30) = A+(R+b2)
2D−2(R+b2)E. (70)

Optimum value of d2 is do
2 = E

D −R.

MSEmin(t30) = A− E2

D
. (71)

Note

The optimum MSEs of ti4, ti5, ti9 and t j0 are equal, where i = 1,2 and j = 2,3.

6. Efficiency comparison

In this section, we derive the conditions under which the estimators perform better than
the usual estimator ȳ∗. As we know, an estimator t will be more efficient than ȳ∗ whenever
the inequality var(ȳ∗)−MSE(t)> 0 is satisfied.

The variance of usual estimator ȳ∗ in the presence of non-response and measurement
error is var(ȳ∗) = λS2

Y +θS2
Y (2)+λS2

U +θS2
U(2). That is

var(ȳ∗) = A. (72)

6.1. Case-1

1. MSE(t11)< var(ȳ∗) if A2

A+Ȳ 2 > 0

2. MSE(t12)< var(ȳ∗) if C
B > R

2
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3. MSE(t13)< var(ȳ∗) if C
B <−R

2

4. MSE(t14)< var(ȳ∗) if C2

B > 0

5. MSE(t15)< var(ȳ∗) if C2

B > 0

6. MSE(t16)< var(ȳ∗) if A2B−AC2+Ȳ 2C2

BȲ 2+AB−C2 > 0

7. MSE(t17)< var(ȳ∗) if C
B > R

4

8. MSE(t18)< var(ȳ∗) if C
B <−R

4

9. MSE(t19)< var(ȳ∗) if C2

B > 0

10. MSE(t20)< var(ȳ∗) if C2

B > 0

6.2. Case-2

1. MSE(t21)< var(ȳ∗) if A2

A+Ȳ 2 > 0

2. MSE(t22)< var(ȳ∗) if E
D > R

2

3. MSE(t23)< var(ȳ∗) if E
D <−R

2

4. MSE(t24)< var(ȳ∗) if E2

D > 0

5. MSE(t25)< var(ȳ∗) if E2

D > 0

6. MSE(t26)< var(ȳ∗) if A2D−AE2+Ȳ 2C2

DȲ 2+AD−E2 > 0

7. MSE(t27)< var(ȳ∗) if E
D > R

4

8. MSE(t28)< var(ȳ∗) if E
D <−R

4

9. MSE(t29)< var(ȳ∗) if E2

D > 0

10. MSE(t30)< var(ȳ∗) if E2

D > 0

7. Monte-Carlo Simulation

For validating the theoretical results in the previous sections, we perform a Monte-
Carlo simulation study. We have used the following information to generate the data in
R software: N = 4000, n = 500, X = rnorm(N,4,7), Y = 1+ 2X + ε , ε = rnorm(N,0,1),
U = rnorm(N,0,3), V = rnorm(N,0,3). We have checked the performance of estimators
for a different response rate. To get output more accurate, we have made 10000 replications
to the process.
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Percent relative efficiency (PRE) of an estimator t with respect to ȳ∗ is calculated by

PRE(t, ȳ∗) =
var(ȳ∗)
MSE(t)

×100. (73)

To get PRE without measurement error, we use MSEs without terms of measurement
error. That is, var(ȳ∗) = λS2

Y + θS2
Y (2) and A = AMSE = λS2

Y + θS2
Y (2), B = BMSE = λS2

X ,
D = DMSE = λS2

X +θS2
X(2) are used in expressions of MSEs of estimators.

We have compared the estimators using PREs in Table 1 and Table 2. From the definition
of PRE in equation (73), higher PRE of an estimator means smaller MSE.

Table 1: PREs of estimators with respect to ȳ∗ in Case-1

N1 N2

E
st

im
at

or PRE(., ȳ∗) without measurement error PRE(., ȳ∗) with measurement error

1/k 1/k

1/2 1/3 1/4 1/5 1/10 1/2 1/3 1/4 1/5 1/10

50
0

ȳ∗ 100 100 100 100 100 100 100 100 100 100
t11 100.48 100.54 100.60 100.66 100.97 100.50 100.57 100.63 100.69 101.01
t12 699.90 420.18 318.36 265.68 175.09 267.41 225.51 200.39 183.64 145.61
t13 24.62 26.86 28.98 30.98 39.49 24.26 26.49 28.59 30.57 39.03
t14 773.62 442.70 329.80 272.86 177.20 337.22 266.94 228.79 204.83 154.31
t15 773.62 442.70 329.80 272.86 177.20 337.22 266.94 228.79 204.83 154.31
t16 774.11 443.25 330.41 273.53 178.17 337.72 267.51 229.42 205.53 155.33
t17 337.94 267.35 229.06 205.03 154.39 266.60 225.00 200.02 183.37 145.49
t18 44.34 47.26 49.88 52.26 61.42 44.47 47.39 50.01 52.39 61.54
t19 773.62 442.70 329.80 272.86 177.20 337.22 266.94 228.79 204.83 154.31
t20 773.62 442.70 329.80 272.86 177.20 337.22 266.94 228.79 204.83 154.31

10
00

ȳ∗ 100 100 100 100 100 100 100 100 100 100
t11 100.54 100.66 100.79 100.91 101.52 100.57 100.69 100.82 100.95 101.59
t12 419.76 265.45 211.59 184.19 137.79 225.43 183.57 162.66 150.66 125.05
t13 26.87 30.99 34.67 37.98 50.51 26.49 30.58 34.24 37.53 50.03
t14 442.22 272.61 215.41 186.69 138.62 266.81 204.72 176.32 160.03 129.04
t15 442.22 272.61 215.41 186.69 138.62 266.81 204.72 176.32 160.03 129.04
t16 442.77 273.28 216.20 187.60 140.14 267.38 205.42 177.14 160.99 130.63
t17 267.21 204.92 176.44 160.12 129.08 224.92 183.29 162.47 149.98 124.99
t18 47.26 52.28 56.42 59.90 71.34 47.39 52.40 56.54 60.02 71.45
t19 442.22 272.61 215.41 186.69 138.62 266.81 204.72 176.32 160.03 129.04
t20 442.22 272.61 215.41 186.69 138.62 266.81 204.72 176.32 160.03 129.04

15
00

ȳ∗ 100 100 100 100 100 100 100 100 100 100
t11 100.60 100.79 100.97 101.15 102.06 100.63 100.82 101.01 101.20 102.16
t12 317.98 211.55 174.95 156.43 125.25 200.28 162.64 145.54 135.78 117.26
t13 28.99 34.68 39.52 43.69 58.13 28.60 34.24 39.06 43.21 57.66
t14 329.38 215.36 177.06 157.85 125.75 228.63 176.29 154.23 142.06 119.82
t15 329.38 215.36 177.06 157.85 125.75 228.63 176.29 154.23 142.06 119.82
t16 329.99 216.16 178.03 159.01 127.82 229.27 177.12 155.24 143.27 121.99
t17 228.89 176.41 154.30 142.11 119.84 199.92 162.45 145.42 135.69 117.23
t18 49.90 56.42 61.44 65.43 77.20 50.03 56.55 61.57 65.54 77.29
t19 329.38 215.36 177.06 157.85 125.75 228.63 176.29 154.23 142.06 119.82
t20 329.38 215.36 177.06 157.85 125.75 228.63 176.29 154.23 142.06 119.82
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Table 2: PREs of estimators with respect to ȳ∗ in Case-2

N1 N2
E

st
im

at
or PRE(., ȳ∗) without measurement error PRE(., ȳ∗) with measurement error

1/k 1/k

35
00

50
0

1/2 1/3 1/4 1/5 1/10 1/2 1/3 1/4 1/5 1/10

ȳ∗ 100 100 100 100 100 100 100 100 100 100

t21 100.48 100.54 100.60 100.66 100.97 100.50 100.57 100.63 100.69 101.01

t22 4845.82 4845.35 4844.98 4844.68 4843.73 351.22 351.15 351.11 351.07 350.94

t23 22.23 22.23 22.23 22.23 22.23 21.89 21.89 21.89 21.89 21.89

t24 19691.95 19684.57 196778.67 19673.84 19658.76 509.55 509.47 509.41 509.36 509.19

t25 19691.95 19684.57 196778.67 19673.84 19658.76 509.55 509.47 509.41 509.36 509.19

t26 19692.44 19685.12 19679.28 19674.51 19659.73 510.06 510.05 510.05 510.06 510.21

t27 511.53 511.52 511.52 511.52 511.52 399.68 399.66 399.64 349.63 399.59

t28 41.08 41.08 41.08 41.08 41.08 41.20 41.20 41.20 41.20 41.20

t29 19691.95 19684.57 196778.67 19673.84 19658.76 509.55 509.47 509.41 509.36 509.19

t30 19691.95 19684.57 196778.67 19673.84 19658.76 509.55 509.47 509.41 509.36 509.19

30
00

10
00

ȳ∗ 100 100 100 100 100 100 100 100 100 100

t21 100.54 100.66 100.79 100.91 101.52 100.57 100.69 100.82 100.95 101.59

t22 4845.45 4845.65 4845.94 4845.29 4844.90 351.31 351.32 351.33 351.33

t23 22.23 22.23 22.23 22.23 22.23 21.89 21.89 21.89 21.89 21.89

t24 19692.31 19686.50 19682.48 19679.54 19671.88 509.67 509.68 509.68 509.69 509.70

t25 19692.31 19686.50 19682.48 19679.54 19671.88 509.67 509.68 509.68 509.69 509.70

t26 19692.86 19687.17 19683.27 19680.45 19673.40 510.24 510.38 510.51 510.64 511.29

t27 511.53 511.53 511.53 511.53 511.51 349.71 349.70 349.70 349.70 349.70

t28 41.08 41.08 41.08 41.08 41.08 41.20 41.20 41.20 41.20 41.20

t29 19692.31 19686.50 19682.48 19679.54 19671.88 509.67 509.68 509.68 509.69 509.70

t30 19692.31 19686.50 19682.48 19679.54 19671.88 509.67 509.68 509.68 509.69 509.70

25
00

15
00

ȳ∗ 100 100 100 100 100 100 100 100 100 100

t21 100.60 100.79 100.97 101.15 102.06 100.63 100.82 101.01 101.20 102.16

t22 4846.28 4846.21 4846.17 48461.14 4846.07 351.36 351.40 351.42 351.44 351.47

t23 22.23 22.23 22.23 22.23 22.23 21.89 21.89 21.89 21.89 21.90

t24 19693.88 19689.81 19687.26 19685.52 19681.43 509.74 509.78 509.80 509.82 509.86

t25 19693.88 19689.81 19687.26 19685.52 19681.43 509.74 509.78 509.80 509.82 509.86

t26 19694.49 19690.60 19688.24 19686.68 19683.50 510.37 510.61 510.82 511.03 512.03

t27 511.52 511.52 511.51 511.51 511.51 349.72 349.73 349.74 349.74 349.75

t28 41.08 41.08 41.08 41.08 41.08 41.20 41.20 41.20 41.20 41.20

t29 19693.88 19689.81 19687.26 19685.52 19681.43 509.74 509.78 509.80 509.82 509.86

t30 19693.88 19689.81 19687.26 19685.52 19681.43 509.74 509.78 509.80 509.82 509.86
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From Table 1 and 2, it is concluded that:

1. Searls (1964) estimator ti2 has minute advantage over usual estimator ȳ∗.

2. PREs of estimators ti5, ti9 and t j0 are equal to the PRE of regression estimator ti4, as
their optimum MSEs are the same.

3. Rao (1991) estimator ti6 perform slightly better than regression estimator.

4. In all the estimators, Rao (1991) estimator ti6 performs best in terms of having highest
PREs.

Here i = 1,2 and j = 2,3.

8. Conclusion

We have considered ten estimators of population mean and studied them in the context
of non-response and measurement error. We have obtained the expressions for bias and
MSE for all the estimators in various cases. It is noted that optimum MSEs of Srivastava
(1967) estimator ti5, Singh and Espejo (2003) estimator ti9 and Kadilar and Cingi (2004)
estimator t j0 are the same which is equal to the MSE of the regression estimator ti4 within
the same sampling strategy i, i = 1,2; j = 2,3. This is also verified in the simulation study.
It is also worth to mention that Rao (1991) difference estimator ti6 performs better than other
estimators, although its efficiency over the regression estimator is very minute.
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Appendix

Here, we have to prove the equations (4), (5), (6), (7) and (8).
Using equation (1), we have

ξ
∗
Y = ȳ∗− Ȳ .

Squaring and taking expectation on both sides, we have

E(ξ ∗
Y

2) = E(ȳ∗− Ȳ )2,

that is,
E(ξ ∗

Y
2) =V (ȳ∗). (74)

here, V represents variance.

Since ȳ∗ = ȳ∗t + Ū∗, so V (ȳ∗) = V (ȳ∗t ) +V (Ū∗) +Cov(ȳ∗t ,Ū
∗). As y and U are independent, so

Cov(ȳ∗t ,Ū
∗) = 0. We have,

V (ȳ∗) =V (ȳ∗t )+V (Ū∗). (75)

Now, we have to derive V (ȳ∗t ).

ȳ∗t =
(n1

n

)
ȳn1 +

(n2

n

)
ȳr,

so,
V (ȳ∗t ) =V1[E2(ȳ∗t |n1,n2)]+E1[V2(ȳ∗t |n1,n2)]. (76)

Considering the first part of (76), we have

V1[E2(ȳ∗t |n1,n2)] = V1

[
E2

{(n1

n
ȳn1 +

n2

n
ȳr

)
|n1,n2

}]
= V1

[n1

n
E2(ȳn1)|n1 +

n2

n
E2(ȳr)|n2

]
= V1

[n1

n
ȳ+

n2

n
ȳ
]

= V1(ȳ)

= λS2
Y . (77)

Considering the second part of equation (76), we have

E1[V2(ȳ∗t |n1,n2)] = E1

[
V2

{(n1

n
ȳn1 +

n2

n
ȳr

)
|n1,n2

}]
= E1

[
V2

{n1

n
ȳn1 |n1

}
+V2

{n2

n
ȳr|n2

}]
= E1

[
n2

2
n2

(
1
r
− 1

n2

)
S2

r

]

=
n2

2
n2

(
1
r
− 1

n2

)
E1(S2

r )

=
n2

n2

(n2

r
−1

)
S2

Y (2)

=
W2(k−1)

n
S2

Y (2)

= θS2
Y (2). (78)
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Using equations (77), (78) in (76), we have

V (ȳ∗t ) = λS2
Y +θS2

Y (2). (79)

Similarly, we can derive
V (x̄∗t ) = λS2

X +θS2
X(2), (80)

V (Ū∗) = λS2
U +θS2

U(2), (81)

V (V̄ ∗) = λS2
V +θS2

V (2). (82)

So, using equations (79), (81) in (75), we have

V (ȳ∗) = λ (S2
Y +S2

U )+θ(S2
Y (2)+S2

Y (2)). (83)

From equation (74) and (83), we have

E(ξ ∗
Y

2) = λ (S2
Y +S2

U )+θ(S2
Y (2)+S2

Y (2)). (84)

Which completes the proof of equation (4).

Similarly, we can show that

E(ξ ∗
X

2) = λ{S2
X +S2

V }+θ{S2
X(2)+S2

V (2)}, (85)

and
E(ξ 2

X ) = λ{S2
X +S2

V }. (86)

Now, using equation (1) and (3), we have

ξ
∗
Y ξ

∗
X = (ȳ∗− Ȳ )(x̄∗− X̄),

Taking expectation on both sides, we have

E(ξ ∗
Y ξ

∗
X ) =Cov(ȳ∗, x̄∗). (87)

Now,
Cov(ȳ∗, x̄∗) = E1[Cov2{(ȳ∗, x̄∗)|n1,n2}]+Cov1[E2{x̄∗|n1,n2},E2{ȳ∗|n1,n2}], (88)

considering the second part,

Cov1[E2{x̄∗|n1,n2},E2{ȳ∗|n1,n2}] = Cov1[E2{(w1x̄n1 +w2x̄r)|n1,n2},
E2{(w1ȳn1 +w2ȳr)|n1,n2}]

= Cov1[{w1x̄+w2x̄},{w1ȳ+w2ȳ}]
= Cov(x̄, ȳ)

= λρSY SX . (89)
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Now, the first part of equation (88)

E1[Cov2{(ȳ∗, x̄∗)|n1,n2}] = E1[Cov2{(w1x̄n1 +w2x̄r)|n1,n2,(w1ȳn1 +w2ȳr)|n1,n2}]
= E1[Cov2{(w1x̄n1 ,w1ȳn1)|n1,n2}+Cov2{(w1x̄n1 ,w2ȳr)|n1,n2}

+Cov2{(w2x̄r,w1ȳn1)|n1,n2}+Cov2{(w2x̄r,w2ȳr)|n1,n2}]
= E1[(w2

2Cov2{x̄r, ȳr)|n2}]

= w2
2

(
1
r
− 1

n2

)
E1(SrY X(2))

=
n2

n2

(n2

r
−1

)
SY X(2)

= θSY X(2)

= θρ2SY (2)SX(2). (90)

Using equations (89), (90) in (88), we have

Cov(ȳ∗, x̄∗) = λρSY SX +θρ2SY (2)SX(2). (91)

From equations (87) and (91), we have

E(ξ ∗
Y ξ

∗
X ) = λρSY SX +θρ2SY (2)SX(2). (92)

Similarly, we can derive
E(ξ ∗

Y ξX ) = λρSY SX . (93)



STATISTICS IN TRANSITION new series, June 2023

Vol. 24, No. 3, pp. 117–137, https://doi.org/10.59170/stattrans-2023-039

Received – 13.01.2022; accepted – 12.01.2023

Conditional density function for surrogate scalar response

Mounir Boumahdi 1, Idir Ouassou 2, Mustapha Rachdi 3

Abstract

This paper presents the estimator of the conditional density function of surrogated scalar re-
sponse variable given a functional random one. We construct a conditional density function
by using the available (true) response data and the surrogate data. Then, we build up some
asymptotic properties of the constructed estimator in terms of the almost complete conver-
gences. As a result, we compare our estimator with the classical estimator through the Relatif
Mean Square Errors (RMSE). Finally, we end this analysis by displaying the superiority of
our estimator in terms of prediction when we are lacking complete data.

Key words: Density function, surrogate response, functional variable, almost complete con-
vergence, kernel estimators, scalar response, entropy, semi-metric space.

1. Introduction

There are many situations that may study the link between two variables, with the main
goal to be able to predict new values. This predicted problem has been widely studied in
the literature when both variables are of finite dimensions. Of course, the same problem
can occur when some of the variables are functional. Our aim is to investigate this problem
when the explanatory variable is functional and the response one is still real.
We are based in the following model:

Y = m(X)+ ε. (1)

Where m is the regression operator, X is a functional covariate which belongs to a semi-
metric space (E,d) and Y is the response variable, ε is a random error.
Our goal is to build the conditional density function for surrogate data by using the true
response data and the surrogate data. By following the work of Wang (2006), Firas et al.
(2019) and based on the work of Ramsay and Silverman (2002), Ferraty and Vieu (2006),
Horvath and Kokoszka (2012), Cuevas (2014), Zhang (2014), Bongiorno et al. (2014), Hs-
ing and Eubank (2015), Goia, Vieu (2016) and Wang, Chiou, and Müller (2016) and the
references therein, we construct our estimator f̂ X

R (y).

The problem we are addressing in this work i.e., the unavailability of some data in the
response variable, can be motivated both from a practical and a theoretical point of view.
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In fact, it may be difficult or expensive to exactly measure some response observations Y .
Our goal is then to improve the modeling by filling/recovering some of the information
missed in the response variable with this surrogate variable. In this case, one solution is
to use the help of validation data to capture the underlying relation between the true vari-
ables and surrogate ones. Some examples where validation data are available can be found
in Duncan and Hill (1985), Carroll and Wand (1991) and Pepe (1992).

This paper aims to study the conditional density for missing response by the kernel
method, we explore in this work the aspect of missing data in the response variable to es-
timate the conditional density function for surrogate data. We adopt an approach based on
validation data ideas. In fact, the idea is to introduce the information contained in both the
validation data and the surrogate data.

The unavailable observation of Y will be replaced by the estimator of E
(
Y | X ,Ỹ

)
, de-

noted by U(X j,Ỹj) for all j ∈ V̄ that corresponds to the size of the missing data, where Ỹ is
surrogate variable of Y . To estimate E

(
Y | X ,Ỹ

)
we adopt an approach based on validation

data and the brut data (the primary data), which includes surrogate data and the correspond-
ing observations of the covariate X .

Inside the simulation study of section 4, the surrogate variable Ỹi of Yi was generated
from Ỹi = ρZi + εi, where Zi is the standard score of Yi and εi ∼ N

(
0,
√

1−ρ2
)
, in such

a way that the correlation coefficient between Yi and Ỹi is approximately equal to p which
would not be controllable in practice, but we can clearly notice that the quality of our f̂ x

R
depends on the size n of the validation data and ρ . Specifically, our estimator greatly better
as the value of n and ρ increases.

We already know the convergence almost complete of the classical kernel estimator
f̂ x
C(y)( Ferraty and Vieu (2006)) towards the real f x

Y (y), In fact, within the section 4, we cal-
culated and represented graphically the conditional density function estimator for surrogate
data and we conduct a computational study on a simulated data in order to show advantages
of using f̂ x

R(y) over f̂ x
V (y).

Effectively, we are in a position to give the alternative estimator of f̂ x
C(y) (estimator of

Ferraty and Vieu) when we are lacking complete data with the help of Ỹ (the surrogate vari-
able of Y ), so in reality the choice of Ỹ is important to improve the quality of our estimator.
In practice we can cite as an example two diseases (Y and Ỹ ) presenting similar symptoms,
more that there is a strong correlation between these two diseases, more our estimator is bet-
ter. So, there exists a wide scope of applied scientific fields for which our approach could
be of interest for examples Biometrics, Genetics or Environmetrics and this approach can
be helpful for a lot of statistical models when we are lacking complete data.

The main objective of this paper is to estimate the conditional density function for surro-
gate data. Then, we present the almost complete convergence of our estimator f̂ X

R (y) and we
study its performance against f̂ X

V (y) by computing the relative mean squared error (RMSE)
using simulated data.
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2. Estimation procedure

Let (X ,Y ) ∈ F ×R denote a random vector, where (F ,d) is a semi-metric space
equipped with the semi-metric d. We are concerned with the estimation of the conditional
density function for surrogate data. Therefore, let (X1,Y1), ...,(XN ,YN) be a random sample
consisting of independent and identically distributed (i.i.d) variable from the distribution of
(X ,Y ).

The regression function for surrogate data defined in [?] as follows

m̂R(x) = ∑
i∈V

YiW1,n,i(x)+ ∑
j∈V̄

U(X j,Ỹj)W1,n, j(x), (2)

with
U(X j,Ỹj) = ∑

i∈V
YiW2,n,i(X j,Ỹj), ∀ j ∈ V̄ . (3)

We can estimate the conditional c.d.f Fx
Y (y) for surrogate data as follows

F̂x
R(y) = ∑

i∈V
H
(

y−Yi

g

)
W1,n,i(x)+ ∑

j∈V̄

R(X j,y,Ỹj)W1,n, j(x), (4)

where

W1,n,i(x) =
K
(

d(Xi,x)
h

)
∑

N
l=1 K

(
d(Xl ,x)

h

) , (5)

and

R(X j,y,Ỹj) = ∑
i∈V

H
(

y−Yi

g

)
W2,n,i(X j,Ỹj), ∀ j ∈ V̄ . (6)

With

W2,n,i(X j,Ỹj) =

W
(

d(X j,Xi)

h
,
Ỹi − Ỹj

b

)
∑l∈V W

(
d(X j,Xl)

h
,
Ỹl − Ỹj

b

) . (7)

The conditional density function can be obtained by derivating the conditional c.d.f.
Since we have now at hand some estimator F̂x

R(y) of Fx
Y (y), it is natural to propose the

following estimate:

f̂ x
R(y) =

∂ F̂x
R(y)
∂y

.

Assuming the differentiability of H, we build our new estimator of conditional density
function for surrogate data as following:

f̂ x
R(y) = ∑

i∈V
Ωi(y)W1,n,i(x)+ ∑

j∈V̄

L(X j,y,Ỹj)W1,n, j(x).

Where
Ωi(y) = g−1K0(g−1(y−Yi)),



120 M. Boumahdi, I. Ouassou, M. Rachdi: Conditional density function...

and
L(X j,y,Ỹj) = ∑

i∈V
g−1K0(g−1(y−Yi))W2,n,i(X j,Ỹj), ∀ j ∈ V̄ . (8)

Where K is a kernel function and both h = hN and g = gN are a sequence of positive
reals that tends to zero when N goes to infinity.

∀u ∈ R, H(u) =
∫ u

−∞

K0(v)dv. (9)

K0 is a function from R into R+ such that
∫

K0 = 1. To give an estimator of Fx
Y when

there are surrogate data in the response variable, let us introduce the integer n (n < N) that
corresponds to the size of the validation set V. Let V̄ be the complementary set of V in the
set {1,2, ...,N}.

W is a kernel function which is defined on R2 and b is sequence of real numbers which
tend to zero. To simplify, we will use only one kernel. In sense that K = K0 and W (·, ·) =
K(·)K(·). This consideration is because the choice of the kernel has less influence on the
performance of the estimator.

3. Some asymptotic properties

In the sequel, when no confusion is possible, we will denote by C and C′ some strictly
positive generic constants, we denote by f x1,ỹ1(y) the conditional distribution function of Y
given (X ,Ỹ ):

f x1,ỹ1(y) =
∂Fx1,ỹ1(y)

∂y
,

with
Fx1,ỹ1(y) = P(Y ≤ y | x1, ỹ1).

Recall that a semi-metric (sometimes called pseudo-metric) is just a metric violating the
property [d(x,y) = 0]⇒ [x = y] . We define the Kolmogorov’s entropy as follows:

Definition 3.1 Let SF be a subset of a semi-metric space F , and let ε > 0 be given.
A finite set of point x1,x2, .......,xn0 in F is called an ε-net for SF if SF ⊂

⋃N0
k=1 B(xk,ε).

The quantity ψSF
= log(Nε), where Nε s the minimal number of open balls in F of radius

ε which is necessary to cover S, is called the Kolmogorov’s ε-entropy of the set SF .

This concept was introduced by Kolmogorov (see, Kolmogorov and Tikhomirov, 1959)
and it represents a measure of the complexity of a set, in sense that, high entropy means
that much information is needed to describe an element with an accuracy ε . Therefore, the
choice of the topological structure (with other words, the choice of the semi-metric) will
play a crucial role when one is looking the uniform (over S) asymptotic results. For more
precision about this concept, see Ferraty et al. (2010).

We consider the following assumptions:

(H1) For all x in the subset SF we have,

0 <Cφ(h)≤ P(X ∈ B(x,h))≤C′
φ(h)< ∞.
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For all ỹ in the subset SR

0 <Cφ(b)≤ P(Y ≤ ỹ ≤ Y +b)≤C′
φ(b)< ∞.

For all x, ỹ in the subset SF ×SR

Cφ(h)φ(b)< E[K(h−1d(x,Xi))K(b−1 (ỹ−Y1)]<C′
φ(h)φ(b).

(H2) There exists b1,b2,b3 > 0 such that ∀x1,x2 ∈ SF , ∀y1,y2 ∈ SR and ∀ỹ1, ỹ2 ∈ SR

| f x1(y1)− f x2(y1)| ≤C
(

dβ1(x1,x2)+ |y1 − y2|β2
)
,

and
∣∣ f x1,ỹ1(y1)− f x2,ỹ2(y1)

∣∣≤C
(

dβ1(x1,x2)+ |y1 − y2|β2 + |ỹ1 − ỹ2|β3
)
.

(H3) K and K0 are bounded and Lipschitz kernel on its support [0,1], such that −∞ <C <
K′(t)<C′ < 0.

(H4) The functions φ and ψSF
are such that:

(H4a) ∃C > 0, ∃η0 > 0, ∀η < η0, φ
′(η)<C, and

∃C > 0, ∃η0 > 0, ∀0 < η < η0,
∫

η

0
φ(u)du > C η φ(η),

(H4b) For some γ ∈ (0,1) , γ ′ ∈ (0,1) and γ” ∈ (0,1)
limn→+∞ nγ h = ∞, ,limn→+∞ nγ ′g = ∞ and limn→+∞ nγ”

b = ∞, and for n large
enough:

(logn)2

ngφ(h)
<

(logn)2

ngφ(b)φ(h)
< ψSF

(
logn

n

)
<

ngφ(b)φ(h)
logn

<
ngφ(h)

logn
.

(H5) The Kolmogorov’s ε-entropy of SF satisfies

∞

∑
n=1

n2γ+1 exp
{
(1−β )ψSF

(
logn

n

)}
< ∞, for some β > 1,

and
∞

∑
n=1

n2γ”+1 exp
{
(1−β )ψSF

(
logn

n

)}
< ∞, for some β > 1.

Note that (H4a) implies that for n large enough

0 ≤ φ(h)≤Ch. (10)

The condition (H4b) implies that:

ψSF
(ε)

ngφ(h)
→ 0, and

ψSF
(ε)

ngφ(b)φ(h)
→ 0. (11)
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The condition (H4b) implies that:

∞

∑
n=1

n2γ”+1Nε(SF )1−β < ∞, and
∞

∑
n=1

n2γ+1Nε(SF )1−β < ∞. (12)

Conditions (H2)-(H3) are very standard in the nonparametric setting. Concerning (H4a),
the boundness of the derivative of φ around zero allows to consider φ as a Lipschitzian func-
tion. Hypothesis (H4b) deals with topological considerations by controlling the entropy of
SF . For a radius not too large, one requires that ψSF

(
logn

n

)
is not too small and not too

large. Moreover (H4b) implies that
ψSF

(ε)

ngφ(h)
→ 0 and

ψSF
(ε)

ngφ(h)φ(b)
→ 0 tends to 0 when n

tends to +∞, in some “usual” cases, one has ψSF

(
logn

n

)
∼ C logn. The assumption (H5)

acts on the Kolmogorov ε-entropy of SF .

The following Theorem states the rate of convergence of f̂ x
R for the surrogated scalar

response, uniformly over the set SF and SR . The asymptotics are stated in terms of almost
complete convergence (denoted by a.co.), which imply both weak and strong convergences
(see Section A-1 in Ferraty and Vieu, 2006).

Theorem 3.1 Under the hypotheses (H1)-(H5), we have

sup
x∈SF

sup
y∈SRR

| f̂ x
R(y)− f x

Y (y)|= O(hβ1)+O(gβ2)

+Oa.co.


√√√√ψSF

(
logn

n

)
ngφ(h)

+Oa.co.


√√√√ψSF

(
logN

N

)
Ngφ(h)



+Oa.co.


√√√√ψSF

(
logn

n

)
nφ(h)φ(b)

+Oa.co.


√√√√ψSF

(
logn

n

)
ngφ(h)φ(b)

 .

4. Numerical results

In this section, we evaluate the performance of the proposed estimator by conducting
a number of simulation studies. Let f̂ x

V (y) be the classical conditional density function
estimator which is obtained with the true observations in the validation data set V :

f̂ x
V (y) =

∑i∈V K
(
h−1d(x,Xi)

)
g−1K0

(
g−1(y−Yi)

)
∑i∈V K

(
h−1d(x,Xi)

) ,

and f̂ x
C(y) the classical kernel estimator which is obtained with the complete data for (such

as an example with N = 300 in the simulation below)

f̂ x
C(y) =

∑
N
i=1 K

(
h−1d(x,Xi)

)
g−1K0

(
g−1(y−Yi)

)
∑

N
i=1 K (h−1d(x,Xi))

.
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Within this section we will calculate and represent graphically the conditional density
function estimator for surrogate data and we conduct a computational study on a simulated
data in order to show advantages of using f̂ x

R(y) over f̂ x
V (y).

We choose K and K0 the Gaussian kernel as follows

K0(u) = K(u) =
1√
2π

exp−u2/2 .

We generate 400 observations (Xi,Yi)i using the following model:

Yi = m(Xi)+ ε.

Where the errors εi are i.i.d. according to the normal distribution N(0;5). More pre-
cisely, the functional regressors Xi(t) are defined, for any t ∈ [0,1], by

Xi(t) = sin(2π t)+Wi ∗ t.

Where Wi ∼ U(0.5;2). The scalar response variable Y is generated by taking as a re-
gression operator:

m(x) = 2π ∗ sin(bi)×
∫ 1

0
x2(t)dt + ε.

Where: εi ∼ N(0,2) and bi ∼ N(0,0.1). Let I0 = {1, ....,300} and I1 = {301, ....,400}
be two subsets of indices. Then, we choose ∆ = (Xi,Yi)i∈I0 as the learning sample and
Γ = {(Xi,Yi)}i∈I1 as the testing sample. The surrogate variable Ỹi of Yi, for all i ∈ I0 was
generated from Ỹi = ρZi + εi, where Zi is the standard score of Yi and εi ∼ N(0,

√
1−ρ2),

in such a way that the correlation coefficient between Yi and Ỹi is approximately equal to ρ

which would not be controllable in practice.

In the sequel of this simulation study, we take p = 0.75. From the learning sample
containing N = 300 functional data, we randomly choose a set V of n validation data
{(Xi,Yi)}i∈V which allows to build the estimator f̂ x

V (y) of f x
Y (y).

The estimator f̂ x
R(y) is then constructed by using the surrogate data {(Xi,Yi)}i∈V̄ with

the help of the validation data, where V̄ ∪V = {1, ....N}. It should be pointed out that for
N = n (complete observations), we have f̂ x

V (y) = f̂ x
R(y) = f̂ x

C(y).

We evaluate the performance of the estimator f̂ x
R(y) in terms of prediction, by computing

the relative mean squared error (RMSE) on the test sample:

RMSE( f̂ x
R) =

√
∑i∈Γ

(
f̂ x
C(Yi)− f̂ x

R(Yi)
)2

100
.

We have run 100 replicates of the simulation process for various values of n. We com-
puted, for the two estimators f̂ x

R(y) and f̂ x
V (y) the mean and relative mean squared error

(RMSE) over this 100 replications.
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The comparison study results, for different values of percentage of validation data in
samples:

p(V ) =
card(V )

N
×100% =

n
N
×100%.

The results are summarized in the following Table 1.

Table 1. f̂ x
R(Yi) and f̂ x

V (Yi) whereas f̂ x
C(Yi) for n = 100 and n = 210.

estimator p(V ) Mean RMSE
f̂ x
V (y) 33% 0.048 0.34
f̂ x
R(y) 33% 0.03767 0.02356

f̂ x
C(y) - 0.03960 -

f̂ x
V (y) 70% 0.044 0.0368
f̂ x
R(y) 70% 0.03882 0.001

f̂ x
C(y) - 0.03960 -
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Figure 1. f̂ x
R (the red line ) and f̂ x

V (the green line ) with f̂ x
C (blue line) for Card(V)=n=100.

Obviously the quality of the prediction of the two estimators depend on the size n of
the validation data. Specifically, RMSE decrease when the value of n increases. On the
other hand, for n = 100 that means the percentage of validation data in a sample is 33% our
estimator f̂ x

R(y) is better than f̂ x
V (y) in terms of RMSE inferior. In addition for n = 210 that

means that we know 70% of data, our f̂ x
R(y) still greatly better as result of RMSE = 0.001.

Nearly with the same mean of f̂ x
C(y).
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Figure 2. f̂ x
R (the red line ) and f̂ x

V (the green line ) with f̂ x
C (blue line) for

Card(V ) = n = 210.

It can be noticed from Figure 1 and Figure 2 that our f̂ x
R(y) is closer than f̂ x

V (y) to the
curve f̂ x

C(y) which represents the estimator with the complete samples. Consequently, even
if the percentage of validation data in sample increases from 33% to 70%, the estimator
f̂ x
R(y) keeps performing better than f̂ x

V .

5. Remarks and Conclusion

This paper has stated uniform consistency results when X is functional and Y is scalar.
The fact to be able to state results on the quantity

sup
x∈SF

sup
y∈SR

| f̂ x
R(y)− f x

Y (y)|.

Allows directly to obtain results on quantity

| f̂ x
R(y)− f x

Y (y)|.

The entropy function represents a measure of the complexity of a set, in sense that, high
entropy means that much information is needed to describe an element with an accuracy
ε = logn

n , in fact, the quality of the prediction of this estimator depends on the size n of the
validation data. By building a suitable projection-based semi-metric, the entropy function
becomes ψSF

(
logn

n

)
=O(logn) and for N = n (without surrogate data) we get the estimator

of Ferraty and Vieu (2006)

sup
x∈SF

sup
y∈SR

| f̂ x
R(y)− f x

Y (y)|= O(hβ1)+O(gβ2)+Oa.co.

(√
logn

ngφ(h)

)
.
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We present in this paper the almost complete convergence of conditional density func-
tion for surrogated scalar response variable given a functional random by using validation
sample set. In addition, we show the performance of our estimator f̂ x

R(y) than f̂ x
V (y) to

reduce RMSE by using the simulated data. This confirms that our estimator is a good alter-
native to the f̂ x

C(y) estimator (see Ferraty and Vieu, 2006) when we lack complete data.

Proof of Theorem

We note that :

i ∈V ⇒ i ∈ {1, .....,n} , and j ∈ V̄ ⇒ j ∈ {n+1, .....,N} .

We can write

f̂ x
R(y)− f x

Y (y) = ∑
i∈V

Ωi(y)W1,n,i(x)− ∑
i∈V

f Xi,Ỹi
Y (y)W1,n,i(x)

− ∑
j∈V̄

f
X j ,Ỹ j
Y (y)W1,n, j(x)+ ∑

j∈V̄

L(X j,Ỹj)W1,n, j(x)

+
N

∑
i=1

f Xi,Ỹi
Y (y)W1,n,i(x)− f x

Y (y).

= E1 +E2 +E3,

with 

E1 = ∑
i∈V

(
Ωi(y)− f Xi,Ỹi

Y (y)
)

W1,n,i(x),

E2 = ∑
j∈V̄

(
L(X j,Ỹj)− f Xi,Ỹi

Y (y)
)

W1,n, j(x),

E3 =
N

∑
i=1

(
f Xi,Ỹi
Y (y)− f x

Y (y)
)

W1,n,i(x).

And
Ωi(y) = g−1K0(g−1(y−Yi)).

Furthermore, we put

∆i(x) =
K
(

d(Xi,x)
h

)
E
[

K
(

d(Xi,x)
h

)] ,
and we define 

r̂1(x) =
1
n ∑

i∈V
∆i(x),

r̃1(x) =
1
N

N

∑
i=1

∆i(x),

r̂2(x,y) =
1
n ∑

i∈V

(
Ωi(y)− f Xi,Ỹi

Y (y)
)

∆i(x),

r̂3(x) =
1
N

N

∑
i=1

(
f Xi,Ỹi
Y (y)− f x

Y (y)
)

∆i(x).
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By the definition of r̂1, r̃1, r̂2, and r̂3 we have:

E1 =
1

r̂1(x)
(r̂2(x,y)−E(r̂2(x,y)))+

E(r̂2(x,y))
r̂1(x)

,

and

E3 =
1

r̃1(x)
(r̂3(x,y)−E(r̂3(x,y)))+

E(r̂3(x,y))
r̃1(x)

.

The numerators in this decomposition will be treated directly by using Lemma 6.2 and
Lemma 6.3 below, while the denominators are treated directly by using Lemma 6.1 together
with part i) of Proposition A.6 defined in p232 of Ferraty and Vieu, 2006. For the term E2
will be treated by using Lemma 6.4.
Finally, the Theorem 3.2 is consequence of the following intermediate results

Lemma 5.1 Under the hypotheses (H1) and (H3)-(H5), we have

sup
x∈SF

|r̂1(x)−1|= Oa.co.


√√√√ψSF

(
logn

n

)
nφ(h)

 ,

and
∞

∑
n=1

P
(

inf
x∈SF

r̂1(x)<
1
2

)
< ∞.

The Proof of this Lemma is detailed in [?]

Lemma 5.2 Under the hypotheses (H1),(H2) and (H4)-(H5), we have

sup
x∈SF

sup
y∈SR

|E[r̂2(x,y)]|= O
(

gβ2
)
,

and
sup

x∈SF

sup
y∈SR

|E[r̂3(x,y)]|= O
(

hβ1
)
.

Proof of Lemma 5.2

By stationarity, we have

|E[r̂2(x,y)]| =
∣∣∣E[∆1(x)E

[(
Ω1(y)− f X1,Ỹ1

Y (y)
)
|X1

]]∣∣∣
=
∣∣∣E[∆1(x)E [Ω1(y)|X1]−E[ f X1,Ỹ1

Y (y)|X1]
]∣∣∣

=
∣∣∣E[1IB(x,h)(X1)∆1(x)E [Ω1(y)|X1]− f X1

Y (y)
]∣∣∣ .

The fact that
∫
R K0(u)du = 1 allows us to write:

E [Ω1(y)|X1]− f X1
Y (y) =

∫
R

g−1K0
(
g−1(y−u)

)(
f X1
Y (y)− f X1

Y (u)
)

du

=
∫
R

K0(v)
(

f X1
Y (y)− f X1

Y (y− vg)
)

dv
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Thus, under (H3) we obtain uniformly

∣∣∣E [Ω1(y)|X1]− f X1
Y (y)

∣∣∣≤Cgβ2 .

Hence, we get

∀x ∈ SF , |E[r̂2(x,y)]| ≤Cgβ2 .

|E[r̂3(x,y)]| =
∣∣∣E[∆1(x)E

[(
f Xi,Ỹi
Y (y)− f x

Y (y)
)
|X1

]]∣∣∣
= E

[
1IB(x,h)(X1)∆1(x)

∣∣∣ f X1
Y (y)− f x

Y (y)
∣∣∣]≤Chβ1 .

Lemma 5.3 Under the assumptions of the Theorem, we have

sup
x∈SF

sup
y∈SR

|r̂2(x,y)−E[r̂2(x,y)]|= Oa.co.


√√√√ψSF

(
logn

n

)
ngφ(h)

 ,

and

sup
x∈SF

sup
y∈SR

|r̂3(x,y)−E[r̂3(x,y)]|= Oa.co.


√√√√ψSF

(
logN

N

)
Ngφ(h)

 .

Proof of Lemma 5.3

We treat only the first case, the second result can be treated by the same arguments.
Firstly, we simplify the notation by denoting for all i = 1, . . . ,n, by

Ki(x) = K(h−1d(x,Xi)).

Observe that, according to (H1) and (H3) we have

∀x ∈ SF Cφ(h)< E[K1(x)]<C′
φ(h). (13)

Next, we denote by x1, . . . ,xNε (SF ) an ε-net (see Kolomogorov and Tikhomirov (1959))
for SF and by t1, . . . , tdn some ln-net for the compact SR . Furthermore, for all x in SF and y
in SR we put

k(x) = arg min
k∈{1,2,...,Nε (SF )}

d(x,xk) and j(y) = arg min
j∈{1,2,...,dn}

|y− t j|.
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Now, we fix ε = logn
n and ln = n−2γ−1 and we use the following decomposition

|r̂2(x,y)−E[r̂2(x,y)]| ≤ sup
x∈SF

sup
y∈SR

∣∣r̂2(x,y)− r̂2(xk(x),y)
∣∣︸ ︷︷ ︸

T1

+ sup
x∈SF

sup
y∈SR

∣∣r̂2(xk(x),y)− r̂2(xk(x), t j(y))
∣∣︸ ︷︷ ︸

T2

+ sup
x∈SF

sup
y∈SR

∣∣r̂2(xk(x), t j(y))−E[r̂2(xk(x), t j(y))]
∣∣︸ ︷︷ ︸

T3

+ sup
x∈SF

sup
y∈SR

∣∣E[r̂2(xk(x), t j(y))]−E[r̂2(xk(x),y)]
∣∣︸ ︷︷ ︸

T4

+ sup
x∈SF

sup
y∈SR

∣∣E[r̂2(xk(x),y)]−E[r̂2(x,y)]
∣∣︸ ︷︷ ︸

T5

.

For the term T1 we employ the Lipschitzianity of the kernel K on [0,1] which gives

T1 ≤ C
n

n

∑
i=1

Zi with Zi =
ε

hgφ(h)
1IB(x,h)∪B(xk(x),h)(Xi),

Therefore, it is clear that the assumption (H3) permits to write that

Z1 = O
(

ε

hφ(h)

)
, E[Z1] = O

(
ε

hg

)
and var(Z1) = O

(
ε2

h2g2φ(h)

)
.

So, we get

E(| Z1 |m)≤
Cεm

hmgmφ(h)m−1 . (14)

By using the result (10) together with the definition of ε we have for n large enough:

ε

hg
≤C.

So, we get:

E(| Z1 |m)≤
Cεm−1

hm−1gm−1φ(h)m−1 .

Now, by applying Corollary A.8 in Ferraty and Vieu (2006) with a2 =
ε

hgφ(h)
, we get:

1
n

n

∑
i=1

Zi = EZ1 +Oa.co.

(√
ε logn

nghφ(h)

)
.

Finally, applying (14) for m = 1 one gets

T1 = O(
ε

hg
)+Oa.co.

(√
ε logn

nhgφ(h)

)
.
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By (10) and the definition of ε for n large enough :

C
(logn)2

(ngφ(h))2 ≥ ε logn
nhgφ(h)

Using (H4b) together with (11) and the fact that:

{∣∣∣∣∣1n n

∑
i=1

Zi

∣∣∣∣∣>
√

ψSF
(ε)

ngφ(h)

}
⊂

{∣∣∣∣∣1n n

∑
i=1

Zi

∣∣∣∣∣>
√

C(logn)2

(ngφ(h))2

}
,

we get

T1 = Oa.co.

(√
ψSF

(ε)

ngφ(h)

)
. (15)

Thus, by Assumption (H4b) we deduce that

T1 = Oa.co.

(√
ψSF

(ε)

ngφ(h)

)
and T5 = O

(√
ψSF

(ε)

ngφ(h)

)
. (16)

We use the same ideas to treat R2. In fact, we use the Lipschitz condition on the kernel
K and the assumption (H2) to write that

∣∣r̂2(xk(x),y)− r̂2(xk(x), t j(y))
∣∣ ≤ C

n φ(h)

n

∑
i=1

Ki(xk(x))
(∣∣Ωi(y)−Ωi(t j(y))

∣∣
+| f Xi,Ỹi

Y (y)− f Xi,Ỹi
Y (y)|

)
≤ C

n

n

∑
i=1

Zi,

where Zi =
lnKi(xk(x))1IB(xk(x),h)(Xi)

g2 φ(h)
.

It is clear that the assumption (H3) permits to write that

Z1 = O
(

ln
g2φ(h)

)
, E[Z1] = O

(
ln
g2

)
and var(Z1) = O

(
l2
n

g4φ(h)

)
.

Invoking the same idea in (15), allows to get:

T2 = Oa.co.

(√
ψSF

(ε)

gnφ(h)

)
and T4 = O

(√
ψSF

(ε)

gnφ(h)

)
. (17)
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It remains to evaluate R3. Indeed, we write

P

(
T3 > η

√
ψSF

(ε)

n φ(h)

)

= P

(
max

j∈{1,2,...dn}
max

k∈{1,...,Nε (SF )}

∣∣r̂2(xk, t j)−Er̂2(xk, t j)
∣∣> η

√
ψSF

(ε)

nφ(h)

)

≤ dnNε(SF ) max
j∈{1,2,...,dn}

max
k∈{1,...,Nε (SF )}

P

(∣∣r̂2(xk, t j)−Er̂2(xk, t j)
∣∣> η

√
ψSF

(ε)

n φ(h)

)

≤ dnNε(SF ) max
j∈{1,2,...,dn}

max
k∈{1,...,Nε (SF )}

P

(∣∣∣∣∣1n n

∑
i=1

Γi

∣∣∣∣∣> η

√
ψSF

(ε)

n φ(h)

)
.

Where

Γi =
1

E[K1(x)]

[
Ki(xk)(Ωi(t j)− f Xi,Ỹi(t j))−E

(
Ki(xk)(Ωi(t j)− f Xi,Ỹi(t j))

)]
.

It follows, from the fact that the kernel K and K0 and f Xi,Ỹi are bounded, that

E|Γi|2 ≤C (φ(h))−1.

Thus, we apply the Bernstein exponential inequality, we obtain for all j ≤ dn, that

P

(∣∣r̂2(xk, t j)−Er̂2(xk, t j)
∣∣> η

√
ψSF

(ε)

nφ(h)

)
≤ 2exp

{
−Cη

2
ψSF

(ε)
}
.

Therefore, by choosing Cη2 = β , and using the fact that dn = O(l−1
n ), we conclude that

dnNε(SF ) max
j∈{1,2,...,dn}

max
k∈{1,...,Nε (SF )}

P

(∣∣r̂2(xk, t j)−Er̂2(xk, t j)
∣∣> η

√
ψSF

(ε)

nφ(h)

)

≤C′dn (Nε(SF ))1−Cη2
.

Finally, we obtain

T3 = Oa.co.

(√
ψSF

(ε)

n1−γ φ(h)

)
(18)

For the term r̂3(x,y)−E[r̂3(x,y)]. First we fix ε = logN
N and lN = N−2γ−1.

Using the decomposition and invoking the same arguments as for the proof of r̂2(x,y)−
E[r̂2(x,y)], we get:

sup
x∈SF

sup
y∈SR

|r̂3(x,y)−E[r̂3(x,y)]|= Oa.co.


√√√√ψSF

(
logN

N

)
Ngφ(h)

 .
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Lemma 5.4 Under the assumptions of Theorem (H1)-(H6), we have ∀ j ∈ V̄

sup
x∈SF

sup
y∈SF

| f Ỹ j ,X j(y)−L(X j,Ỹj)|= O(hβ1)+Oa.co.


√√√√ψSF

(
logn

n

)
nφ(h)φ(b)



+Oa.co.


√√√√ψSF

(
logn

n

)
ngφ(b)φ(h)

 .

To simplify we put X j = x and Ỹj = ỹ.

Proof of Lemma 5.4

The proof is based on the following decomposition

L(x,y, ỹ)− f Xi,ỹi
Y (y) =

1
L1(x, ỹ)

[
L2(x,y, ỹ)−E[L2(x,y, ỹ)]

]

+
1

L1(x, ỹ)

[
E[L2(x,y, ỹ)]− f Xi,Ỹi

Y (y)
]
+[1−L1(x, ỹ)]

f Xi,Ỹi
Y (y)

L1(x, ỹ)
.

Where

L1(x, ỹ) =
1

nE[K(h−1d(x,X1))K(b−1(ỹ− Ỹ1))]
∑
i∈V

K(h−1d(x,Xi))K(b−1(ỹ− Ỹi)),

and

L2(x,y, ỹ) =
1

nE[K(h−1d(x,X1))K(b−1(ỹ− Ỹ1))]
∑
i∈V

K(h−1d(x,Xi))K(b−1(ỹ− Ỹi))Ωi(y).

|L1(x, ỹ)−E[L1(x, ỹ)]| ≤ sup
x∈SF

sup
ỹ∈SR

|L1(x, ỹ)−L1(xk, ỹ)|︸ ︷︷ ︸
R1

+ sup
x∈SF

sup
ỹ∈SR

∣∣L1(xk, ỹ)−L1(xk, t j(ỹ))
∣∣︸ ︷︷ ︸

R2

+ sup
x∈SF

sup
ỹ∈SR

∣∣L1(xk, t j(ỹ))−E[L1(xk, t j(ỹ))]
∣∣︸ ︷︷ ︸

R3

+ sup
x∈SF

sup
ỹ∈SR

∣∣E[L1(xk, t j(ỹ))]−E[L1(xk, ỹ)]
∣∣︸ ︷︷ ︸

R4

+ sup
x∈SF

sup
∈SR

|E[L1(xk, ỹ)]−E[L1(x, ỹ)]|︸ ︷︷ ︸
R5

.
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For the term R1 we employ the Lipschitzianity of the kernel K on [0,1] with (H1) and
(H2) lead directly

R1 ≤ C
n

n

∑
i=1

Zi with Zi =
ε

hφ(h)φ(b)
1IB(x,h)∪B(xk(x),h)(Xi)1I{Y≤ỹ≤Y+b},

It is clear that the assumption (H3) permits to write that

Z1 = O
(

ε

hφ(h)

)
, E[Z1] = O

(
ε

h

)
and var(Z1) = O

(
ε2

h2φ(b)φ(h)

)
.

By using the same steps as (15) we get

R1 = Oa.co.

(√
ψSF

(ε)

nφ(h)φ(b)

)
and R5 = O

(√
ψSF

(ε)

nφ(h)φ(b)

)
. (19)

We use the same ideas to treat R2. In fact we use the Lipschitz condition on the kernel
K and the assumption (H2) to write that∣∣L1(xk(x), ỹ)−L1(xk(x), t j(ỹ))

∣∣ ≤ C
nφ(h)φ(b)

n

∑
i=1

Ki(xk(x))
(∣∣Ki(ỹ)− ki(t j(ỹ))

∣∣
≤ C

n

n

∑
i=1

Zi,

where Zi =
wnKi(xk(x))1IB(xk(x),h)(Xi)1I{Y≤ỹ≤Y+b}

bφ(h)φ(b)
.

It is clear that the assumption (H3) permits to write that

Z1 = O
(

wn

bφ(b)φ(h)

)
, E[Z1] = O

(wn

b

)
and var(Z1) = O

(
w2

n

b2φ(b)φ(h)

)
.

Similarly, as previously we get

R2 = Oa.co.

(√
ψSF

(ε)

nφ(b)φ(h)

)
and R4 = O

(√
ψSF

(ε)

nφ(b)φ(h)

)
. (20)

It remains to evaluate R3. Indeed, we write

P

(
R3 > η

√
ψSF

(ε)

n φ(b)φ(h)

)

= P

(
max

j∈{1,2,...dn}
max

k∈{1,...,Nε (SF )}

∣∣L1(xk, t j(ỹ)−EL1(xk, t j(ỹ)
∣∣> η

√
ψSF

(ε)

nφ(b)φ(h)

)

≤ dnNε(SF ) max
j∈{1,2,...,dn}

max
k∈{1,...,Nε (SF )}

P

(∣∣L1(xk, t j(ỹ)−EL1(xk, t j(ỹ)
∣∣> η

√
ψSF

(ε)

n φ(b)φ(h)

)

≤ dnNε(SF ) max
j∈{1,2,...,dn}

max
k∈{1,...,Nε (SF )}

P

(∣∣∣∣∣1n n

∑
i=1

Γi

∣∣∣∣∣> η

√
ψSF

(ε)

n φ(b)φ(h)

)
.
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Where
Γi =

1
E[K1(x)K1(ỹ)]

[
Ki(xk)(Ki(t j(ỹ))−E (Ki(xk)Ki(t j))

]
.

It follows from the fact that the kernel K is bounded , that E|Γi|2 ≤ C (φ(b)φ(h))−1.
Thus, we apply the Bernstein exponential inequality we obtain for all j ≤ Nε(SF ), that

P

(∣∣L1(xk, t j(ỹ)−EL1(xk, t j(ỹ))
∣∣> η

√
ψSF

(ε)

nφ(b)φ(h)

)
≤ 2exp

{
−Cη

2
ψSF

(ε)
}
.

Therefore, by choosing Cη2 = β , and using the fact that dn = O(w−1
n ), we conclude that

dnNε(SF ) max
j∈{1,2,...,dn}

max
k∈{1,...,Nε (SF )}

P

(∣∣L1(xk, t j)−EL1(xk, t j)
∣∣> η

√
ψSF

(ε)

nφ(b)φ(h)

)

≤C′dn (Nε(SF ))1−Cη2
.

Finally, using (H5) and (12) we obtain

R3 = Oa.co.

(√
ψSF

(ε)

nφ(b)φ(h)

)
. (21)

By using the same decomposition:

|L2(x,y, ỹ)−E[L2(x,y, ỹ)]| ≤ sup
x∈SF

sup
y∈SR

|L2(x,y, ỹ)−L2(xk,y, ỹ)|︸ ︷︷ ︸
S1

+ sup
x∈SF

sup
y∈SR

∣∣L2(xk,y, ỹ)−L2(xk, t j(y), ỹ)
∣∣︸ ︷︷ ︸

S2

+ sup
x∈SF

sup
y∈SR

∣∣L2(xk, t j(y), ỹ)−E[L2(xk, t j(y), ỹ]
∣∣︸ ︷︷ ︸

S3

+ sup
x∈SF

sup
y∈SR

∣∣E[L2(xk, t j(y), ỹ]−E[L2(xk,y, ỹ)]
∣∣︸ ︷︷ ︸

S4

+ sup
x∈SF

sup
y∈SR

|E[L2(xk,y, ỹ)]−E[L2(x,y, ỹ)]|︸ ︷︷ ︸
S5

.

So as before we get:

S1 = Oa.co.

(√
ψSF

(ε)

ngφ(h)φ(b)

)
and S5 = O

(√
ψSF

(ε)

ngφ(h)φ(b)

)
. (22)

And

S2 = Oa.co.

(√
ψSF

(ε)

ngφ(b)φ(h)

)
and S4 = O

(√
ψSF

(ε)

ngφ(b)φ(h)

)
. (23)
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And

S3 = Oa.co.

(√
ψSF

(ε)

ngφ(b)φ(h)

)
. (24)

|E[L2(x,y, ỹ)]− f x(y)|

≤C E
[∣∣∣∣K( d(x,X1)

h )K( ỹ−Ỹ1
b )E

[
1
g K0

(
ỹ− Ỹ1

g

)
− f X1,Ỹ1

Y (y)|
(
X1,Ỹ1

)∣∣∣∣]]
≤C E

[∣∣∣∣K( d(x,X1)
h )K( ỹ−Ỹ1

b )E
[

1
g K0

(
ỹ− Ỹ1

g

)
|
(
X1,Ỹ1

)]
− f X1,Ỹ1

Y (y)
∣∣∣∣]

Moreover, by change of variable:

E
[

g−1K0

(
y−Y1

g

)
|
(
X1,Ỹ1

)]
=
∫
R

K0(u) f X1,Ỹ1
Y (y−ug)du.

Finally, by (H2) we get:∣∣∣E[L2(x,y, ỹ)]− f Xi,Ỹi
Y (y)

∣∣∣= O(gβ1). (25)

So, The Lemma 5.4 can be easily deduced from (19), (20), (22), (23), (24) and (25). □
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Models for survey nonresponse and bias adjustment techniques 

H. Öztaş Ayhan1

Abstract 

Survey statisticians have been dealing with the issues of nonresponse in sample surveys for 
many years. Due to the complex nature of the mechanism, so far it has not been easy to find 
a general solution to this problem. In this paper, several aspects of this topic will be 
elaborated on: the survey unit nonresponse bias has been examined alternatively by taking 
response amounts which are fixed initially and also by taking the response amounts as 
random variables. An overview of the components of the bias due to nonresponse will be 
performed. Nonresponse bias components are illustrated for each alternative approach and 
the amount of bias was computed for each case. 

Key words: response rate, nonresponse bias, nonresponse rate, sample survey, survey error. 

1. Introduction

During many past studies, the evaluation of the nonresponse bias was based on
presenting the nonresponse error in the form of nonresponse rates. However, 
nonresponse bias may not be related to the response or nonresponse rates of a given 
study. Increasing response rate (decreasing nonresponse rate) may not always 
correspond to decreasing nonresponse bias for a given study (Groves and Couper, 
1998). 

On the other hand, in many studies in the past, the term “bias” was interpreted 
differently from, how we evaluate the “statistical bias”. The arguments have gone even 
to far to suggest that, the bias can be obtained within the available inside information 
on a given sample. However, there are few studies that mentioned statistical bias, which 
is based on the differences between the “expected value of all possible sample estimates” 
from the “corresponding parameter” Bethlehem and Kersten (1985), Groves et al. 
(2002), Keser (2011), Kish (1995), Moser and Kalton (1979), Lindström et al. (1979), 
and Lindström (1983). Since, we can only afford to select one sample for a given study, 

1  Professor Emeritus, Department of Statistics, METU, Ankara, Turkey. E-mail: oayhan@metu.edu.tr. 
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© H. Öztaş Ayhan. Article available under the CC BY-SA 4.0 licence 



140        H. Öztaş Ayhan: Models for survey nonresponse and bias…

in this case “the parameter” and “other sample estimates” will also be unknown. 
Furthermore, by using certain rules during the field operation, the amount of 
nonresponse can be determined after the fieldwork. Consequently, the amount of 
nonresponse is only fixed when the field operation is completed. 

Alternatively, the amount of nonresponse is unknown before the fieldwork and 
therefore initially it can be evaluated as a random variable. 

The objective of this research is to formulate basic computation of response and 
nonresponse models. The study also aims to present and discuss alternative response/ 
nonresponse models (fixed response model and random response model). In addition 
to these, it is aimed to present and compare the alternative bias adjustment techniques 
for diffferent models. 

The impact of nonresponse on the estimators have been examined under two 
alternative approaches. These are the “fixed response model” and the “random response 
model” (Lindström et al. 1979). Most of the past research is based on assuming that the 
response and nonresponse amounts are fixed before the survey. Therefore, these studies 
have used the following nonresponse bias evaluation.  

2. Taking response amounts which are fixed initially

The fixed response model assumes the population to consist of two mutually
exclusive and exhaustive strata: the response stratum and the nonresponse stratum. If 
selected in the sample, elements in the response stratum will participate in the survey 
with certainty and elements in the nonresponse stratum will not participate with 
certainty (Bethlehem, 2009). 

The population size of N can artificially be divided into response and nonresponse 
stratum. We can use the following form ( NNR ii  ) of the rate and the size 

( 



J

j
iji NN

1

) to illustrate the mechanism, where i = 1, 2.  

Response rate: NNR 11  and  Nonresponse rate: NNR 22     (1) 

NNN  21 ,  121  RR ,  21)1( RR  (2) 

The survey data will only be collected for the response strata. The response strata 
will have the mean 1  which is based on the 1N  observations.  

Response stratum mean will be, 







 




1

1
1

1
11

N

j
jXN .  (3)
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Nonresponse stratum mean will be, 







 




2

1
2

1
22

N

j
jXN .   (4) 

Population mean will be, 







 




N

j
jXN

1

1 . (5) 

Household and individual response and nonresponse rates are computed on the 
basis of the methodology which was proposed by Ayhan (2017). 

 
In a similar way, the sample size of n can artificially be divided into response and 

nonresponse stratum. We can use the following form ( nnr ii  ) of the rate and the 

size ( 



J

j
iji nn

1

) to illustrate the mechanism, where i = 1, 2.  

For one-stage sample selection, which can be based on household selection; 

Response rate: nnr 11                            (6) 
Nonresponse rate: nnr 22                           (7) 

nnn  21 ,  121  rr ,  21 )1( rr             (8) 

Household response rate (HRR) is computed as the ratio of ( nn /1 ) from the 
selected sample. Household nonresponse rate (HNRR) can be taken as the complement 
of the household response rate (HRR), for first stage sample selection. 

𝐻𝑜𝑢𝑠𝑒ℎ𝑜𝑙𝑑 𝑆𝑢𝑟𝑣𝑒𝑦𝑅𝑅 ൌ
௡భ
௡

              (9) 
HNRR = ( nn /2 ) = 1 – HRR = [1 – ( nn /1 )]        (10) 

For two-stage sample selection, which can be based on household survey (𝑛௜/𝑛) 
and individual person (𝑚௜ 𝑚⁄ ) selections, as a product; 

Household response rate, HRR = nn /1           (11)  
Individual response component, IRC = mm1                 (12)  
Individual response rate, IRR = (HRR)(IRC) = ))(( 11 mmnn     (13)  

Individual nonresponse rate (INRR) is calculated by the multiplication of household 
nonresponse rate and individual nonresponse component. Individual nonresponse 
component is calculated by taking nonrespondent individuals ( 2m ) over enumerated 
individuals ( m ).  

Household response rate (HRR) is computed as the ratio of ( nn /1 ) from the 
selected sample. Individual response rate (IRR) is calculated by the multiplication of 
household response rates and individual response component. Individual response 
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component is calculated as respondent individuals ( 1m ) over, enumerated individuals 
( m ). These calculations are given with the following formulas. 

𝐼𝑛𝑑𝑖𝑣𝑖𝑑𝑢𝑎𝑙 𝑆𝑢𝑟𝑣𝑒𝑦 𝑅𝑅 ൌ
௡భ
௡

௠భ

௠
  (14) 

𝐼𝑛𝑑𝑖𝑣𝑖𝑑𝑢𝑎𝑙 𝑆𝑢𝑟𝑣𝑒𝑦 𝑁𝑅𝑅 ൌ
௡మ
௡

௠మ

௠
  (15) 

Individual nonresponse component, INRC = mm2   (16) 

Individual nonresponse rate, INRR = (HNRR)(INRC) = ))(( 22 mmnn    (17) 

For two-stage sample selection, individual survey response rate and individual 
survey nonresponse rate cannot be simple complements. 

That is, [ ))(( 11 mmnn ]  ≠  1 – [ ))(( 22 mmnn ].         (18) 

When 1n  and 2n   are taken as fixed, where n
N

N
n 1

1    and  n
N

N
n 2

2    then 

    n
N

N
nxEnE 1

111 |      and       n
N

N
nxEnE 2

222 |      (19) 

Moser and Kalton (1979), Ayhan (1981), and Bethlehem and Kersten (1985) stated 
that, the bias of nonresponse occurs when the response stratum mean 1  is used 
instead of the total population mean  . The source of nonresponse bias is based on 
the use of  

 )( 1xELim Nn  instead of  )(xELim Nn , (20) 

where  )( 1xELim Nn  but 11)(  xELim Nn . (21) 

The nonresponse bias due to the use of response stratum mean will be, 

)()( 2211111  RRxB  (22) 

  2211 )1(  RR  )( 212   R    (23) 

where  𝜇 ൌ ሺ𝑅ଵ𝜇ଵ ൅ 𝑅ଶ𝜇ଶሻ  and  ሺ1 െ 𝑅ଵሻ ൌ 𝑅ଶ 

The effect of bias is based on the amount of nonresponse rate and the difference 
between the response and nonresponse strata means. Detailed derivations of the proof 
are available by Moser and Kalton (1979) and Ayhan (1981). 
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3.  Taking response amounts as random variables 

Survey nonresponse components and issues of bias have been examined by 
Bethlehem and Kersten (1985), Bethlehem and Keller (1987) and Bethlehem (2002 & 
2009).  

The random response model assumes every element in the population to have an 
unknown response probability. If an element is selected in the sample, a random 
mechanism is activated that results with a given probability in response and with 
a complement probability in nonresponse (Bethlehem, 2009). 

In order to consider the response amounts as random variables we have proposed 
the following set of formulations; 

Define 212
2

1
1 , NNN

N

N

N

N
    (24) 

Let  212
2

1
1 ,ˆ nnnx

n

n
x

n

n
  (25) 

         222111 |
1

|
1

ˆ nxEnE
n

nxEnE
n

E         (26) 

 



  2

2
1

11 
N

N
n

N

N
n

n
 2

2
1

1 
N

N

N

N
     (27) 

Putting the two strata together and draw a random sample of size n. Let 1n  fall into 
stratum 1, and  2n  fall in stratum 2, nnn  21 .  

Then 














 

N

NN

n
N

N
n

N

N
n

n

xnxn
E 2211

2
2

1
1

2211  

 (28) 
  111 | nxE     and     222 | nxE                                                 (29) 

 
When nonresponse occurs at random, it reduces to a single sample situation with 

sample size n in which case 1x  is estimating  . 
There is a real problem with the methodology as follows: Let x  be the sample 

mean.  
Then,   xE  or   XxE    and                                                                    (30) 

 
n

xV
2

    or     





 

N

n

n

S
xV 1

2

                  (31) 
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Only if  n  is fixed a priori. If  n  is a random, the results are different: 

     nxEnExE |   (32) 

     nxEnExE |222  (33) 

In this case, 1n  (responses) and  2n (nonresponses) and

nnn  21 (34) 

n is the sample size, are both subject to (34). Therefore, the results in (31) are not 
applicable. In fact, 1n  (or 2n ) has a binomial distribution with,  

   NNnnE 11   (35) 

Here, NN1  is the proportion of responses in the population.  

The difficulty is that, the value of 1N  is not known. If one estimates NN1  by
nn1 , then     111 nnnnnE    (does not make sense, since the expected value of a

random variable cannot be the random variable itself), and that is where the difficulty 
is. Knowing 1n  a priori which is untenable. 

NNN  21   Here, 2N  are presumed to be nonresponses; 

    2211  NNNN  .   (36) 

A sample of size n is available with 1n  responses (random 1n ) and 2n
nonresponses;   

21 nnn  . (37) 

Assuming N is very large and sampling is done without replacement, nn1  is 
a binomial variate with   NNnnE 11   (Tiku, 1964).

  2
2

1
1

11
1

1
1 

N

N

N

N
nxE

n

n
Ex

n

n
E 















  (38) 

  222
2

1  R
N

N
xBias  . (39)
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 If we replace the random variable nn1  by its expected value NN1  which is 
mathematically naive, 

1
1

1
1

1
1 

N

N
x

N

N
Ex

n

n
E 













   (40) 

 Consequently, 11)( xE ;  

 The bias is,       





  2

2
1

1
111 

N

N

N

N
xExBias  

     21221
2   R

N

N
;     (41) 

 This is however a very naive approximation. 

The variance  of  1
1 x

n

n
  is   






 








N

N

n

S

N

N
V 1

2
11

1
1 1x 

n

n
.       (42) 

Remark: You may notice that, equations (39) and (41) are very different from one 
another. While equation (39) is mathematically correct, equation (41) is suspicious. 
The only common ground is when ,0,..,0 22  NeiNN  in which case both
equations (39) and (41)  are equal to zero. Since 1n  is a random variable, the sampling 
variance of the mean for response stratum is, 

  













 

1

1
2

1
1

1
1x

n
E

N

N

n

S
V . (43) 

Thus 1x  is not an attractive estimator since 01 n  has to be included in which 
case the Binomial has to be truncated. 







  2

2
1

1 
N

N

N

N
   and 1

1
1

1 
N

N
x

n

n
E 






   (44) 

1
1

1

x
n

n

N

N
 is  an unbiased estimator of 1 .  (45) 









 1

1

1

x 
n

n

N

N
E is     21

2
2

2
1

1
11  






 

N

N

N

N

N

N .  (46) 

 Bias in 1
1

1

x
n

n

N

N
 is   21

2  
N

N
. (47)
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4. Bias Adjustment Procedures

A recent research on the survey nonresponse bias adjustment has been proposed
by Ayhan (2017). The results have shown the effect of nonresponse and callbacks on 
the estimation of survey nonresponse bias. The following remedies can also be used to 
adjust the nonresponse error which has occurred in a given survey. Due to the available 
means, we cannot elaborate any further for the all possible survey situations.  

4.1.  Use of auxiliary information from subsampled nonrespondents 

The nonresponse bias of the stratum mean estimator is, 

)()( 221111  RRxB    (48) 

The design mean can be evaluated as, 

2211ˆ  RxR   (49) 

Since 2  is not known, the sample estimator will take the following form, 

*
2211

2

1

xRxRxRx
i

iiw  


  (50) 

where  







 




J

j
jXnx

1
1

1
11  and 








 




J

j
jXnx

1
2

1
22  is unknown. By taking a random 

subsample of size 2m , a new estimator of the nonresponse stratum mean will take the 

following form, where )( 22 nfm b . 

2
1

2
1

2
*
2 ̂








 




J

j
jXmx   and 2

*
2 )( xE    (51) 

Here bf  is the subsampling rate from the nonresponse stratum and can be taken as

05.0bf . The expected value of the subsample estimator will be, 

2
*
2 )(  xELim Nn . 

On the other hand, the desired estimator of the sample mean is, 







 




J

j
jXnx

1

1

4.2.  Domain based weighting adjustments for nonresponse 

For the domain–based weighting adjustments for nonresponse, we have proposed 
the following set of formulations. The probability of selection of the overall sample is 
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obtained simply by the sampling fraction of the selected sample FXxf 1  for 
the total sample. On the other hand, after using some method of stratification, the 
sampling fraction of any strata is  iiii FXxf 1 . 

Design weights (Ayhan 1991 and Verma 1991) for non self-weighting sample 
designs can be computed for each domain i with the same probability of selection ip .

For a combined ratio mean 
H

i
i

H

i
i XYXY , which is estimated by   


H

i
i

H

i
i xyxy̂  .  (52) 

On the other hand, for a separate ratio mean i

H

i
iw W   , estimated by

 
H

i
iiii

H

i
iw xyWW  ˆˆ .   (53) 

The weight        ii

H

i
ii

H

i
ii PPpxXpxXxxW 0

11




 


 (54) 

where    xxW
H

i
ii 

1

Here, 0P has been computed to adjust the overall weighted and unweighted sample 
to be the same. In addition, a weighting procedure for nonresponse is also essential for 
self-weighting and nonself-weighting sample design outcomes (Ayhan 2003). 

Here ii RRW 0
*    where iii xxR * is the response rate in domain i.      (55) 

The overall response rate )( 0R for the design can be computed as, 

   


I

i
iii

I

i
ii RxWxWR

11
0 /   (56) 

where 0R is used to adjust the sample sizes to be the same,   xxWW
I

i
iii 

1

* .   (57)

5. Conclusions

The evaluation of the nonresponse bias as nonresponse error or nonresponse rate
was misleading. The nonresponse bias may seem to be related to the response rates for 
a given study. Increasing response rate may not always correspond to decreasing 
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nonresponse bias for a given study. This paper has shown alternative approaches to 
nonresponse bias. In addition to this, the causes of the nonresponse bias can also be 
obtained from empirical studies of components and models relating to the covariates 
of survey participation and non-participation.  

The current research examined the response amounts as fixed initially. The 
proposed methodology has shown the effect of bias of nonresponse which is based as 
the product of “amount of nonresponse rate” and the “difference between the response 
and nonresponse strata means” [ 𝐵ሺ�̄�ଵሻ )( 212   R ]. 

When the response amounts are taken as random variables, the nonresponse bias 
has provided the same solution [ 𝐵ሺ�̄�ଵሻ ൌ 𝑁ଶ/𝑁 ሺ𝜇ଵ െ 𝜇ଶሻ]. 

A recent research on the survey nonresponse bias adjustment has been proposed 
by Ayhan (2017). The current study has examined the nonresponse bias adjustment by 
using additional auxiliary information from the subsampled nonrespondents. An 
alternative approach was also used by domain–based weighting adjustments for 
nonresponse. 
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Quality adjusted GEKS-type indices for price
comparisons based on scanner data

Jacek Białek1

Abstract

A wide variety of retailers (supermarkets, home electronics, Internet shops, etc.) provide 
scanner data containing information at the level of the barcode, e.g. the Global Trade Item 
Number (GTIN). As scanner data provide complete transaction information, we may use the 
expenditure shares of items as weights for calculating price indices at the lowest (elementary) 
level of data aggregation. The challenge here is the choice of the index formula which should 
be able to reduce chain drift bias and substitution bias. Multilateral index methods seem to be 
the best choice due to the dynamic character of scanner data. These indices work on a whole-
time window and are transitive, which is key to the elimination of the chain drift effect. 
Following what is called an identity test, however, it may be expected that even when only 
prices return to their original values, the index becomes one. Unfortunately, the commonly 
used multilateral indices (GEKS, CCDI, GK, TPD, TDH) do not meet the identity test. The 
paper discusses the proposal of two multilateral indices and their weighted versions. On the 
one hand, the design of the proposed indices is based on the idea of the GEKS index. On the 
other hand, similarly to the Geary-Khamis method, it requires quality adjusting. It is shown 
that the proposed indices meet the identity test and most other tests. In an empirical and 
simulation study, these indices are compared with the SPQ index, which is relatively new 
and also meets the identity test. The analytical considerations as well as empirical studies 
confirm the high usefulness of the proposed indices.

Key words: scanner data, product classification, p roduct m atching, C onsumer P rice Index, 
multilateral indices, GEKS index.

1. Introduction

Scanner data have numerous advantages compared to traditional survey data collection
because such data sets are much bigger than traditional ones and they contain complete 
transaction information, i.e. information about prices and quantities at the lowest COICOP 
(Classification of Individual Consumption by Purpose) level. Scanner data contain expen-
diture information at the item level (i.e. at the retailer’s code or the Global Trade Article 
Number (GTIN) / European Article number (EAN) / Stock Keeping Unit (SKU) barcode 
level), which makes it possible to use expenditure shares of items as weights for calcu-
lating price indices at the lowest (elementary) level of data aggregation. Most statistical 
agencies use bilateral index numbers in the CPI measurement, i.e. they use indices which 
compare prices and quantities of a group of commodities from the current period with the
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corresponding prices and quantities from a base (fixed) period. A multilateral index is com-
piled over a given time window composed of T + 1 successive months (typically T = 12).
Multilateral price indices take as input all prices and quantities of the previously defined
individual products, which are available in a given time window, i.e. in at least two of its
periods. These methods are a very good choice in the case of dynamic scanner data, where
we observe a large rotation of products and strong seasonality (Chessa et al., 2017). More-
over, multilateral indices are transitive, which means in practice that the calculation of the
price dynamics for any two moments in the time window does not depend on the choice
of the base period. By definition, transitivity eliminates the chain drift problem which may
occur while using scanner data. The chain drift can be formalized in terms of the violation
of the multi period identity test. According to this test, one can expect that when all prices
and quantities in a current period revert back to their values from the base period, then the
index should indicate no price change and it equals one. Thus, multilateral indices are free
from the chain drift within a given estimation time window [0,T ]. Although Ivancic et al.
(2011) have suggested that the use of multilateral indices in the scanner data case can solve
the chain drift problem, most statistical agencies using scanner data still make use of the
monthly chained Jevons index (Chessa et al., 2017).

The Jevons (1865) index is an unweighted bilateral formula and it is used at the el-
ementary aggregation level in the traditional data collection. As the scanner data provide
information on consumption, it seems more appropriate to use weighted indices. Unfortu-
nately, bilateral weighted formulas do not take into account all information from the time
window, while the frequently chained weighted indices (even superlative) may generate
chain drift bias (Chessa, 2015) and therefore do not reflect a reasonable price change over
longer time intervals. For this reason, many countries have experimented with multilateral
indices or even implemented them for the regular production of price indices (Krsinich
(2014), Inklaar and Diewert (2016), Chessa et al. (2017); Chessa (2019), Diewert and Fox
(2018), de Haan et al. (2021)).

Following the so-called identity test (International Labour Office, 2004; von der Lippe,
2007), however, one may expect that even when only prices return to their original values
and quantities do not, the index becomes one. This test is quite restrictive for multilateral
indices and causes some controversy among price statisticians. Nevertheless, it is mentioned
among the axioms regarding multilateral indices both in the publications of the European
Commission and in journals from the area of official statistics (Zhang et al., 2019). Unfor-
tunately, the commonly used multilateral indices (GEKS, CCDI, GK, TPD, TDH) do not
meet the identity test. The main aim of the paper is to present and discuss the proposition
of two multilateral indices, the idea of which resembles the GEKS index, but which meet
the identity test and most of other axioms. The proposed indices are compared with the
multilateral SPQ index method, which is relatively new and also meets the identity test.

2. The list of considered multilateral price index methods

Multilateral index methods originate in comparisons of price levels across countries
or regions. Commonly known methods include the GEKS method (Gini, 1931; Eltetö and
Köves, 1964), the Geary-Khamis (GK) method (Geary, 1958; Khamis, 1972), the CCDI
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method (Caves et al., 1982) or the Time Product Dummy Methods (de Haan and Krsinich,
2018). These indices work on the defined time window [0,T ]. The idea of the SPQ mul-
tilateral price index is based on the relative price and quantity dissimilarity measure ∆SPQ

(Diewert, 2020). The price dissimilarity measure is used to link together the bilateral Fisher
indices according to the special algorithm, which extends the considered time window in
each step.

Before we present the proposed multilateral price indices, let us denote sets of homo-
geneous products belonging to the same product group in months 0 and t by G0 and Gt re-
spectively, and let G0,t denote a set of matched products in both moments 0 and t. Although,
in general, the item universe may be very dynamic in the scanner data case, we assume that
there exits at least one product being available during the whole time interval [0,T ]. Let pτ

i
and qτ

i denote the price and quantity of the i-th product at time τ and N0,t = cardG0,t .
Since the indices proposed in the work are based on the idea of the GEKS index, let us

recall its structure (see Section 2.1).

2.1. The GEKS method

Let us consider a time interval [0,T ] of observations of prices and quantities that will be
used for constructing the GEKS index. The GEKS price index between months 0 and t is
an unweighted geometric mean of T +1 ratios of bilateral price indices Pτ,t and Pτ,0, which
are based on the same price index formula. The bilateral price index formula should satisfy
the time reversal test, i.e. it should satisfy the condition Pa,b ·Pb,a = 1. Typically, the GEKS
method uses the superlative Fisher (1922) price index, resulting in the following formula:

P0,t
GEKS =

T

∏
τ=0

(
P0,τ

F Pτ,t
F

) 1
T+1

. (1)

Please note that de Haan and van der Grient (2011) suggested that the Törnqvist price
index formula (Törnqvist, 1936) could be used instead of the Fisher price index in the Gini
methodology. Following Diewert and Fox (2018), the multilateral price comparison method
involving the GEKS method based on the Törnqvist price index is called the CCDI method.

3. Axiomatic approach in the multilateral method selection

According to the axiomatic approach, desirable index properties (the so-called “tests”)
are defined that a multilateral index may, or may not satisfy. The list of tests for multilateral
indices can be found in the guide provided by the Australian Bureau of Statistics (2016)
(see the chapter entitled: "CRITERIA FOR ASSESSING MULTILATERAL METHODS").
Interesting considerations concerning tests for price indices in the case of dynamic scanner
data sets can be found in Zhang et al. (2019), where the authors - on the basis of the COLI
(Cost of Living Index) and COGI (Cost of Goods Index) concepts - focus on five main test
for a dynamic item universe (identity test, fixed basket test, upper bound test, lower bound
test and responsiveness test).
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Following the guidelines from the Australian Bureau of Statistics (2016) or the paper
by Diewert (2020), we consider a wide set of tests for multilateral indices (see Appendix
A) assuming that the conditions for their use are met (e.g. a set of matched products over a
period of time is never empty).

Please note that the discussed multilateral index formulas (GK, GEKS, CCDI, TPD)
meet most of the requirements at the same time, such as the transitivity, multi-period iden-
tity test, positivity and continuity, proportionality, homogeneity in prices, commensurability,
symmetry in the treatment of time periods or symmetry in treatment of products tests. How-
ever, the discussed indexes differ in terms of the total set of tests they meet. For instance: the
GEKS, CCDI and TPD indices do not satisfy the basket test, the Geary-Khamis and TPD
indices do not satisfy the responsiveness test to imputed prices while the GEKS or CCDI
can incorporate the imputed prices of missing products, and the homogeneity in quantities
does not hold in the case of the Geary-Khamis formula. Please also note that the SPQ index
is the only multilateral index that satisfies the identity test, which is a stronger requirement
than the lack of chain drift.

4. Proposition of new multilateral indices

In the "classical" approach to constructing the GEKS-type indices, the bilateral price
index formula, which is used in the GEKS’ body, is the superlative one. In other words,
although the standard GEKS method uses the Fisher indices as inputs (Chessa et al., 2017),
other superlative indices are possible choices as well, e.g. the Törnqvist or Walsh indices
(van Loon and Roels, 2018; Diewert and Fox, 2018). Moreover, in the paper by Chessa et al.
(2017), we can read that "the bilateral indices should satisfy the time reversal test". The
choice of the superlative indices as an input for GEKS has its justification in the economic
approach, since the superlative indices are considered as to be the best proxies for the Cost of
Living Index (International Labour Office, 2004). Please note, however, that the concept of
multilateral indices is not based on the COLI framework and requirements for multilateral
methods differ from those dedicated to bilateral ones. The time reversibility requirement,
which allows the GEKS index to be transitive, enables expressing the GEKS index in a
more intuitive, quotient form:

P0,t
GEKS =

T

∏
τ=0

(
Pτ,t

Pτ,0

) 1
T+1

. (2)

where Pτ,s is the chosen bilateral price index formula (for s = 0, t).
In the next part of the work, two new multilateral indices, the structure of which may

resemble the idea of the GEKS index at first glance, were proposed. However, the structure
of the base index of the proposed multilateral formulas differs completely from the adopted
convention related to the application of the superlative index. Moreover, the calculation of
the base index will require quality adjusting, which in turn is more like the Geary-Khamis
index idea. In fact, the proposed indices are in a sense a hybrid approach, i.e. they constitute
a bridge between the quality adjusted unit value method and the GEKS method.

Finally, it should also be emphasised that one of the proposals (i.e. GEKS-AQU, see
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Section 4.1) does not assume that the formula Pτ,s is a price index, but only a variant of
quality adjusted unit value. This is a completely new approach in the theory of multilateral
indices but still guarantees good axiomatic properties of the proposed index.

4.1. Proposition based on the asynchronous quality-adjusted unit value

In the unit value concept, prices of homogeneous products are equal to the ratio of ex-
penditure and quantity sold (International Labour Office, 2004; Chessa et al., 2017). How-
ever, quantities of different products cannot be added together as in the case of homogeneous
products. That is why the idea of quality-adjusted unit value assumes that prices ps

i of differ-
ent products i ∈ Gs in month s are transformed into "quality-adjusted prices" ps

i
vi

and quan-
tities qs

i are converted into "common units" viqs
i by using a set of factors v = {vi : i ∈ Gs}

(Chessa et al., 2017). Thus, the "classical" quality adjusted unit value QUV s
Gs

of a set of
products Gs in month s can be expressed as follows:

QUV s
Gs

=
∑i∈Gs qs

i ps
i

∑i∈Gs viqs
i

(3)

The term “Quality-adjusted unit value method” (QU method for short) was introduced
by Chessa (2015; 2016). The QU method is a family of unit value based index methods and
its general form can be expressed by the following ratio:

P0,t
QU =

QUV t
Gt

QUV 0
G0

(4)

In practice, consumer response to price changes can be delayed or even accelerated
as consumers not only react to current price changes but also use their own "forecasts" or
concerns about future price increases. For example, consumption of thermophilic (seasonal)
fruit is likely to be higher in summer because they are cheaper than in winter, when the
season is almost over. For instance, some interesting study on "unconventional" consumer
behaviour, such as stocking and delayed quantity responses to price changes, and its impact
on chain drift bias can be found in the paper by von Auer (2019). Since in practice we often
observe prices and quantities that are not perfectly synchronised in time, the following form
of the "asynchronous quality-adjusted unit value" is proposed:

AQUV τ,s
Gτ,s

=
∑i∈Gτ,s qτ

i ps
i

∑i∈Gτ,s viqτ
i
, (5)

where τ is any period from the considered time interval [0,T ]. Obviously it holds that
AQUV s,s

Gs,s
= QUV s

Gs
. Let us define now the function Pτ,s(v,qτ , pτ , ps) as follows:

Pτ,s(v,qτ , pτ , ps) =
AQUV τ,s

Gτ,s

AQUV τ,τ
Gτ,τ

. (6)
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Putting (6) in formula (2) we obtain:

P0,t
GEKS−AQU =

T

∏
τ=0

(

∑i∈Gτ,t qτ
i pt

i
∑i∈Gτ,t viqτ

i

∑i∈Gτ,0 qτ
i p0

i

∑i∈Gτ,0 viqτ
i

)
1

T+1 . (7)

Please note that the proposed index behaves like a GEKS index based on the Laspeyres
index in the case of static item universe G. In fact, if the item universe is static, we obtain

P0,t
GEKS−AQU =

T

∏
τ=0

(

∑i∈G qτ
i pt

i
∑i∈G viqτ

i

∑i∈G qτ
i p0

i
∑i∈G viqτ

i

)
1

T+1 =
T

∏
τ=0

(
∑i∈G qτ

i pt
i

∑i∈G qτ
i p0

i
)

1
T+1

=
T

∏
τ=0

(

∑i∈G qτ
i pt

i
∑i∈G qτ

i pτ
i

∑i∈G qτ
i p0

i
∑i∈G qτ

i pτ
i

)
1

T+1 = P0,t
GEKS−L.

(8)

Finally, please also note, that theoretically the class of the GEKS − AQU indices is
infinite, since different choices of vi factors lead to different index values. We could, for
instance, consider vi factors defined in the Geary-Khamis multilateral index resulting in a
new, hybrid index, which would be a mixture of the GEKS and Geary-Khamis ideas. That
would, however, be probably a slow solution. In this paper, we adopt the system of weights vi

corresponding to the augmented Lehr index (Lamboray, 2017; van Loon and Roels, 2018),
where

vi =
∑

T
t=0 pt

iq
t
i

∑
T
t=0 qt

i
. (9)

The following theorem can be proved (see Appendix B):

Theorem 1 The GEKS-AQU index (7) satisfies the following tests: the transitivity, identity,
multi period identity, responsiveness, continuity, positivity and normalisation, price pro-
portionality and weak commensurability. If the item universe is the same in the compared
periods 0 and t then the GEKS-AQU index satisfies also the homogeneity in prices and
homogeneity in quantities tests.

4.2. Proposition based on the asynchronous quality-adjusted price index

Let us note that formula (5) can be expressed by using quality-adjusted prices and quan-
tities:

AQUV τ,s
Gτ,s

=
∑i∈Gτ,s viqτ

i
ps

i
vi

∑i∈Gτ,s viqτ
i

. (10)
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If we place all the adjusted prices ( ps
i

vi
) with the relative prices ( ps

i
pτ

i
), then we obtain an

"asynchronous quality-adjusted price index" (AQI), i.e.

AQIτ,s
Gτ,s

=
∑i∈Gτ,s viqτ

i
ps

i
pτ

i

∑i∈Gτ,s viqτ
i

. (11)

This means that the AQI formula can be treated as a weighted arithmetic mean of partial
indices ps

i
pτ

i
, where the weights are proportional to the relative share of the product’s adjusted

quantities (from the base period τ) in the sum of all adjusted quantities.
In the further part of the work, the GEKS index based on the AQI formula will be marked

as GEKS-AQI, i.e. by inserting (11) into the formula (2), we obtain:

P0,t
GEKS−AQI =

T

∏
τ=0

(

∑i∈Gτ,t viqτ
i

pt
i

pτ
i

∑i∈Gτ,t viqτ
i

∑i∈Gτ,0 viqτ
i

p0
i

pτ
i

∑i∈Gτ,0 viqτ
i

)
1

T+1 . (12)

Note that the GEKS-AQI index takes into account prices and quantities directly from all
time window periods, while the GEKS-AQU index takes into account all quantities but only
prices from the reference and base period. However, both formulas indirectly need infor-
mation about the prices (and quantities) of products from each period in the time window
to determine the factors vi defined by formula (9). In this way, each new product in the
analysed time window has an impact on the final value of the proposed indices.

It is possible to show, analogously to the proofs of Theorem 1 (see Appendix B), that
the following theorem holds:

Theorem 2 The GEKS-AQI index (12) satisfies the following tests: the transitivity, identity,
multi period identity, responsiveness, continuity, positivity and normalisation, price pro-
portionality and weak commensurability. If the item universe is the same in the compared
periods 0 and t then the GEKS-AQI index satisfies also the homogeneity in prices and ho-
mogeneity in quantities test.

Remark

Similarly to the weighted GEKS index (Melser, 2018), it seems to be interesting to
consider the following weighted versions of the GEKS-AQU and GEKS-AQI indices:

P0,t
WGEKS−AQU =

T

∏
τ=0

(

∑i∈Gτ,t qτ
i pt

i
∑i∈Gτ,t viqτ

i

∑i∈Gτ,0 qτ
i p0

i

∑i∈Gτ,0 viqτ
i

)vτ , (13)
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and

P0,t
WGEKS−AQI =

T

∏
τ=0

(

∑i∈Gτ,t viqτ
i

pt
i

pτ
i

∑i∈Gτ,t viqτ
i

∑i∈Gτ,0 viqτ
i

p0
i

pτ
i

∑i∈Gτ,0 viqτ
i

)vτ , (14)

where the weights concerning the period τ can be, for instance, defined as follows:

vτ =
∑i∈Gτ

qτ
i pτ

i

∑
T
τ=0 ∑i∈Gτ

qτ
i pτ

i
. (15)

5. Empirical Study

Scanner data from one retail chain in Poland are used in our empirical study, i.e. monthly
data on long grain rice (subgroup of COICOP 5 group: 011111), ground coffee (subgroup
of COICOP 5 group: 012111), drinking yoghurt (subgroup of COICOP 5 group: 011441)
and white sugar (subgroup of COICOP 5 group: 011811) sold in 212 outlets during the
period from December 2019 to December 2020 (352705 records, which means 210 MB
of data). Before price index calculations, the data sets were carefully prepared. First, af-
ter deleting the records with missing data and performing the deduplication process, the
products were classified into the relevant elementary groups (COICOP 5 level) and, af-
ter that, into their subgroups (local COICOP 6 level). The classification process was per-
formed using the data_selecting() and data_classification() functions from the
PriceIndices R package (Białek, 2021). The first function requires manual preparation of
dictionaries of keywords and phrases that identified individual product groups. The second
function was used for problematic, previously unclassified products, and required manual
preparation of learning samples based on historical data. The classification itself was based
on machine learning techniques using random trees and the XGBoost algorithm (Tianqi
and Carlo, 2016). To match products, we used the data_matching() function from the
PriceIndices package. To be more precise: products with two identical codes or one of
the codes identical and an identical description were automatically matched. Products were
also matched if they had identical one of the codes and the Jaro-Winkler (1989) distance
of their descriptions was smaller than the fixed precision value: 0.02. In the last step, just
before calculating price indices, two data filters were applied to remove unrepresentative
products from the database, i.e. the data_filtering() function from the cited package
was used. The extreme price filter (Białek and Beręsewicz, 2021) was applied to eliminate
products with more than a three-fold price increase or more than a double price drop from
month to month. The low sale filter (van Loon and Roels, 2018) was used to eliminate from
the sample products with relatively low sales (almost 30% of products were removed).
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Figure 1: Comparison of selected multilateral indices for four homogeneous groups of food
products
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Figure 2: Comparison of the GEKS-AQU and GEKS-AQI indices to their weighted versions
for four homogeneous groups of food products
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Table 1: Mean absolute differences between considered price indices calculated for long
grain rice: Dec, 2019 - Dec, 2020 (p.p.)

index GEKS-AQU GEKS-AQI WGEKS-AQU WGEKS-AQI GEKS GK TPD SPQ
GEKS-AQU 0.00 0.12 0.06 0.07 0.75 0.87 0.71 0.53
GEKS-AQI 0.12 0.00 0.16 0.08 0.67 0.78 0.63 0.49

WGEKS-AQU 0.06 0.16 0.00 0.09 0.80 0.91 0.76 0.55
WGEKS-AQI 0.07 0.08 0.09 0.00 0.75 0.86 0.71 0.49

GEKS 0.75 0.67 0.80 0.75 0.00 0.29 0.33 0.62
GK 0.87 0.78 0.91 0.86 0.29 0.00 0.15 0.76
TPD 0.71 0.63 0.76 0.71 0.33 0.15 0.00 0.66
SPQ 0.53 0.49 0.55 0.49 0.62 0.76 0.66 0.00

Table 2: Mean absolute differences between considered price indices calculated for ground
coffee: Dec, 2019 - Dec, 2020 (p.p.)

index GEKS-AQU GEKS-AQI WGEKS-AQU WGEKS-AQI GEKS GK TPD SPQ
GEKS-AQU 0.00 0.11 0.54 0.50 1.27 2.39 2.16 1.75
GEKS-AQI 0.11 0.00 0.65 0.62 1.19 2.30 2.07 1.66

WGEKS-AQU 0.54 0.65 0.00 0.04 1.71 2.83 2.58 2.24
WGEKS-AQI 0.50 0.62 0.04 0.00 1.68 2.80 2.56 2.20

GEKS 1.27 1.19 1.71 1.68 0.00 1.30 1.06 0.83
GK 2.39 2.30 2.83 2.80 1.30 0.00 0.27 0.94
TPD 2.16 2.07 2.58 2.56 1.06 0.27 0.00 0.87
SPQ 1.75 1.66 2.24 2.20 0.83 0.94 0.87 0.00
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Figure 3: Monthly coefficients of variation of prices calculated for the studied four product
groups
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Table 3: Mean absolute differences between considered price indices calculated for drink-
ing yoghurt: Dec, 2019 - Dec, 2020 (p.p.)

index GEKS-AQU GEKS-AQI WGEKS-AQU WGEKS-AQI GEKS GK TPD SPQ
GEKS-AQU 0.00 0.09 0.04 0.08 0.30 0.56 0.50 0.44
GEKS-AQI 0.09 0.00 0.10 0.08 0.25 0.55 0.49 0.40

WGEKS-AQU 0.04 0.10 0.00 0.06 0.30 0.55 0.49 0.45
WGEKS-AQI 0.08 0.08 0.06 0.00 0.28 0.54 0.48 0.44

GEKS 0.30 0.25 0.30 0.28 0.00 0.39 0.36 0.22
GK 0.56 0.55 0.55 0.54 0.39 0.00 0.08 0.52
TPD 0.50 0.49 0.49 0.48 0.36 0.08 0.00 0.47
SPQ 0.44 0.40 0.45 0.44 0.22 0.52 0.47 0.00

Table 4: Mean absolute differences between considered price indices calculated for white
sugar: Dec, 2019 - Dec, 2020 (p.p.)

index GEKS-AQU GEKS-AQI WGEKS-AQU WGEKS-AQI GEKS GK TPD SPQ
GEKS-AQU 0.00 0.21 0.26 0.10 1.24 2.04 1.79 0.50
GEKS-AQI 0.21 0.00 0.47 0.30 1.11 1.92 1.67 0.59

WGEKS-AQU 0.26 0.47 0.00 0.18 1.39 2.19 1.93 0.58
WGEKS-AQI 0.10 0.30 0.18 0.00 1.27 2.08 1.83 0.49

GEKS 1.24 1.11 1.39 1.27 0.00 0.82 0.56 0.99
GK 2.04 1.92 2.19 2.08 0.82 0.00 0.28 1.61
TPD 1.79 1.67 1.93 1.83 0.56 0.28 0.00 1.38
SPQ 0.50 0.59 0.58 0.49 0.99 1.61 1.38 0.00
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Figure 4: Monthly coefficients of variation of quantities calculated for the studied four prod-
uct groups

The results obtained for the GEKS-AQU, GEKS-AQI, GEKS, Geary-Khamis, TPD and
SPQ indices are presented in Figure 1. An additional comparison of the GEKS-AQU and
GEKS-AQI indices to their weighted versions is presented in Figure 2. The average abso-
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lute differences between the indices were determined by using the compare_distances()
function from the PriceIndices package (see Tab.1 - Tab.4). Observing Fig.2 and Tab.1-4
we conclude that the largest differences between the GEKS-AQU and GEKS-AQI indices
and their weighted versions were observed for data sets: ground coffee (average absolute
differences of about 0.5 p.p.) and white sugar (average absolute differences between 0.1
and 0.26 p.p.). In the case of the other two data sets, the corresponding differences turned
out to be neglectfully small (they do not exceed 0.09 p.p.). Similarly, the differences be-
tween the other multilateral indices appear to be the largest for these ground coffee and
white sugar data sets (see Fig.1). As a consequence, there is a suspicion that the distribution
of the values of weights based on expenditure shares determines the differences between
multilateral indices. However, since the prices of products from homogeneous groups are
unlikely to be as diverse as the possible sales levels of these products, there is a natural
research hypothesis that the volatility of quantities is the main cause of the differences be-
tween multilateral indices. To verify the above-presented hypothesis, an additional analysis
was made by determining the monthly coefficients of prices and quantities for all product
groups (see Fig.3 and Fig.4).

Price volatility (measured by the coefficient of variation), which is the main cause of
differences between bilateral price indices, turned out not to differentiate the analyzed data
sets (see Fig.3), and thus it was not price volatility that determined the differences between
the values of the indices. As previously suspected, the volatility of the quantity of prod-
ucts sold seems to have a clear impact on the differences between multilateral indices. This
conclusion confirms previously obtained results (Białek, 2022). Please note that the coeffi-
cients of variation of product quantities are clearly higher for the data sets for white sugar
and ground coffee (Fig.4). However, this thread requires further research.

As it was mentioned above, the GEKS-AQU and GEKS-AQI indices approximate each
other. Moreover, their values are quite close to those of the GEKS and SPQ indices. The
Geary-Khamis index is a good proxy for the Time Product Dummy (TPD) index, which
confirms some previous results (Chessa et al., 2017; Białek and Beręsewicz, 2021), but it
always seems to be the most distant from the proposed indices.

In terms of how time-consuming their calculations are, the proposed indices seem to be
average. More precisely: the GEKS-AQU index requires slightly less computing time than
the GEKS-AQI index - in this respect it is better than the TPD or Geary-Khamis indices,
but is worse (slower in calculation) than the SPQ or GEKS indices. The last conclusion,
however, is not surprising: firstly, the SPQ index does not work on a given time window like
other multilateral indices, and secondly, the GEKS index does not perform quality adjust-
ment as the GEKS-AQU and GEKS-AQI indices do.

6. Conclusions

The paper proposes two new multilateral indices, the idea of which resembles the GEKS
method, but which perform additional quality adjustment and deviate from the classical ap-
proach in which the base formula of the GEKS index is a superlative index. The analytical
study has confirmed that the two proposed indices (GEKS-AQU and GEKS-AQI) satisfy
most of commonly accepted tests for multilateral indices (see Appendix 6) including the
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identity test (see Theorems 1 and Theorem 2). The empirical study has shown that differ-
ences between the proposed indices and other considered multilateral indices appear only
with large variability of quantity in homogeneous groups of products. Quite surprisingly,
the price volatility did not play a significant role in the empirical study as determinants of
differences between multilateral indices (see Section 5). The same study has also shown
that the computation time needed in the case of the GEKS-AQU and GEKS-AQI indices is
average compared to most other multilateral indices.

It should also be noted that both the previously known multilateral indices (Geary-
Khamis, GEKS, TPD, CCDI, and SPQ) as well as the new indices proposed and discussed
in the paper (GEK-AQU, GEKS-AQI, and their weighted versions: WGEKS-AQU and
WGEKS-AQI) are implemented in the PriceIndices R package (Białek, 2021), and thus
the reader can verify their usefulness on their own data sets.

Nevertheless, some aspects of the behaviour of the proposed multilateral indices still
remain unexplored. From a practical point of view, it seems interesting, how great the sensi-
tivity of these methods to changing window updating methods is or if the selection of filter
thresholds has a considerable influence on the index values. It should be also noted that
the issue of choosing between weighted and unweighted versions of a GEKS-type index is
not resolved in the literature. On the one hand, the GEKS-type method uses an underlying,
bilateral price index that already performs the first weighting. Thus, it seems that additional
weighting is an unnecessary waste of time and may even be detrimental due to giving too
much weight to leading products and too little weight to products with relatively lower
sales. On the other hand, however, the second weighting stage ranks all periods from the
time window, whereas the first weighting stage only looks at pairs of periods being com-
pared. Such a dual weighting system can therefore be an alternative to the low sales filter,
i.e. it can be considered when one does not choose to pre-filter the data set. From a purely
axiomatic point of view, however, it should be borne in mind that unweighted versions of
the GEKS index are well recognized in the literature, meanwhile it is uncertain whether the
introduction of additional weighting will not affect the set of tests (axioms) satisfied by a
given formula.
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Appendices

Appendix A: Tests for multilateral indices

Let P and Q denote all prices and quantities observed in the time interval [0,T ], i.e.
P = [p0, p1, ..., pT ], Q = [q0,q1, ...,qT ], where pt and qt mean the vector of prices and the
vector of quantities of products sold at time t, respectively. Let us denote by P0,t(P,Q) the
considered multilateral price index defined for the entire time window [0,T ]. The list of
commonly accepted tests for that index is as follows:

Transitivity
The transitivity means that P0,t(P,Q) = P0,s(P,Q)Ps,t(P,Q) for any 0 ≤ s < t ≤ T .

Identity
This property means that the index equals identity if all prices revert back to their initial

level, i.e. if it holds that pt
i = p0

i for i ∈ G0,t then P0,t(P,Q) = 1. We assume here that the
item universe is the same at periods 0 and t.

Multi period identity test
This property means that if all prices and quantities revert back to their initial level, the

chained index will equal the unity, i.e. if it holds that pt
i = p0

i and qt
i = q0

i for i ∈ G0,t then
we obtain P0,1(P,Q)×P1,2(P,Q)× ....×Pt−1,t(P,Q) = 1. We assume here that the item uni-
verse is the same at periods 0 and t.

Fixed basket test
If G0 = Gt and q0

i = qt
i = qi for i ∈ G0,t , then P0,t(P,Q) =

∑i∈G0,t pt
iqi

∑i∈G0,t p0
i qi

.

Responsiveness test
For G0 ̸= Gt , if pt

i = p0
i for all i ∈ G0,t , then P0,t(P,Q) cannot always equal one, regard-

less of sets: G0 \Gt and Gt \G0.

Continuity, positivity and normalization
P0,t(P,Q) is a positive and continuous function of prices and quantities, P0,0(P,Q) = 1.

Price proportionality
If all prices are proportional in the compared periods 0 and t, i.e. pt

i = kp0
i for all i ∈ G0,t

and some positive k, then the price index depends only on this proportion: P0,t(P,Q) = k.
We assume here that the item universe is the same at periods 0 and t.

Homogeneity in quantities
Rescaling the quantities in any s-th period does not influence the price index, i.e. for any

positive k, it holds that P0,t(P,q0, ...,kqs, ...,qt) = P0,t(P,q0, ...,qs, ...,qt).
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Homogeneity in prices
Rescaling the prices in the current period changes the price index by the same propor-

tion, i.e. for any positive k, it holds that P0,t(p0, p1, ...,kpt ,Q) = kP0,t(p0, p1, ..., pt ,Q).

Commensurability
Changing the units in which prices and quantities are expressed does not change the

price index. In other words, if for each time moment s ∈ [0,T ] we have p̃s
i = λi ps

i and
q̃s

i =
qs

i
λi

for all i ∈ Gs (λi > 0), then P0,t(P̃, Q̃) = P0,t(P,Q). If this conditions holds but only
for identical values of λi, i.e. when λ1 = λ2 = ...λN = λ , then the weak commensurability is
satisfied.

Appendix B: Proof of Theorem 1

Transitivity
Let us consider such periods s and t from the time window [0,T ] that 0 ≤ s < t ≤ T . We

obtain

P0,s
GEKS−AQU ×Ps,t

GEKS−AQU = ∏
T
τ=0(

∑i∈Gτ,s qτ
i ps

i
∑i∈Gτ,s viq

τ
i

∑i∈Gτ,0
qτ
i p0

i
∑i∈Gτ,0

viq
τ
i

)
1

T+1 ×∏
T
τ=0(

∑i∈Gτ,t qτ
i pt

i
∑i∈Gτ,t viq

τ
i

∑i∈Gτ,s qτ
i ps

i
∑i∈Gτ,s viq

τ
i

)
1

T+1 =

= ∏
T
τ=0(

∑i∈Gτ,t qτ
i pt

i
∑i∈Gτ,t viq

τ
i

∑i∈Gτ,0
qτ
i p0

i
∑i∈Gτ,0

viq
τ
i

)
1

T+1 = P0,t
GEKS−AQU

Identity
Let us assume that G0 = Gt = G0,t and pt

i = p0
i for i ∈ G0,t . We have

P0,t
GEKS−AQU = ∏

T
τ=0(

∑i∈Gτ,t qτ
i pt

i
∑i∈Gτ,t viq

τ
i

∑i∈Gτ,0
qτ
i p0

i
∑i∈Gτ,0

viq
τ
i

)
1

T+1 = ∏
T
τ=0(

∑i∈Gτ,0
qτ

i p0
i

∑i∈Gτ,0
viq

τ
i

∑i∈Gτ,0
qτ

i p0
i

∑i∈Gτ,0
viq

τ
i

)
1

T+1 = 1.

Multi period identity test
Let us assume that that pt

i = p0
i and qt

i = q0
i for i ∈ G0,t = G0 = Gt . We obtain

P0,1
GEKS−AQU ×P1,2

GEKS−AQU × ...×Pt−1,t
GEKS−AQU =

= ∏
T
τ=0(

∑i∈Gτ,1
qτ
i p1

i
∑i∈Gτ,1

viq
τ
i

∑i∈Gτ,0
qτ
i p0

i
∑i∈Gτ,0

viq
τ
i

)
1

T+1 ×∏
T
τ=0(

∑i∈Gτ,2
qτ
i p2

i
∑i∈Gτ,2

viq
τ
i

∑i∈Gτ,1
qτ
i p1

i
∑i∈Gτ,1

viq
τ
i

)
1

T+1 × ...×∏
T
τ=0(

∑i∈Gτ,t qτ
i pt

i
∑i∈Gτ,t viq

τ
i

∑i∈Gτ,t−1
qτ
i pt−1

i
∑i∈Gτ,t−1

viq
τ
i

)
1

T+1 =

= ∏
T
τ=0(

∑i∈Gτ,t qτ
i pt

i
∑i∈Gτ,t viq

τ
i

∑i∈Gτ,0
qτ
i p0

i
∑i∈Gτ,0

viq
τ
i

)
1

T+1 = ∏
T
τ=0(

∑i∈Gτ,0
qτ
i p0

i
∑i∈Gτ,0

viq
τ
i

∑i∈Gτ,0
qτ
i p0

i
∑i∈Gτ,0

viq
τ
i

)
1

T+1 = 1

Please note that this proof does not require the condition qt
i = q0

i .
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Responsiveness test
Let us assume that G0 ̸= Gt and pt

i = p0
i for all i ∈ G0,t . Since G0 ̸= Gt , we know

that for at least one period τ0 we have Gτ0,t ̸= Gτ0,0 ∩Gτ0,t , for at least one period τ∗ we
have Gτ∗,0 ̸= Gτ∗,0 ∩Gτ∗,t and, from our initial assumption (see Section 2), we have that
Gτ,0∩Gτ,t ̸= /0 for any τ . As a consequence, in general we observe AQUV τ0,t

G∗
τ0 ,t

̸= AQUV τ0,t
Gτ0 ,t

,

where G∗
τ0,t = Gτ0,0 ∩Gτ0,t . In a similar way we can conclude that AQUV τ∗,0

G∗
τ∗ ,0

̸= AQUV τ∗,0
Gτ∗ ,0

,

where G∗
τ∗,0 = Gτ∗,0 ∩Gτ∗,t . Thus, from (6), it holds generally that

P0,t
GEKS−AQU = ∏

T
τ=0(

∑i∈Gτ,t qτ
i pt

i
∑i∈Gτ,t viq

τ
i

∑i∈Gτ,0
qτ
i p0

i
∑i∈Gτ,0

viq
τ
i

)
1

T+1 ̸= ∏
T
τ=0(

∑i∈Gτ,0∩Gτ,t qτ
i pt

i
∑i∈Gτ,0∩Gτ,t viq

τ
i

∑i∈Gτ,0∩Gτ,t qτ
i p0

i
∑i∈Gτ,0∩Gτ,t viq

τ
i

)
1

T+1 .

Since we assume that prices at compared time moments are identical, i.e. pt
i = p0

i for
i ∈ Gτ,0 ∩Gτ,t , we obtain that

P0,t
GEKS−AQU ̸= ∏

T
τ=0(

∑i∈Gτ,0∩Gτ,t qτ
i p0

i
∑i∈Gτ,0∩Gτ,t viq

τ
i

∑i∈Gτ,0∩Gτ,t qτ
i p0

i
∑i∈Gτ,0∩Gτ,t viq

τ
i

)
1

T+1 = 1.

Continuity, positivity and normalisation
Continuity and positivity are direct consequences of the definition of the GEKS-AQU

index. The normalisation property is also an immediate consequence from its form (6), i.e.

P0,0
GEKS−AQU = ∏

T
τ=0(

∑i∈Gτ,0
qτ
i p0

i
∑i∈Gτ,0

viq
τ
i

∑i∈Gτ,0
qτ
i p0

i
∑i∈Gτ,0

viq
τ
i

)
1

T+1 = 1.

Price proportionality
Assumption that the item universe is the same at periods 0 and t means that G0 = Gt =

G0,t and also Gτ,0 = Gτ,t for any τ . Let us assume that pt
i = kp0

i for all i ∈ G0,t and some
positive k. As a consequence, we obtain

P0,t
GEKS−AQU = ∏

T
τ=0(

∑i∈Gτ,t qτ
i pt

i
∑i∈Gτ,t viq

τ
i

∑i∈Gτ,0
qτ
i p0

i
∑i∈Gτ,0

viq
τ
i

)
1

T+1 = ∏
T
τ=0(

∑i∈Gτ,0
qτ

i kp0
i

∑i∈Gτ,0
viq

τ
i

∑i∈Gτ,0
qτ

i p0
i

∑i∈Gτ,0
viq

τ
i

)
1

T+1 = (kT+1)
1

T+1 = k.

Homogeneity in quantities
By rescaling the quantities in some s-th period, we transform a matrix of quantities Q

into the new matrix Qs, a vector of quality-adjusting factors v into the new vector vs and we
obtain that

P0,t
GEKS−AQU (P,q

0, ...,kqs, ...,qt) = (

∑i∈Gs,t kqs
i pt

i
∑i∈Gs,t vs

i kqs
i

∑i∈Gs,0
kqs

i p0
i

∑i∈Gs,0
vs
i kqs

i

)
1

T+1 ×∏
T
τ=0,τ ̸=s(

∑i∈Gτ,t qτ
i pt

i
∑i∈Gτ,t vs

i qτ
i

∑i∈Gτ,0
qτ
i p0

i
∑i∈Gτ,0

vs
i qτ

i

)
1

T+1 =

= (

∑i∈Gs,t qs
i pt

i
∑i∈Gs,t vs

i qs
i

∑i∈Gs,0
qs
i p0

i
∑i∈Gs,0

vs
i qs

i

)
1

T+1 ×∏
T
τ=0,τ ̸=s(

∑i∈Gτ,t qτ
i pt

i
∑i∈Gτ,t vs

i qτ
i

∑i∈Gτ,0
qτ
i p0

i
∑i∈Gτ,0

vs
i qτ

i

)
1

T+1 = ∏
T
τ=0(

∑i∈Gτ,t qτ
i pt

i
∑i∈Gτ,t vs

i qτ
i

∑i∈Gτ,0
qτ

i p0
i

∑i∈Gτ,0
vs
i qτ

i

)
1

T+1 .
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From the assumption that G0 = Gt we conclude that Gτ,0 = Gτ,t and also

P0,t
GEKS−AQU (P,Q

s) = ∏
T
τ=0(

∑i∈Gτ,t qτ
i pt

i
∑i∈Gτ,t vs

i qτ
i

∑i∈Gτ,t qτ
i p0

i
∑i∈Gτ,t vs

i qτ
i

)
1

T+1 = ∏
T
τ=0(

∑i∈Gτ,t qτ
i pt

i
∑i∈Gτ,t viq

τ
i

∑i∈Gτ,t qτ
i p0

i
∑i∈Gτ,t viq

τ
i

)
1

T+1 =

= ∏
T
τ=0(

∑i∈Gτ,t qτ
i pt

i
∑i∈Gτ,t viq

τ
i

∑i∈Gτ,0
qτ
i p0

i
∑i∈Gτ,0

viq
τ
i

)
1

T+1 = P0,t
GS−GEKS(P,Q).

Homogeneity in prices
By rescaling prices in the current period t, we transform a matrix of prices P into the

new matrix Pt , a vector of quality-adjusting factors v into the new vector vt and we obtain
that

P0,t
GEKS−AQU (p0, ...,kpt ,Q) = ∏

T
τ=0(

∑i∈Gτ,t qτ
i kpt

i
∑i∈Gτ,t vt

i qτ
i

∑i∈Gτ,0
qτ
i p0

i

∑i∈Gτ,0
vt
i qτ

i

)
1

T+1 =

= (kT+1)
1

T+1 ×∏
T
τ=0(

∑i∈Gτ,t qτ
i pt

i
∑i∈Gτ,t vt

i qτ
i

∑i∈Gτ,0
qτ
i p0

i

∑i∈Gτ,0
vt
i qτ

i

)
1

T+1 = k×∏
T
τ=0(

∑i∈Gτ,t qτ
i pt

i
∑i∈Gτ,t vt

i qτ
i

∑i∈Gτ,0
qτ

i p0
i

∑i∈Gτ,0
vt
i qτ

i

)
1

T+1 .

From the assumption that G0 = Gt we conclude that Gτ,0 = Gτ,t and also

P0,t
GEKS−AQU (P

t ,Q) = k×∏
T
τ=0(

∑i∈Gτ,t qτ
i pt

i
∑i∈Gτ,t vt

i qτ
i

∑i∈Gτ,t qτ
i pt

i
∑i∈Gτ,t vt

i qτ
i

)
1

T+1 = k×∏
T
τ=0(

∑i∈Gτ,t qτ
i pt

i
∑i∈Gτ,t viq

τ
i

∑i∈Gτ,t qτ
i pt

i
∑i∈Gτ,t viq

τ
i

)
1

T+1 =

= k×∏
T
τ=0(

∑i∈Gτ,t qτ
i pt

i
∑i∈Gτ,t viq

τ
i

∑i∈Gτ,0
qτ
i pt

i
∑i∈Gτ,0

viq
τ
i

)
1

T+1 = k×P0,t
GEKS−AQU (P,Q).

Commensurability
Let us also notice that the P0,t

GEKS−AQU index fulfils the weak version of the commensu-

rability test. In fact, by rescaling p̃s
i = λ ps

i and q̃s
i =

qs
i

λ
for all s ∈ [0,T ] and i ∈ Gs (λ > 0),

we obtain a new vector of quality adjusting factors vλ = λv and

P0,t
GEKS−AQU (P̃, Q̃)=∏

T
τ=0(

∑i∈Gτ,t
λ

λ
qτ
i pt

i

∑i∈Gτ,t λvλ
i qτ

i

∑i∈Gτ,0
λ

λ
qτ
i p0

i

∑i∈Gτ,0
λvλ

i qτ
i

)
1

T+1 =∏
T
τ=0(

∑i∈Gτ,t qτ
i pt

i
∑i∈Gτ,t λviq

τ
i

∑i∈Gτ,0
qτ

i p0
i

∑i∈Gτ,0
λviq

τ
i

)
1

T+1 =P0,t
GEKS−AQU (P,Q).

Please note, that if G0 = Gt , the GEKS-AQU index satisfies the full (strong) version of
the commensurability test.
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Abstract 

This paper investigates the mean reversion in household consumption expenditure  
in 38 African countries; the expenditure series used were the percentage of nominal Gross 
Domestic Product (GDP), each spanning 1990 to 2018. Due to a small sample size of time 
series of household expenditure, with possible structural breaks, we used the Fourier unit 
root test approach, which enabled us to model both smooth and instantaneous breaks in the 
expenditure series. The results showed non-mean reversion in the consumption expenditure 
pattern of Egypt, Madagascar and Tunisia, while mean reversion was detected in the 
remaining 35 countries. Thus, the majority of African countries are on the verge of recession 
once shocks that affect the growth of GDP are triggered. Findings in this paper are of 
relevance to policymakers on poverty alleviation programmes in those selected countries. 
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1.  Introduction 

One of the Sustainable Development Goals (SDGs) is to eliminate extreme poverty 
in any region of the globe by 2030, and as at the time of writing this paper, poverty is 
still prevalent in most parts of Africa. Many rich African countries, for instance, South 
Africa, Nigeria, and Senegal still have quite a high proportion of poor people. 
Household consumption expenditure amounts to about 60% of the Gross Domestic 
Product (GDP) as it includes government transfers, the total amount spent by 
household residents in catering for needs such as clothing, food, housing, 
transportation, etc., as well as other miscellaneous services that directly benefit 
households (OECD, 2020).  

In 2012, the African Development Bank reported that the four largest economies 
in Africa in order as South Africa, Egypt, Nigeria, and Algeria accounted for 55% of the 
overall African household final consumption expenditure for 2009, and of the four, 
Nigeria is referred to as only a middle-expenditure country. Also, household 
expenditure varies generally among African countries concerning basic needs such as 
transportation, food, etc., and their areas, be it urban or rural. For instance, urban 
households allocate a greater percentage of their expenditures to housing compared to 
rural areas, except in Uganda, Malawi, and Ethiopia (Lozano-Gracia and Young, 2014).  

Based on the latest household consumption expenditure dataset (2018), Africa has 
the highest average (84.92) household consumption expenditure.7 Africa also has the 
second-largest population in the world, after the Asia continent.  All these reasons 
enliven our interest in studying the time-series dynamics of household consumption 
expenditure across African countries.  

Mean reversion is used as a financial term for the assumption that the asset price 
and historical returns tend to revert to the mean price over time (Mahdavi, 2013). Based 
on this extract, the strategies of mean reversion on household expenditures work on the 
assumption that there is an underlying fixed trend in the expenditures of households, 
and the expenditure of a particular household is assumed to revert to its previous state 
from the long-term norm. Mean reversion of household expenditure can take place in 
two folds: firstly, the expected expenditure of household can go in a direction opposite 
to that of the expenditure; and secondly, the expected expenditure can revert toward 
a mean level. Reverting to mean level in the sense of a stationary series with supposed 
constant mean as in Box et al. (2015). Non-mean reversion in the case of nonstationary 
series, which deviates totally from the mean level of the series. As posited by Ben (2015), 
as households progress through life, they experience differing successes. Some 

                                                           
7 Europe: 58.35; North America: 67.88; Asia: 56.10; Africa: 84.92, South America: 68.23; and Australia: 54.65 (these 
were computed by the authors based on datasets available on databank.worldbank.org/world-development-
indicators). 
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households generate high incomes, however, others generate less. For many 
households, there is evidence of income fluctuation throughout life, which shows both 
upward and downward trends.  

The fluctuation of household income, therefore, influences the welfare and the 
behavioural pattern of the households. Ben ascertained that mean reversion is a crucial 
measure of high-frequency household expenditure. The ability to understand the 
household spending patterns particularly among the poor would be useful to manage 
their expenditure as preparation for any change in the economic uncertainties that are 
expected in the future (Nik et al., 2014). The fact that, at the time of writing this paper, 
there is no much review on unit roots or mean reversion on household income and 
expenditure, raises the dire need of embarking on the research for the growth of the 
African economy. However, a few pieces of literature are cited to have a broad 
overview of the nature of this research work.   

Thankgod (2014) used Keynes’ hypothesis of absolute income and found evidence 
of a long-run association between the variables, hence gave room for estimating a 
parsimonious error correction model. This in turn indicated a positive relationship 
between the national income and private consumption expenditure. Akhand (2011) 
examined the consumption behaviour of households in Indonesia with the use of 
Friedman’s permanent income hypothesis under rational expectation. The unit root 
test results suggested that the real household consumption per-capita and the real 
disposable income per-capita in Indonesia follow a random walk process, and hence 
are eligible to form a cointegrating relationship.  

Giray (2013) used Heterogeneous panel unit root tests and the Modified ADF unit 
root test to investigate the stochastic characteristics of the income-consumption ratios 
of eleven countries in Central and Eastern Europe (CEE). The study findings foresaw 
significant evidence of the existence of a hypothesis that indicated that the income-
consumption ratio is mean-reverting. Ben (2015) used household consumption and 
wealth, as well as UK income panel data, and concluded that it is crucial and necessary 
to account for the mean reversion of shocks in the construction of life-cycle 
consumption models.  

The present paper investigates the mean reversion in household consumption 
expenditure in 38 African countries, spanning across the four regions of the continent. 
The analysis is based on the ADF test with Fourier nonlinearity with smooth and 
instantaneous breaks (FADF-SB) as proposed in Furuoka (2017). The approach works 
quite well, particularly due to the small sample size of expenditure series since unit root 
lag is fixed to unity. Three other tests: the ADF, FADF, and ADF-SB are restricted tests 
to the FADF-SB test. In selecting the best representative test regression model, Furuoka 
(2017) set out an F-test strategy, which is adopted and applied in this paper. This 
univariate Fourier-based ADF test, and its panel version based on Seemingly Unrelated 
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Regressions have been widely applied in Fumitaka et al. (2020), Awolaja et al. (2021), 
Gil-Alana and Yaya (2021), Yaya (2018), Yaya et al. (2019a,b), Yaya et al. (2020). Yaya 
et al. (2021), among others. 

The remaining part of this paper is structured as follows: Section 2 presents the data 
and unit root tests employed with the F-tests. Section 3 of the paper presents the 
empirical findings while Section 4 renders the concluding remark. 

2. Data and Methods 

The data used in this paper are the annual time series of average final consumption 
expenditure of households in Africa computed as a percentage of nominal GDP. These 
were obtained from the World Development Indicators (WDI) of the World Bank at 
the website: https://data.worldbank.org/indicator/. Household expenditure series of 
thirty-eight (38) African countries were included, and each time series spanned 
between 1990 and 2018.  

Table 1 presents the summary report of the dataset, showing the household 
expenditures across the countries in 1990 and 2018. The table includes the minimum 
and maximum expenditures in the periods sampled throughout the considered 
countries. The table also includes the rank of countries in ascending order concerning 
their household consumption expenditure changes between 1990 and 2018. 
The ranking was done based on the difference between the household expenditure of 
1990 and 2018 for each country. The country with the highest positive difference was 
ranked as the 1st (Nigeria, 46.39), while the country with the highest negative difference 
was ranked as the 38th (Chad, -26.77). Botswana, Gabon, Congo, Algeria, Cameroon, 
Guinea, Mauritius, Morocco, Namibia, Seychelles, South Africa, and Tunisia have 
expenditure rate ranges from about 51% to 80%. Burundi, Chad, Tanzania, and Uganda 
have a very high expenditure rate above 100% of their GDP. As of 2018, the expenditure 
rates of Congo, Gabon, Tanzania, and Uganda dropped within the ranges from about 
2% to 18%. Central African Republic, Sierra Leone, and the Gambia improved with 
a rate that ranges from about 6% to 22%. The range between the minimum and 
maximum rates varied widely across all the countries considered. This implies that 
there are fluctuations in household expenditure rates across the years sampled, 
and these imply high expenditure rates in Africa. 
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Table 1:  Data Summary 

Country Code 1990 Exp. 2018 Exp. Min. Exp. Max. Exp. Rank 

Algeria DZA 72.90 59.61 42.94 73.44 32nd 
Benin BEN 93.30 83.03 83.03 96.64 25th 
Botswana BWA 57.37 68.26 55.77 72.60 9th 
Burkina Faso BFA 94.58 81.72 79.19 100.09 31st 
Burundi BDI 105.37 104.12 97.84 113.78 20th 
Cameroon CMR 79.32 81.59 76.92 83.46 16th 
Central Afr. Republic CAF 96.10 102.19 89.91 102.19 14th 
Chad TCD 107.67 80.90 69.19 140.81 38th 
Congo COG 51.36 38.98 35.07 91.45 30th 
Congo, Dem. Rep. COD 88.21 77.89 72.46 101.00 26th 
Egypt EGY 83.30 93.80 82.89 98.22 10th 
Gabon GAB 63.14 49.19 39.51 65.12 34th 
Ghana GHA 94.53 81.01 75.81 102.96 33rd 
Guinea GIN 77.84 96.06 77.61 105.29 3rd 
Guinea-Bissau GNB 97.17 96.23 92.99 110.06 19th 
Kenya KEN 81.03 94.68 77.57 95.69 6th 
Madagascar MDG 94.45 85.52 80.20 100.34 24th 
Malawi MWI 86.60 96.43 85.80 104.11 11th 
Mali MLI 95.58 90.17 82.93 100.04 22nd 
Mauritania MRT 95.12 83.43 58.16 100.23 28th 
Mauritius  MUS 76.99 90.91 73.07 90.91 5th 
Morocco MAR 74.45 77.00 74.28 80.97 15th 
Mozambique MOZ 93.60 87.44 82.72 109.44 23rd 
Namibia NAM 76.86 93.62 76.86 97.25 4th 
Niger NER 95.75 80.43 80.29 99.95 35th 
Nigeria NGA 35.79 82.18 35.79 86.92 1st 
Rwanda RWA 93.80 92.40 90.70 148.51 21st 
Senegal SEN 97.64 85.52 85.52 99.09 29th 
Seychelles SYC 79.69 86.28 70.32 86.28 13th 
Sierra Leone SLE 86.30 108.21 86.30 120.16 2nd 
South Africa ZAF 79.91 81.21 78.67 82.62 17th 
Sudan SDN 90.30 78.73 74.40 95.72 27th 
Tanzania TZA 100.56 83.04 67.94 103.15 37th 
The Gambia GMB 89.34 102.69 87.14 105.45 7th 
Togo TGO 85.29 85.63 68.44 100.23 18th 
Tunisia TUN 79.98 92.72 76.49 93.05 8th 
Uganda UGA 100.48 84.30 81.94 100.77 36th 
Zimbabwe ZWE 82.55 90.03 78.19 121.46 12th 

Note: Rates are given in percentages of Nominal GDP. 
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The ADF unit root test involving three regression specifications namely: (i) no 
intercept and trend (ii) intercept only and (iii) intercept and trend, was carried out and 
the results of the test were contained in Table 2.  

Furthermore, the automatic selection of augmented lags was examined, thereafter 
used the minimum Schwarz information criteria in selecting the optimal lag, and is 
contained in squared brackets. Noting that these optimal lags may be large enough to 
bias the unit root decisions in some cases. In the case of no intercept, the null hypothesis 
of a unit root in household consumption expenditure series was not rejected in virtually 
all the countries except in Uganda. In this sense, rejection of unit root implies mean 
reversion evidence, while acceptance of null of unit root implies non-mean reversion 
in the time series. Due to the magnitude of the time series, the test regression model 
with no intercept would have under-represented the unit root decision. Meanwhile, by 
considering models with intercept only, and intercept with time trend, the authors 
found improved results.  

The two-unit root regression models jointly determined unit roots in household 
consumption expenditure series of Cameroun, Guinea-Bissau, Malawi, Rwanda, 
Seychelles, Sierra Leone, Gambia, and Togo (21%). Altogether, unit root regression 
with intercept and trend detected unit root in household expenditure series of Benin, 
Cameroon, Chad, Egypt, Guinea-Bissau, Malawi, Niger, Nigeria, Rwanda, Senegal, 
Seychelles, Sierra Leone, Sudan, Gambia, Togo, and Uganda (42.1%). The test 
regression model with only the constant detected unit root in Burundi, Cameroon, 
Congo, Congo DR., Gabon, Guinea-Bissau, Malawi, Rwanda, Seychelles, Sierra Leone, 
Gambia, and Togo (approximately, 31.6%).  

These inconsistencies in the ADF decision occurred due to the small size of the 
series – in this particular case a sample size of 29. Also, it is necessary to care for 
inherent structural breaks during the unit root test. We described below the unit root 
frameworks that cater to these shortcomings.     
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Table 2:  Results of ADF Unit root tests 

Country Code None Intercept 
Intercept  
and trend 

Algeria DZA -0.7815 [0] -1.7534 [0] -1.4175 [0] 
Benin BEN -0.9044 [0] -1.7888 [0] -3.6599 [1] 
Botswana BWA 0.3293 [0] -2.4362 [0] -2.6255 [0] 
Burkina Faso BFA -0.7990 [0] -1.5384 [0] -2.0962 [0] 
Burundi BDI -0.1629 [0] -3.6057 [0] -3.5479 [0] 
Cameroon CMR 0.4097 [1] -3.3211 [0] -4.1486 [0] 
Central Afr. Republic CAF 0.2679 [0] -2.7199 [0] -3.3771 [0] 
Chad TCD -0.7082 [ 1] -2.9566 [0] -3.9549 [0] 
Congo COG -0.1139 [2] -3.4651 [1] -3.4094 [1] 
Congo, Dem. Rep. COD -0.6807 [3] -4.6115 [0] -3.2890 [2] 
Egypt EGY 0.9748 [0] -0.9641 [0] -3.6447 [5] 
Gabon GAB -0.9538 [2] -2.9961 [0] -3.1788 [0] 
Ghana GHA -0.6397 [0] -1.5135 [0] -1.8238 [0] 
Guinea GIN 0.5797 [1] -2.0094 [0] -3.3989 [0] 
Guinea-Bissau GNB -0.1155 [1] -4.0749 [0] -3.9617 [0] 
Kenya KEN 0.9416 [0] -1.7497 [0] -1.6344 [0] 
Madagascar MDG -0.5678 [0] -1.9170 [0] -3.2636 [0] 
Malawi MWI 0.2770 [1] -4.0283 [0] -4.0293 [0] 
Mali MLI -0.4038 [0] -1.9220 [0] -1.8934 [0] 
Mauritania MRT -0.5427 [0] -2.7786 [0] -3.0788 [0] 
Mauritius  MUS 1.3613 [0] -0.0905 [0] -2.3536 [0] 
Morocco MAR 0.2441 [0] -2.5937 [0] -2.6143 [0] 
Mozambique MOZ -0.3823 [0] -1.5728 [0] -2.1244 [0] 
Namibia NAM 0.5374 [0] -2.8040 [0] -3.2824 [0] 
Niger NER -1.6206 [1] -0.8629 [1] -4.0671 [0] 
Nigeria NGA 3.4296 [5] -0.1365 [5] -4.8912 [0] 
Rwanda RWA -0.3431 [0] -3.6677 [0] -4.8875 [0] 
Senegal SEN -1.8074 [0] -1.1199 [0] -4.1930 [6] 
Seychelles SYC -0.0200 [2] -5.2911 [0] -5.1670 [0] 
Sierra Leone SLE 0.6118 [1] -3.3522 [0] -3.6541 [0] 
South Africa ZAF 0.2581 [0] -2.3954 [1] -2.7995 [1] 
Sudan SDN -0.8751 [2] -2.2498 [0] -3.6334 [0] 
Tanzania TZA -1.0607 [0] -2.1177 [2] 0.2001 [2] 
The Gambia GMB 0.2901 [1] -4.8758 [0] -4.7726 [0] 
Togo TGO -0.2193 [0] -4.3405 [0] -4.6638 [0] 
Tunisia TUN 1.7287 [0] 1.0535  [0] -1.1212 [0] 
Uganda UGA -2.0633 [2] -2.3776 [2] -3.6275 [0] 
Zimbabwe ZWE 0.2162 [1] -1.8254 [0] -0.7937 [1] 

Note: Bolded figures denote that the ADF test is significant at 5% level, and reported in square brackets 
is the optimal lag length of the augmentation. 
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The traditional ADF unit root test does not account for structural breaks, in the 
long run, household expenditure rate can however experience smooth or instantaneous 
breaks within the considered years (see Perron, 1989; Furuoka, 2017a). As in Enders 
and Lee (2012a,b), to account for the limitation of the traditional ADF test, they 
expanded the traditional ADF test to a nonlinear framework with the use of a Fourier 
function with different frequencies. The general equation of the Fourier form is given 
as: 

 𝐺ሺ𝑡ሻ ൌ  𝛼 ൅ 𝛽𝑡 ൅ ∑ 𝜆௝
௠
௝ୀଵ sinሺ
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where α and β represent the model intercept and coefficient of the trend, respectively; 
𝜆௝ and 𝛾௝ are the measures of the amplitude and displacement of the sinusoidal 
component of the deterministic term, respectively;   is canonically taken to be 3.1416; 
m is the optimal number of frequencies, and it is to be obtained by the information 
criteria; 𝑗 is a specific frequency, which is set to 1, 2, …, up to m initially; and 𝑁 
represents the total number of observations – the length of the household expenditure 
rate in this paper. 𝜆௝and 𝛾௝ are the nonlinear parameters in the Fourier function that 
was set up and are assumed to be real values upon estimation. The entire function in 
(1) becomes a linear function if the values of 𝜆௝and 𝛾௝ are 0, therefore, the significance 
of at least one of (𝜆௝ , 𝛾௝) indicates nonlinearity. The classical ADF test regression is 
given as: 

∆𝐸𝑥𝑝௧ ൌ  𝛼 ൅  𝛽𝑡 ൅ ሺ𝜌 െ 1ሻ𝐸𝑥𝑝௧ିଵ ൅  ∑ 𝑑௜
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where 𝐸𝑥𝑝௧ is the household expenditure rate specific to a country at the time t ; t  is 
the error term;  is the slope parameter specific to the first lagged dependent variable; 
𝐸𝑥𝑝௧ିଵ is 1, when the series contains unit root attributes; d and p represent the slope 
and the lag length for the augmentation in the augmented component, respectively. 
Putting equation (2) and (1) together resulted in the Fourier ADF (FADF) test 
regression as developed by Enders and Lee’s: 
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While testing for a unit root in a given time series modelling, the FADF unit root 
test accounts for smooth breaks (Becker et al., 2006). Furuoka (2017a), extended the 
test with a structural break obtained simultaneously in the process. This process aligns 
with Perron's (2006) one structural break unit root test. Hence, in this study, both the 
ADF-SB as in Perron (2006) and the FADF-SB as in Furuoka (2017a), are utilised 
respectively and given as: 
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where  represents the coefficient of the structural break dummy variable tDU , where
1tDU   if 𝑡 ൐ 𝑁஻, otherwise, 0tDU  ; 𝑁஻ denotes the break date; 𝜃 represents the 

coefficient of the one-time break dummy, where 𝐷ሺ𝑁஻) = 1 if 𝑡 ൌ 𝑁஻, 𝐷ሺ𝑁஻) = 0 
otherwise. As the same with the ADF test, the null hypothesis of unit root, 1 0   
was tested using a t-test, in the above models represented as the equation (3), (4), and 
(5). These correspond to FADF, ADF-SB, and FADF-SB unit root tests respectively. 
The optimal frequency 𝚥̂ in equations (3) and (5) is obtained by reducing the residual 
sum of squares errors (SSR) to its minimum value through 

𝑆𝑆𝑅ி஺஽ிሺ𝚥̂ሻ ൌ  𝑖𝑛𝑓
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whereas considering ADF-SB and FADF-SB cases, as shown in Perron (2006) and Zivot 
and Andrews (1992), one structural break is determined endogenously, and not 
exogenously. The ሺ𝑁෡஻ሻ, structural break date, is then obtained. Furuoka (2014; 2017a) 
suggested the use of an F-statistic, 

   𝐹 ൌ
ሺௌௌோబିௌௌோభሻ/௞

ௌௌோభ/ሺேି௥ሻ
,          (9) 

where 1SSR denotes the unrestricted model sum of squares residuals (SSR); SSR0 

denotes the restricted model of SSR; k represents the number of restrictions present 
in the restricted model, and r represents the number of regressors contained in the 
unrestricted model. For clarity's sake, the FADF model is an unrestricted model of the 
ADF regression model in a case when the nonlinear trigonometrical terms are zeros, 
that is, 𝜆௝ ൌ 𝛾௝ ൌ 0. Also, the ADF-SB model is an unrestricted model of the ADF 
model when there is no structural break observed. Moreover, the FADF-SB model is an 
unrestricted model of the ADF model in a case where structural break and nonlinearity 
forms are not included in the model. Furthermore, the FADF-SB regression is an 
unrestricted model to the FADF model when the structural break dummies in the 
model are not found. Finally, the FADF-SB model is an unrestricted model to the ADF-
SB regression in a case whereby nonlinearity form via trigonometry is not included. 
Hence, there are cases of five pairings considered, given as

_FADF ADFF , 
_ADF SB ADFF  , 

_FADF SB ADFF  , 
_FADF SB FADFF   and

_FADF SB ADF SBF    tests. The critical values for each 
pairing can be found in Furuoka (2017a). Considering the pairing cases, in a case where 
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there is no significant improvement in an unrestricted model against a restricted one, 
the model which contains the lowest value of Type I error was accepted to be a better 
model. The accepted model determined the acceptance of the hypothesis of the unit 
root of the household expenditure rate.  

3. Empirical Findings 

Concerning the unit root approach described above, the ADF test, whereby the 
augmentation lag fixed to unity (i.e. p = 1) was conducted, and the same augmentation 
lag was fixed for the other tests, ADF-SB, FADF, and FADF-SB. The results of the unit 
root tests are presented in Table 3; and the result of the robustness test using the F test 
is in Table 4. Based on the ADF test result, there is evidence of mean reversion 
in household expenditure in the cases of Benin, Cameroon, Central African Republic, 
Democratic Republic of Congo, Malawi, Nigeria, Rwanda, Seychelles, the Gambia, 
Togo, and Uganda, accounting for approximately 28.95% of the 38 countries 
considered. Also, using the result from the Fourier form of the ADF framework 
(FADF), we found evidence of mean reversion in the household expenditure of Benin, 
Cameroon, Central African Republic, Congo, Democratic Republic of Congo, Malawi, 
Seychelles, Sierra Leone, Togo and Uganda (approximately 26.32% of total cases 
considered). It was observed that there was only a sparing distinction between the 
results of the ADF and that of the FADF. The unit root test results by the ADF and the 
FADF both display evidence of mean reversion in Benin, Cameroon, Central African 
Republic, Democratic Republic of Congo, Malawi, Seychelles, Togo, and Uganda 
(approximately 21.1%). Considering the ADF-SB test, it was discovered that there has 
been an increase in the number of rejections of the unit-roots. More importantly, the 
affected cases under the FADF test are almost exhaustively a subset of the rejection cases 
under the ADF-SB test, safe Sierra Leone. The number of cases that indicated mean 
reversion under the ADF-SB test is 24 (approximately 63.16% of the total cases). The 
evidence of an increase in the number of unit root rejection is because the ADF-SB test 
accounts for instantaneous breaks, while the FADF test does not. Furthermore, by using 
the FADF-SB test, the number of mean reversion cases increased to 33 (approximately 
86.84% of the total cases), excluding just five countries – Egypt, Ghana, Madagascar, 
Nigeria, and Tunisia. The increment is also evident from the fact that the FADF-SB test 
allows for a smooth break. However, as a result of the consistency in the non-rejection 
of unit roots in the three countries, Egypt, Madagascar, and Tunisia, for the FADF, 
ADF-SB, and FADF-SB tests, there is, in turn, a nonrejection of the hypothesis of unit 
root for the household consumption expenditures in three countries (Egypt, 
Madagascar, and Tunisia), and this indicates non-mean reversion. 
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Table 3:  Result of ADF, FADF, ADF-SB, and FADF-SB unit root tests 

Country Code ADF FADF K ADF-SB TB λ FADF-SB TB λ K 

Algeria DZA -1.407 -3.641 1 -3.165 1999 34 -5.702 2008 66 1 
Benin BEN -3.660 -4.859 1 -4.377 2004 52 -5.660 2015 90 1 
Botswana BWA -2.344 -3.313 1 -4.860 2008 66 -5.133 2008 66 1 
Burkina Faso BFA -1.937 -3.129 1 -3.760 2009 69 -4.659 1993 14 1 
Burundi BDI -3.243 -4.413 1 -4.381 2014 86 -5.049 2012 79 1 
Cameroon CMR -4.123 -5.374 1 -7.264 1995 21 -8.236 1995 21 2 
Central Afri. R. CAF -3.851 -4.617 2 -4.186 2008 66 -5.958 2009 69 1 
Chad TCD -2.803 -3.840 2 -9.969 2002 45 -8.974 2002 45 1 
Congo COG -3.409 -4.636 1 -4.905 1998 31 -10.015 2014 86 2 
Congo, Dem. 
Rep. 

COD -3.762 -6.406 1 -5.799 1996 24 -7.785 1995 21 1 

Egypt EGY -1.056 -0.311 2 -3.429 2011 76 -3.654 1998 31 2 
Gabon GAB -2.588 -3.952 1 -4.458 2014 86 -5.059 2008 66 2 
Ghana GHA -1.469 -2.841 1 -4.565 2012 79 -4.168 2012 79 2 
Guinea GIN -2.407 -3.253 2 -4.060 2005 55 -4.474 2006 59 2 
Guinea-Bissau GNB -2.221 -4.044 1 -4.245 1997 28 -6.072 2001 41 1 
Kenya KEN -2.232 -3.386 1 -4.835 1994 17 -5.749 1995 21 2 
Madagascar MDG -2.704 -2.973 1 -3.788 2011 76 -4.084 2006 59 1 
Malawi MWI -4.288 -4.592 2 -5.261 2006 59 -5.092 2012 79 2 
Mali MLI -1.793 -3.714 1 -3.599 2012 79 -5.283 2012 79 1 
Mauritania MRT -2.347 -3.597 1 -3.709 1994 17 -7.515 1993 14 1 
Mauritius MUS -2.249 -4.326 1 -4.223 2007 62 -6.289 2000 38 1 
Morocco MAR -1.881 -2.330 1 -3.485 2010 72 -4.737 2011 76 2 
Mozambique MOZ -2.116 -3.483 1 -3.952 1994 17 -5.645 2001 41 1 
Namibia NAM -2.362 -2.588 2 -3.691 2003 48 -5.829 2008 66 2 
Niger NER -2.735 -3.680 2 -4.093 2011 76 -5.238 2011 76 2 
Nigeria NGA -4.036 -3.789 1 -4.797 1998 31 -4.623 1999 34 1 
Rwanda RWA -3.987 -3.943 1 -8.898 1994 17 -11.703 1994 17 2 
Senegal SEN -1.621 -4.206 1 -3.062 2005 55 -4.798 2006 59 1 
Seychelles SYC -3.957 -4.449 2 -5.132 2004 52 -5.749 2017 97 1 
Sierra Leone SLE -2.339 -4.626 2 -3.389 2003 48 -6.627 2009 69 2 
South Africa ZAF -2.799 -3.935 1 -4.259 2001 41 -5.116 2011 76 1 
Sudan SDN -2.885 -3.668 1 -5.116 1999 34 -6.787 1999 34 1 
Tanzania TZA -0.363 -4.019 1 -2.110 1997 28 -4.793 2014 86 1 
The Gambia GMB -3.512 -3.502 1 -3.826 1996 24 -5.459 2011 76 1 
Togo TGO -3.969 -4.571 2 -5.034 1999 34 -5.237 1999 34 2 
Tunisia TUN -0.968 -2.755 1 -3.490 2010 72 -4.078 2006 59 1 
Uganda UGA -3.733 -5.037 2 -4.344 1999 34 -5.395 1999 34 2 
Zimbabwe ZWE -0.794 -4.397 1 -2.496 2001 41 -5.367 2009 69 1 

Note: Bolded figures denote that the test is significant at 5% level 

Afterwards, the F-test statistic is used to juxtapose the different pairs of unrestricted 
and restricted model constructs to determine which of the unit root tests considered in 
the analysis would yield the most viable and reliable mean reversion decision, and its 
consistency in doing so compared to other tests. This is to determine the test that would 
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caption the sum of squares regression variation in the household consumption 
expenditure excellently. Based on the result presented in Table 4, it was discovered that 
the F-test ൫𝐹ி஺஽ிಲವಷ൯, which investigates the improvement in the FADF over the ADF 
test, shows significant improvement in FADF in just 3 of the 38 cases, which are Algeria, 
Sierra Leone and Zimbabwe. This apparently indicates a high power of the Classical 
ADF test over its Fourier form (FADF) test. Considering the F-test ሺ𝐹஺஽ிିௌ஻_஺஽ிሻ, 
the test investigates the significant improvement in the ADF-SB over the ADF. We 
discovered that there has been an appreciable improvement with respect to 18 cases 
over the ADF. Considering all the results, it is evident that the FADF-SB test performed 
highly well over the other three tests, ADF, FADF, and ADF-SB, in all the African 
countries examined in the study, except for Benin, Burundi, Nigeria, Seychelles, South 
Africa, Tanzania and Togo (7). Hence, it is safe to say that the FADF-SB unit root test 
is more reliable and preferable compared to others as displayed in Table 4. Additionally, 
it is evidently shown, in the result, that the mean reversion hypothesis is significantly 
affected by the availability of structural breaks. This thereby improve the power of the 
Fourier function test when combined with structural breaks in unit root testing 
framework. 

Table 4: F tests 

Country Code FFADF_ADF FADF-SB_ADF FFADF-SB_ADF FFADF-SB_FADF FFADF-SB_ADF-SB 

Algeria DZA 12.278 7.117 13.745 7.873 27.359 
Benin BEN 4.889 2.918 5.699 4.866 5.524 
Botswana BWA 4.102 12.516 7.448 8.219 14.606 
Burkina Faso BFA 4.114 5.281 5.363 5.134 10.265 
Burundi BDI 3.783 4.650 3.238 2.274 5.284 
Cameroon CMR 4.672 14.623 10.268 11.570 20.464 
Central Afr. CAF 2.970 1.952 5.428 6.471 8.072 
Chad TCD 3.669 124.785 85.869 127.662 160.603 
Congo COG 5.342 5.188 17.505 20.575 21.745 
Congo, Dem. COD 9.624 10.251 9.084 5.107 15.383 
Egypt EGY 5.401 7.996 10.511 10.948 11.759 
Gabon GAB 4.265 6.014 5.039 4.511 9.563 
Ghana GHA 4.087 12.730 6.197 6.392 11.836 
Guinea GIN 3.067 9.599 8.129 10.625 9.893 
Guinea-Bissau GNB 5.553 7.701 8.345 7.836 15.669 
Kenya KEN 3.870 11.379 12.116 15.487 22.743 
Madagascar MDG 1.048 3.352 4.878 8.063 9.296 
Malawi MWI 1.398 3.700 3.402 4.928 6.371 
Mali MLI 7.765 4.892 9.924 7.616 18.965 
Mauritania MRT 4.730 20.134 13.989 16.764 26.844 
Mauritius MUS 7.520 7.592 10.179 8.158 20.335 
Morocco MAR 4.238 4.346 7.406 7.995 14.594 
Mozambique MOZ 5.443 7.579 10.276 10.577 19.916 
Namibia NAM 2.178 4.684 8.849 13.208 16.615 
Niger NER 4.103 4.692 5.746 5.710 11.234 
Nigeria NGA 0.408 2.910 1.966 3.437 3.726 
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Table 4: F tests  (cont.) 

Country Code FFADF_ADF FADF-SB_ADF FFADF-SB_ADF FFADF-SB_FADF FFADF-SB_ADF-SB 

Rwanda RWA 0.996 180.571 161.930 297.207 320.899 
Senegal SEN 9.857 3.724 6.945 2.634 13.667 
Seychelles SYC 2.233 4.596 4.032 5.045 5.952 
Sierra Leone SLE 10.677 3.193 11.542 6.915 21.331 
South Africa ZAF 4.526 4.888 4.887 4.048 7.238 
Sudan SDN 2.999 9.412 9.951 13.614 19.163 
Tanzania TZA 9.828 3.223 7.342 3.079 -1.169 
Gambia GMB 0.692 2.047 5.058 8.946 8.930 
Togo TGO 2.488 3.964 2.725 2.613 5.417 
Tunisia TUN 4.212 10.498 4.912 4.375 7.984 
Uganda UGA 5.559 2.137 3.683 1.544 7.157 
Zimbabwe ZWE 14.221 6.210 11.438 4.423 16.696 

Note: In bold indicates significance at 5% level. See Furuoka (2017a) for critical values. 

4. Conclusion 

The study examines the evidence of mean reversion or non-mean reversion 
in household expenditures in selected thirty-eight (38) countries across Africa between 
1990 and 2018 using the Fourier unit root test with breaks (FADF-SB). The test 
procedure works quite well in the presence of a small sample size and it is capable of 
controlling for smooth breaks based on the Fourier function in the test regression. 
Other unit root tests, the ADF, FADF, and ADF-SB, are restricted versions to the 
FADF-SB, which further gives the general test appealing properties. An F test that 
determines the superiority of FADF-SB and ADF-SB is also presented. On applying the 
traditional ADF unit root test, the authors discovered that only 16 of the considered 
cases indicate significance. That is, about 42% signify evidence of mean reversion in the 
time series of household expenditures across African countries considered. The three 
tests, FADF, ADF-SB, and FADF-SB rejected unit root hypotheses in 26.31%, 63.16%, 
and 86.84% of the total cases, respectively. Based on these results, the household 
expenditure rate in most of the African countries is mean-reverting for the period 
considered in this study. The FADF-SB test outperformed others in the majority of the 
African countries considered. Based on the results of only the FADF-SB test, the non-
mean reversion hypothesis holds in five (5) of the thirty-eight (38) African countries 
examined in this study. Meanwhile, based on the decisions of nonrejection of unit root 
by the four tests considered, non-mean reversion exists in only three countries, that is, 
in Egypt, Madagascar, and Tunisia. In these cases of non-mean reversion, 
the household expenditure rates do not revert to their mean levels, which is the 
likelihood that these countries may experience the persistence of shocks for a longer 
period. The implication herewith requires strong public policy actions to address the 
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household expenditure shock. Depending on the nature of the shock, a strong check 
and balance are needed to be put in place. In cases where the household expenditure 
rate is lower compared to the Gross Domestic Product (GDP) per capita, the shocks 
could mean evidence of economic development. However, in cases where the 
household expenditure rate is higher, the shock could mean the evidence of GDP per 
capita debt. Considering the robustness investigation to ascertain the most powerful 
and preferable test, the result indicates the dominance of the FADF-SB over other tests. 
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Does economic freedom promote financial development?  
Evidence from EU countries 

Anand Sharma1, Vipin Sharma2, Shekhar Tokas3 

Abstract 

This study empirically investigates the relationship between economic freedom and financial 
development in EU countries. Using panel data covering the years 2000–2017 and 
employing fixed effects, random effects, and the generalised method of moments (GMM), 
the paper examines the effect of economic freedom on financial development. The research 
results demonstrate  that greater economic freedom is conducive to financial development 
in the EU. These findings remain robust to the use of an alternative index of economic 
freedom. The results imply that policies which promote economic freedom are likely to raise 
the level of a country’s financial development. 

Key words: economic freedom, financial development, panel data, EU. 

1.  Introduction 

The focus on financial development has increased considerably in the recent 
decades. Evidence suggests that financial development has a favourable effect on 
economic growth, poverty, and inequality (e.g. Levine, 1997; Rajan and Zingales, 1998; 
Kappel, 2010; Guru and Yadav, 2019). Financial development also encourages the 
growth of small and medium enterprises, and it is an important component of 
economic development (World Bank, 2016). Thus, enhancing the strength of financial 
markets and institutions becomes imperative for achieving higher growth and 
development in a country. Financial development is closely linked to the quality of 
economic institutions of a country. Economic freedom is an indicator of this 
institutional quality (Hall et al., 2019; Sharma, 2020) and it measures the extent to which 
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the institutions and policies of a country are market-oriented (Stroup, 2007; Angulo-
Guerrero et al., 2017). Economic freedom includes five key areas: the size of 
government, legal system and property rights, sound money, free trade, and regulation 
(Gwartney et al. 2021). 

In theory, economic freedom may affect financial development due to various 
reasons. Well-defined property rights are an important feature of financial transactions. 
A robust legal system and property rights help in dealing with asymmetric information 
and thus lower the costs associated with financial transactions (Fernández and Tamayo, 
2017). The existence of these institutions raises the availability and efficacy of external 
finance and affects the extent of appropriation (Fergusson, 2006; Beck and Levine, 
2005). A strong legal framework and property rights mechanism also aid in the 
enforcement of financial contracts and increase the confidence of different stakeholders 
in the financial sector. Economic freedom in the form of free trade promotes 
competition and restricts the rent-seeking behaviour of incumbent elites and thus 
enhances financial development (Law, 2008). This argument is based on the ‘interest 
group’ theory advanced by Rajan and Zingales (2003). Sometimes, free trade is 
associated with an increased risk arising out of fluctuations in the global economy and 
therefore, it may lead to the development of a financial sector in the economy to combat 
these risks (Svaleryd and Vlachos, 2002). Trade openness also exerts a positive effect on 
financial depth (Huang and Temple, 2005) and thus promotes financial development. 
Economic freedom resulting from sound money may promote financial development 
as a stable and low rate of inflation raises the real return on assets and avoids the adverse 
selection problems (Fernández and Tamayo, 2017; Feldstein, 1980). In this paper, we 
examine if greater economic freedom is associated with a higher level of financial 
development in EU countries. 

Most of the empirical studies have linked economic freedom with growth 
(Gwartney et al., 1999; Bergh and Bjørnskov, 2021), entrepreneurship (Nyström, 2008; 
Sweidan, 2021), corruption (Graeff and Mehlkop, 2003; Thach and Ngoc, 2021), 
education (Feldmann, 2017) and health (Stroup, 2007; Sharma, 2020), among other 
variables. However, the literature which analyses the relationship between economic 
freedom and financial development is quite scarce (e.g. Enowbi‐Batuo and Kupukile, 
2010; Hafer, 2013; Khan et al., 2021). Hafer (2013) investigated the effect of economic 
freedom on financial development for 81 countries from 1980 to 2009. He found that 
the initial level of economic freedom has a positive effect on subsequent financial 
development. Several scholars have examined this connection in the context of 
developing and underdeveloped countries. For example, Khan et al. (2021) studied the 
effect of economic freedom on financial development for 87 developing countries from 
1984 to 2018. They used the panel threshold model and found that economic freedom 
exerts a favourable effect on financial development. Enowbi‐Batuo and Kupukile (2010) 
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examined the interaction between economic freedom, political freedom and financial 
development for the African countries from 1990 to 2005. They utilized difference-in-
difference and panel regression methods and showed that economic freedom enhanced 
financial development in these countries.  

The empirical literature has also analysed the effect of economic freedom on 
banking crises (e.g. Baier et al., 2012; Shehzad and de Haan, 2009) and economic crises 
(e.g. Bjørnskov, 2016; Giannone et al., 2011). Most of these studies found a favourable 
effect of economic freedom on crises. For example, Baier et al. (2012) analysed the data 
on banking crises from 1976 to 2008 and observed that economic freedom significantly 
lowers the likelihood of a banking crisis.  Shehzad and de Haan (2009) examined the 
relationship between economic freedom and crises for the developed and developing 
countries from 1973 to 2002 and found a similar effect. Bjørnskov (2016) studied the 
association between economic freedom and economic crises for 175 countries from 
1993 to 2010. He found a weak relationship between economic freedom and the 
occurrence of an economic crisis but concluded that freer countries faced smaller crises 
and a quicker recovery. Studies have also established a positive effect of economic 
freedom on credit allocation (e.g. Crabb 2008; Hartarska and Nadolnyak 2007) and 
bond ratings (e.g. Belasen et al., 2015; Dove, 2017). 

Very few studies have examined the relationship between economic freedom and 
financial development for the developed countries and to the best of our knowledge, no 
study has analysed this linkage in the context of EU countries. Further, most of the 
studies have not used alternative measures of economic freedom to assess the 
robustness of the results. The main objective of this study is to analyse the effect of 
economic freedom on financial development for the EU countries from 2000 to 2017. 
This paper fills several important research gaps in the financial economics literature. 
First, this paper uses alternative measures of economic freedom to analyse its effect on 
financial development. Second, this paper focuses on the developed EU countries. 
Third, this study addresses the endogeneity concerns by using the GMM method.  

The remaining paper is organised as follows. Section 2 explains the variables and 
lists the data sources. Section 3 describes the methodology used in the paper. Section 4 
presents the results and discusses the key policy implications. The last section presents 
the concluding remarks.  

2. Data 

This paper uses the data on economic freedom, financial development, and the 
relevant control variables for the 27 EU countries from 2000 to 2017. The data on 
economic freedom are published by two institutes viz. the Fraser Institute and the 
Heritage Foundation. We primarily rely on the economic freedom index released by 
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the Fraser Institute due to its robustness and acceptance in the literature (e.g. Easton 
and Walker, 1992; Angulo-Guerrero et al., 2017). This index measures the degree to 
which individuals are protected from expropriation and can make their economic 
decisions freely. This index takes the values between 0 and 10 with higher values 
representing greater economic freedom. It has five areas and consists of 44 variables 
(Fraser Institute, 2022). We also employ the Heritage Foundation index of economic 
freedom. This index is widely used in the literature (e.g. Crabb 2008; Bjørnskov, 2016). 
This index comprises 12 areas and it ranges from 0 to 100 with higher values implying 
greater economic freedom (Heritage Foundation, 2022). 

We obtain the data on the dependent variable viz. financial development index 
from the International Monetary Fund (IMF, 2022). The literature views this index as 
detailed and multidimensional (e.g. Khan et al., 2021; Svirydzenka 2016). This index 
ranges from 0 to 1 with higher values denoting greater financial development. The data 
on per capita GDP, foreign direct investment (FDI), and consumer price index (CPI) 
are taken from the World Development indicators of the World Bank. The net interest 
margin data is obtained from the IMF and the democracy (political rights) index is 
collected from the Freedom House (2022). We recode the political rights index so that 
larger values show the presence of a greater democratic environment. The recoded 
index takes the values from 1 to 7. Table 1 presents the descriptive statistics for the 
variables used in this paper. 

Table 1: Descriptive Statistics 

Variable Obs Mean S.D. Min Max 
 FD 476 .561 .198 .13 .91 
 EF (Fraser) 476 7.575 .4 5.55 8.32 
 EF (Heritage) 476 67.599 6.521 47.3 82.6 
 Per capita GDP 476 37685.12 17680.28 10201.28 115000 
 FDI 476 13.316 40.693 -58.323 449.083 
 NIM 476 2.371 1.437 .126 9.908 
 Democracy 476 6.866 .36 5 7 
 CPI 476 95.06 13.319 31.982 115.455 

3. Methods 

We rely on the existing literature and specify the following empirical model to 
determine the effect of economic freedom on financial development (e.g. Enowbi‐
Batuo and Kupukile, 2010; Hafer, 2013; Khan et al., 2021) 

Yit = 0 + 1 Economic Freedomit + 2 Zit + i + it                        (1) 
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Where Yit is the overall index of financial development and Economic Freedomit is 
the index of economic freedom in country ‘i’ at year ‘t’. Zit shows the standard control 
variables and includes per capita GDP, FDI, net interest margin, democracy, and CPI. 
The definitions of these variables are provided in Appendix Table 1. I represent the 
fixed effects and it denotes the error term. The use of pooled OLS method produces 
biased and inconsistent estimates due to heterogeneity bias (Wooldridge, 2009). Thus, 
we use fixed effects and random effects models to deal with the unobserved 
heterogeneity. We select the appropriate model using the Hausman test. Additionally, 
we formulate the following dynamic panel data (DPD) model containing the lagged 
financial development index, Yit-1 as one of the explanatory variables.  

              Yit = 0 + Yit-1 + 1 Economic Freedomit + 2 Zit + i + it                       (2)  

Using fixed effects and random effects methods to estimate this model is 
problematic due to the correlation between the lagged dependent variable and fixed 
effects in the error term. We resolve this endogeneity by transforming the original 
equation by taking the first differences (Roodman, 2009; Greene, 2003). There are no 
fixed effects in the transformed equation and lagged levels are taken as instruments of 
the first-differenced variables (Baum, 2013). This generalized method of moments 
approach is based on the seminal work of Arellano and Bond (1991) and takes the 
following form in this case: 

                Yit = Yit-1 + 1 Economic Freedomit + 2 Zit + it                         (3)  

We follow the approach outlined by Roodman (2009) to implement a two-step 
difference GMM and prefer it over one-step GMM as the former is robust to 
heteroskedasticity and autocorrelation. Arellano and Bover (1995) and Blundell and 
Bond (1998) developed a system GMM approach that includes lagged differences as 
instruments in addition to the lagged levels. However, in this case, we choose difference 
GMM over system GMM as the latter uses a larger number of instruments. The 
overidentifying restrictions and the instruments may not remain valid when the 
number of instruments exceeds the number of groups (Bondarenko, 2012). We conduct 
the Hansen test of overidentifying restrictions to determine the validity of instruments. 
We also carry out the Arellano and Bond test to detect the presence of serial correlation 
of second-order in residuals. 

4. Results and discussion 

In this section, we present the results of the empirical model. All the regression 
results report the standardized coefficients. Table 2 reports the fixed effects and random 
effects results. The Hausman test supports the use of the FE model as the p-value is less 
than 0.05. The FE results in column (1) show that economic freedom has a positive 
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impact on the financial development in the EU countries. The coefficient on economic 
freedom is 0.061 and it is significant at a 5% level. This coefficient implies that one 
standard deviation improvement in economic freedom is associated with a 0.061 
standard deviation increase in financial development. The RE results in column (2) also 
support this finding. Most of the control variables turn out to be significant in both 
models. For example, an increase in net interest margin is associated with a decline 
in financial development. Column (1) shows that the coefficient on net interest margin 
is -0.11 and it is significant at 1% level. This implies that one standard deviation increase 
in net interest margin is associated with a 0.11 standard deviation decline in financial 
development. A stronger democracy is associated with an improvement in financial 
development. An increase in per capita GDP also improves the financial development 
in the EU countries. However, this coefficient only turns out to be significant in the RE 
model. The remaining two control variables viz. FDI and CPI are insignificant in both 
models.  

Table 2: Economic Freedom (Fraser) and Financial Development: Fixed and Random effects 

Specification 
  (1)   (2) 
   FE    RE 

Economic freedom (Fraser Institute) 0.061** 0.051** 
   (0.025) (0.026) 
Per capita GDP 0.184 0.277** 
   (0.135) (0.112) 
Foreign Direct Investment -0.001 0.002 
   (0.011) (0.011) 
Net Interest Margin -0.110*** -0.130*** 
   (0.031) (0.029) 
Democracy 0.046** 0.049*** 
   (0.019) (0.019) 
Consumer Price Index 0.008 -0.007 
   (0.031) (0.028) 
Obs. 476 476 
Adjusted R2  0.26 - 

Robust standard errors are in parenthesis  
*** p<0.01, ** p<0.05, * p<0.1  

 
We examine the robustness of the results presented in Table 2 in two ways. First, 

we use Heritage Foundation’s index of economic freedom. Second, we employ the two-
step difference GMM method to tackle the endogeneity concerns. Table 3 reports both 
the FE and RE results with the index of economic freedom prepared by the Heritage 
Foundation. These results corroborate the findings obtained earlier. We find a positive 
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effect on financial development by using the alternative index of economic freedom. 
As column (1) shows one standard deviation increase in the economic freedom index 
is associated with a 0.106 standard deviation rise in financial development. The 
coefficients on control variables are broadly similar. A better democratic environment 
and an increase in per capita GDP leads to greater financial development, whereas a rise 
in net interest margin retards it. We focus on the FE results as the Hausman test 
advocates the use of the FE model. 

Table 3: Economic Freedom (Heritage) and Financial Development: Fixed and Random effects 

Specification 
  (1)   (2) 
   FE    RE 

Economic freedom (Heritage) 0.106** 0.087* 
   (0.044) (0.045) 
Per capita GDP 0.181 0.273** 
   (0.135) (0.115) 
Foreign Direct Investment 0.002 0.004 
   (0.007) (0.008) 
Net Interest Margin -0.101*** -0.122*** 
   (0.029) (0.027) 
Democracy 0.043* 0.046** 
   (0.021) (0.021) 
Consumer Price Index 0.007 -0.007 
   (0.030) (0.028) 
Obs. 476 476 
Adjusted R2  0.27 - 

Robust standard errors are in parenthesis  
*** p<0.01, ** p<0.05, * p<0.1  

 
Table 4 presents the estimation of the empirical model using the two-step difference 

GMM. These results confirm the robustness of our previous findings presented in Table 
2. The number of instruments is 23 and the number of groups (countries) is 27. The 
Arellano-Bond test for second-order serial correlation exhibits a p-value of 0.11 and 
thus indicates the absence of second-order serial correlation. The Hansen test of 
overidentifying restrictions shows a p-value of 0.365 and indicates that the instruments 
are valid. The GMM results also highlight that economic freedom has a positive effect 
on financial development. The coefficient on the economic freedom index is 0.071 and 
it shows that one standard deviation increase in economic freedom is associated with 
0.071 standard deviation improvement in financial development. The coefficient on 
lagged financial development index is positive and significant. Other control variables 
turn out to be insignificant in this model.  
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Our findings validate the results of previous studies, which have also found 
a positive effect of economic freedom on financial development (e.g. Hafer, 2013; Khan 
et al., 2021). Our results offer useful policy prescriptions as we focus on a homogenous 
set of developed EU countries that can better coordinate their policies as compared to 
other countries. The findings suggest that policies which improve the quality of 
economic institutions need to be emphasized for enhancing a country’s financial 
development. These policies may take the form of crafting a strong and efficient legal 
framework, creating a stable macroeconomic environment, reducing unnecessary 
regulations, and implementing a well-functioning system of property rights. The results 
also suggest the role of a robust democracy and higher per capita income in improving 
a country’s financial development.  

The findings of this paper support the prevalent understanding about the EU 
countries. The EU countries rank very high in terms of economic freedom and thus 
have a sound quality of economic institutions. The EU countries are among the 
economically freest countries of the world and have a strong rule of law, an efficient 
system of property rights, a stable macroeconomic environment and less regulations. 
The better quality of economic institutions in the EU countries ensures lower cost of 
financial transactions and also increases the confidence of various stakeholders in the 
financial system. The trade openness of the EU countries also has a favourable effect on 
the financial depth. The extent of financial development in the EU countries is also 
considerably high and therefore, the positive influence of economic freedom on 
financial development gets further strengthened in this environment. 

5. Conclusion 

In this study, we explore the impact of economic freedom on financial development 
for the EU countries from 2000 to 2017. We find that greater economic freedom is 
associated with an improvement in the financial development in the EU countries. 
These results suggest significant financial development can be achieved by improving 
the quality of economic institutions. Therefore, the policymakers should focus on the 
policies to enhance the level of economic freedom. Our findings remain robust to the 
use of an alternative index of economic freedom and different techniques viz. fixed 
effects and GMM.  

This paper uses an index of overall financial development as a dependent variable 
and does not focus on the financial markets and financial institutions sub-indices. 
Future research may attempt to consider the effect of economic freedom on the 
development of financial markets and financial institutions. Additionally, scholars may 
examine the relationship between financial development and the areas of economic 
freedom to understand their relative importance. This may help the policymakers to 
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focus on the specific elements of economic freedom, which are most helpful 
in improving the financial development of a country.  

Table 4: Two-step difference GMM estimation results: Dep variable: Financial Development 

Specification 
  (1) 
   FD 

Lagged Financial Development 0.268** 
   (0.118) 
Economic freedom  0.071** 
   (0.029) 
Per capita GDP 0.083 
   (0.143) 
Foreign Direct Investment 0.015 
   (0.017) 
Net Interest Margin -0.016 
   (0.025) 
Democracy 0.022 
   (0.042) 
Consumer Price Index 0.061 
   (0.036) 
Observations 446 
No. of instruments 23 
No. of Groups   27 

Arellano-Bond test for AR(2) in first differences: z = -1.59   Pr > z =  0.111 

Hansen test of overid. restrictions: chi2(16) = 17.32   Prob > chi2 =  0.365 

Robust standard errors are in parenthesis  
*** p<0.01, ** p<0.05, * p<0.1  
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Appendix 

Table A1: List of variables and their description 

Variable Description Source 

Financial Development (FD) 
Index ranging from 0 to 1 with higher 

values denoting greater financial 
development 

IMF 

Economic Freedom (Fraser) 
Economic freedom index (ranging 

from 1 to 10) with higher values 
denoting greater EF 

Fraser Institute 

Economic Freedom (Heritage) 
Economic freedom index (ranging 
from 0 to 100) with higher values 

denoting greater EF 
Heritage Foundation 

Per capita GDP Per capita GDP PPP  
(Constant 2017 international $) 

WDI, World Bank 

Foreign Direct Investment Foreign direct investment, net inflows  
(% of GDP) 

WDI, World Bank 

Net Interest Margin 
Accounting value of bank's net interest 

revenue as a share of its average 
interest-bearing (total earning) assets 

IMF 

Democracy Political rights index  
(ranging from 1 to 7) 

Freedom House 

Consumer Price Index Inflation, consumer prices (annual %) WDI, World Bank 
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Bayesian modelling for semi-competing risks data in the
presence of censoring

Atanu Bhattacharjee1, Rajashree Dey2

Abstract

In biomedical research, challenges to working with multiple events are often observed while
dealing with time-to-event data. Studies on prolonged survival duration are prone to having
numerous possibilities. In studies on prolonged survival, patients might die of other causes.
Sometimes in the survival studies, patients experienced some events (e.g. cancer relapse)
before dying within the study period. In this context, the semi-competing risks framework
was found useful. Similarly, the prolonged duration of follow-up studies is also affected
by censored observation, especially interval censoring, and right censoring. Some conven-
tional approaches work with time-to-event data, like the Cox-proportional hazard model.
However, the accelerated failure time (AFT) model is more effective than the Cox model
because it overcomes the proportionality hazard assumption. We also observed covariates
impacting the time-to-event data measured as the categorical format. No established method
currently exists for fitting an AFT model that incorporates categorical covariates, multiple
events, and censored observations simultaneously. This work is dedicated to overcoming the
existing challenges by the applications of R programming and data illustration. We arrived
at a conclusion that the developed methods are suitable to run and easy to implement in R
software. The selection of covariates in the AFT model can be evaluated using model se-
lection criteria such as the Deviance Information Criteria (DIC) and Log-pseudo marginal
likelihood (LPML). Various extensions of the AFT model, such as AFT-DPM and AFT-LN,
have been demonstrated. The final model was selected based on minimum DIC values and
larger LPML values.

Key words: censoring, illness-death models, accelerated failure time model, Bayesian Sur-
vival Analysis, semi-competing risks.

1. Background

Survival analysis is one of the important fields of mathematical statistics and expands to
deal with time-to-event data when interest is intended on time and before passing the time
an event has occurred, then this kind of data arises. Besides, including statistical methods,
it is used for analyzing the time until an event of interest has occurred, where the event is
death, the occurrence of any reasonable disease, or other experience of interest. However,
we cannot expect each participant to experience the event of interest (like death, cancer)
within the study period and get the real data. The prolonged duration of the study period
is also affected by censored observation, especially interval censoring, and right censoring.
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We expect subjects to experience only one type of event over follow-up like death from
cancer. But in real life, there are so many types of possibilities that subjects can experience
more than one type of event in the study period. If death is our interest, then from our ob-
servation, we can see that some patients can die from cancer or any traffic accident or in a
sudden heart attack. When this kind of event occurs, we refer to these events as "competing
events" and the probability of these events as "competing risks." To better understand com-
peting risk scenarios, we can think of a patient who may die from cancer or a heart attack,
but he cannot die from both. Sometimes the non-terminal event (like cancer relapse, or read-
mission) is our research interest. Still, the terminal event (e.g. death) averts the case of the
non-terminal event, and it is remarked as semi-competing risk data (Haneuse et al. 2016).
Innately we can think of participants of these settings as transitioning through a series of
states. For example, we can take cancer relapsing as the non-terminal event and death as the
terminal event. Semi-competing risks are inclusive in studies of aging. Here we will give an
example for a better understanding of a semi-competing event scenario: a patient who may
experience cancer relapse. After some time, he dies of cancer. We can represent the semi-
competing risks data in one or more of three transitions: 1) Transition 1: initial condition to
the non-terminal event. 2) Transition 2: initial condition to a terminal event. 3) Transition
3: non-terminal events to the terminal event. Semi-competing risks visit the setting where
our interest lies to infer a non-terminal event (e.g., disease recurrence, cancer relapse) and
a terminal event (e.g., death) and, if possible, for both cases. Let Ti1 and Ti2 denote time to
the non-terminal event and also the terminal event for the ith study participant respectively.
A sturdy association exists between the event’s time, so we cannot apply the univariate sur-
vival model because it will take the terminal event as an independent event and supply us
with overestimated biased results. The semi-competing risks analysis framework appropri-
ately treats the terminal event as a competing event. It considers the dependence between
non-terminal and terminal events as a component of the model specification.

The Cox proportional hazard model (Prentice et al. 1992) is used to relate the survival
time of a subject to the covariate. We want to find out for which covariate the survival
time gets affected. Besides the Cox model, accelerated failure time (AFT) is the essential
regression model for censored data (Buckley et al. 1979). The AFT model helps us consider
the effect of covariates on survival time. It can offer new insight into risk factors associated
with the non-terminal event (cancer relapse) when we conduct such a study among older
people, and age is a very relevant factor. In this type of situation, data may have been
left truncation. If it is not handled appropriately, each of these situations can give us a
biased result of our analysis (Odell et al. 1992). While a statistician or a researcher has
so many options for handling these types of situations, there are some works that we have
considered. Most of these are on the Cox model for hazard function. About AFT models
for semi-competing risk data, there are some recent works, (Dam Ding et al. 2009; Ghosh
et al. 2012; Ghosh et al. 2006; Armero et al. 2016; Jiang et al. 2017), but each of them has
some limits as they do not consider left-truncation or interval-censoring.

So, this work is dedicated to overcoming the challenges in semi-competing risk data
when left-truncation and interval censoring are present. So, we adopt the flexible, study
Bayesian framework (Lee et al. 2017) for our analysis of the simulated data as both cen-
sorings are adopted in their model. One of the advantages of this framework is we can
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take parametric and semi-parametric forms for our baseline survival distribution. We ob-
tained that the developed methods using the functions named BayesID_AFT and initi-
ate.startValues_AFT, which are suitable to run with the help of SemiCompRisks (Lee
et al. 2015) packages in R.

2. Model Framework: Illness death Model

Semi-competing risk data are presented by the participants ready to encounter the two
kinds of events and possibly both. We modelled the association between covariates and the
two types of event time within the AFT model specification. Ti1 and Ti2 represent the time
of the non-terminal event and also the terminal event for the ith study participant. Here we
adopt the following AFT model specifications (model the times of the events directly) under
the illness death modelling framework:

log(Ti1) = xxxT
i1βββ 1 +κi + εi1, Ti1 > 0 (1)

log(Ti2) = xxxT
i2βββ 2 +κi + εi2, Ti2 > 0 (2)

log(Ti2 −Ti1) = xxxT
i3βββ 3 +κi + εi3, Ti2 > Ti1 (3)

where xxxig denotes the vector of transition-specific covariates ,i = 1, . . . ,n and g ∈ {1,2,3}.
βββ g represents the vector of transition specific regression parameters, and εig denotes the
transition-specific random variable whose distribution determines that of corresponding
transition time, g ∈ {1,2,3}. Finally, κi denotes the random effect of a specific subject
in each of (1)-(3) equations that instigates a positive sign of dependency between the two
event times.

Let us briefly consider the interpretation of the regression parameter in an AFT model.

From our model given by equation (1), we can write the survivor distribution for the ith

individuals:
S1(t;xi1) = S01{t × exp(−xxxT

i1β1)β1)β1)} (4)

where S01 represents the baseline survivor function between the individuals with xxxi1 = 0.
We can interpret this as a special case when the covariate is dichotomous. Let xi1 be simply
a dichotomous covariate with xi1 = 1 denoting individuals who have received treatment and
xi1 = 0 indicates those who did not take treatment. Equation (4) implies that the median
time ratio to reason 1 among treatment receiver and non-receiver is exp(β1). For example,
if xi1 was a treatment indicator and β1 = 0.4, we could say that individuals who received
the treatment survived 50% longer (as exp(0.4)≈ 1.50) than those individuals who did not
receive the treatment, and if β1 =−0.4 then we get exp(−0.4)≈ 0.67 which indicates 33%
shorter survival. If values of exp{βg} are less than 1.0 for the AFT model, then it indicates
an increased risk due to the specific factor. From these results, we can say that a negative
value of β suggests increased risk because the event occurs sooner in time.
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3. Semi-parametric approach in AFT Illness-Death model

There are several works carried on the AFT model through frequency and Bayesian
extension (e.g. Christensen et al. 1988; Kuo, L et al. 1997). In this work, we preferred to
work with Dirichlet Process Mixture (DPM) prior along with normal distribution for each
εig (Ferguson et al 1973). It helped us to draw εig independently from a mixture of Mg with
mean and variances from the normal distribution as (µgr,σ

2
gr), for r ∈ 1, ...,Mg. Perhaps, it

is difficult to identify the distributional form of the (µgr,σ
2
gr), so we take each component

from normal distribution as being specific to some class and since which class it belongs to
is not known to us we prefer to draw from Gg0 as a choice of centring distribution. If the
’true’ class of membership is not known to us, then pgr defines the probability to belongs
as rth class for transition g and pppg = (pg1, ..., pgMg) by the probabilistic representation. It
is safe to consider the conjugate symmetric. Dirichlet (τg/MG, ...,τg/MG) as a choice of
prior distribution while the class of memberships for the n individuals belongs to the Mg

classes, and τg is presented for the precision parameter. Therefore the mixture distribution
is presented as

εig|ri ∼ Normal(µri ,σ
2
ri
),

(µgr,σ
2
gr)∼ Gg0, for r = 1, . . . ,Mg,

ri|pppg ∼ Discrete(ri|pg1, . . . , pgMg),

pppg ∼ Dirichlet(τg/MG, ...,τg/MG).

(5)

Now Mg → ∞ is presented as DPM along with the normal distribution. This work is
presented as Gamma(aτg ,bτg ), and hyper-prior for τg. Now we can take the non-informative
flat priors through the real line aligned with the regression line. We can consider κi draws
from the Normal distribution with (0,θ) and finally presented as κ = {κ1, . . . ,κn}. Some-
times, we can consider the prior knowledge on the variance component θ and adopt the
conjugate of the inverse-Gamma hyperprior as IG (aθ ,bθ ). It is useful to proceed with Gg0

as a normal distribution with mean and variance µg0,σ
2
g0.

4. Parametric approach in AFT Illness-Death Model

Sometimes in a small-sample setting parametric-specific model looks more logical as it
is easy to handle. For the parametric AFT model, some distributions including Weibull, log-
logistic, and log-normal have been proposed for univariate time-to-event data. We consider
the log-normal formulation for Bayesian parametric analysis and εig are taken from an in-
dependent normal distribution with mean µg and variance σ2

g for g ∈ {1,2,3}. We consider
flat priors for location parameters (µ1,µ2,µ3) on the real line. Independent inverse gamma
distributions are considered for (σ2

g ) and denoted as IG (aσg ,bσg). We take the same priors
for βββ g, κ , and θ , which we took for the DPM model.
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5. Model comparison criteria

Most of the time, researchers and analysts balanced the compatibility of the specified
model with the limitation of the data. In this regard, it is critical to compare the models
concerning goodness-of-fit. We used two criteria for this: the deviance information criterion
(DIC; Spiegelhalter et al. 2002) and the log-pseudo marginal likelihood statistic (LPML;
Geisser et al. 1979). For DIC, we note that work (Celeux et al. 2006) gives a couple of
different DIC measures and discusses them in the context of mixture-based random-effects
models. In this context, we take their DIC3 measure based on their guides for our AFT
illness-death model given by (1)–(3) and propose the following measure:

DICID =−4EΘ[logL(t1i, t2i,Di|Θ)|t1i, t2i,Di]

+2log
n

∏
i=1

EΘ[L(t1i, t2i,Di|Θ)|ttt1,ttt2,{Di}n
i=n]

(6)

In equation (6) all model parameters are denoted by Θ, either {ΘSP,κ} or {ΘP,κ}. In
the equation (6) the first term is associated with a deviance that evaluates a goodness-of-fit
and the second term computes the measure of complexity. For the purpose of our analysis,
we estimate the DICID with the help of Monte Carlo approximation:

ˆDICID =− 4
Q

Q

∑
q=1

log

{
n

∏
i=1

L(t(q)1i , t(q)2i ,D |Θ(q))

}

+2log

{
n

∏
i=1

1
Q

Q

∑
q=1

L(t(q)1i , t(q)2i ,D |Θ(q))

} (7)

At the qth MCMC iteration, Θ(q) denotes the values of Θ, q = 1,2,3, . . . ,Q. A model
having a smaller DIC value suggests a better fit to the data.

The LPML (2nd comparison criteria) measure is basically the sum of the logarithms
subject-specific conditional predictive ordinates and given as ∑

n
i=1 logCPOi,

CPOi = L(ti1, ti2,Di|{t1k, t2k,Dk}k ̸=i)

≈

{
1
Q

Q

∑
q=1

L(t(q)1i , t(q)2i ,Di|Θq)−1

}−1 (8)

The approximation part in equation (8) pursues from the Monte Carlo estimator (Chen
et al. 2012). Note, a model having larger values of LPML suggests a better fit for the data.
In this context, one can use the pseudo-Bayes factor (PBF) for the two models by taking the
exponent of difference in their LPML values.

6. Data

For illustration purposes, we perform some analyses using our simulated data with the
primary goal of comparing the two models (parametric & semi-parametric). We simulate
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the data consisting of n=5000 on the frame of semi-competing risk data where the interest
lies in a non-terminal event that is subject to a terminal event which is a competing risk for
the non-terminal event but not vice versa. We have developed this kind of semi-competing
risk data frame with five dichotomous covariates and fit the model. Table 1 represents the
baseline characteristic (sex, race, etc.) of 5000 participants. We adopted interval censoring
and left truncation also. It also provides a 60-months summary of outcomes, overall and
within levels of the factors reported. From the first row of Table 1, we can see that 25.58%
participants are censored for both events and 25.24% experienced both events. We also
see that a total of 1239 individuals experienced the non-terminal event and were censored
for the terminal event, and 1220 participants have experienced the terminal event without
having the non-terminal event.

Beyond the overall rates, Table 1 reveals substantial variation in the distribution of the
four outcome types across levels of certain factors. We see, for example, that the rates at
which individuals have experienced both events within 60 months is 26.02% among the
individuals having I(1) = 1 to 24.03% among individuals having I(1) = 0.

Table 1: Overall information about covariates based on 5000 individuals experienced on
non-terminal and/or terminal events.

Total n(%) censored n(%) Non-terminal event only n(%) Terminal event only n(%) Both events n(%)
Total 5000 (100) 1279 (25.58) 1239 (24.76) 1220 (24.4) 1262 (25.24)

Covariate 1
I(1) = 1 3032 (60.64) 740 (24.41) 757 (24.97) 746 (24.60) 789 (26.02)
I(1) = 0 1968 (39.36) 539 (27.39) 482 (24.49) 474 (24.09) 473 (24.03)

Covariate 2
I(2) = 1 4532 (90.64) 1156 (25.51) 1123 (24.78) 1109 (24.47) 1144 (25.24)
I(2) = 0 468 (9.36) 123 (26.28) 116 (24.79) 111 (23.72) 118 (25.21)

Covariate 3
I(3) = 1 3896 (77.92) 991 (25.44) 983(25.23) 968 (24.84) 954 (24.49)
I(3) = 0 1104 (22.08) 228 (20.65) 256 (23.19) 252 (22.83) 288 (26.09)

Covariate 4
I(4) = 1 2550 (51) 649 (25.45) 637 (24.98) 648 (25.41) 616 (24.16)
I(4) = 0 2450 (49) 630 (25.71) 602 (24.57) 572 (23.35) 646 (26.37)

Covariate 5
I(5) = 1 2789 (55.78) 701 (25.13) 690 (24.74) 692 (24.81) 706 (25.31)
I(5) = 0 2211 (44.22) 578 (26.14) 549 (24.83) 528 (23.88) 556 (25.15)

7. Results

7.1. Overall model fit

Table 2 provides the calculated values obtained on AFT-LN and AFT-DPM by corre-
sponding DIC and LPML values. The models, i.e., AFT-LN and AFT-DPM, considered
the κi (random effect) and resulted in DIC values as 34810 and 30975. So, AFT-DPM is
relevant in this data analysis context compared to the AFT-LN model. Similarly, the sec-
ond measure (LPML) obtained on AFT-LN and AFT-DPM is -16156 and -15719. It also
confirms that AFT-DPM is more relevant than AFT-LN.
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Table 2: DIC and LPML for two proposed models fit to simulated data.

DIC LPML
AFT-LN 34810 -16156

AFT-DPM 30975 -15719

7.2. Analysis: Covariate effect

As mentioned earlier in Section 3, if values of expβg are less than 1.0 for the AFT
model, then it indicates an increased risk due to the specific factor. Table 3 presents the
posterior median (PM) and 95% credible interval for the regression parameter from our
analysis having a patient-specific random effect.

From the first column of Table 3, we have found proof that individuals with 0 indicators
for 1st covariate I(1) significantly increased for reason 1 for the AFT-DPM analyses. The
median time to reason 1 is estimated to be 6.5% shorter for these individuals than those with
one indicator for I(1).

We also find that individuals with 0 indicators for 2nd covariate I(2) have a lower risk of
reason 3. Their median time to reason 3 (non-terminal to terminal event) is estimated to be
64.7% and 7.6% longer than individuals who have the one indicator under the AFT-LN and
AFT-DPM model, respectively.

Table 3: Estimated posterior medians along with 95% credible intervals (CI) for transition
g = 1,2,3 based on two type of AFT-illness death model including the patient-specific ran-
dom effect.

Transition 1 (95% CI) Transition 2(95% CI) Transition 3 (95% CI)
Covariate 1

AFT-LN 1.432(1.235,2.280) 2.719(2.072,3.758) 1.578(1.468,2.351)
AFT-DPM 0.935 (0.893,0.966) 1.079(1.008,1.151) 1.082(1.053,1.108)
Covariate 2

AFT-LN 3.070(2.626,3.429) 2.080(1.828,2.659) 1.647(1.262,2.493)
AFT-DPM 1.127(1.099,1.155) 1.296(1.110,1.369) 1.076(0.984,1.087)
Covariate 3

AFT-LN 1.991(1.709,2.262) 2.385(2.129,4.117) 2.464(1.928,2.853)
AFT-DPM 1.045(1.031,1.105) 1.009(0.925,1.038) 1.079(1.056,1.149)
Covariate 4

AFT-LN 1.725(1.402,2.384) 1.758(1.602,2.351) 2.275(1.786,4.046)
AFT-DPM 1.058(1.058,1.058) 0.975(0.890,0.997) 1.208(1.042,1.851)
Covariate 5

AFT-LN 1.604(1.389,1.721) 2.697(1.596,3.605) 2.028(1.471,2.339)
AFT-DPM 1.073 (1.070,1.075) 1.181(0.895,1.417) 1.191(1.145,1.237)

8. Discussion

In this work, we discuss the semi-competing risks framework as a way of investigating
variation in risk for a non-terminal event where the occurrence of the event is subject to a



208 A. Bhattacharjee, R. Dey: Bayesian modelling for semi-competing risks data...



STATISTICS IN TRANSITION new series, June 2023 209

terminal event. In this context, we have analyzed the semi-competing risk data using the
proposed AFT illness death model (Lee et al. 2017), which serves as a helpful complement
of the traditional hazard-based model of say (Xu et al. 2010) and (Lee et al. 2015).

Crucially the two modelling frameworks characterize associations through fundamen-
tally different contrasts (see Section 2.2) and, in this sense, jointly provide an expanded
scope for scientific inquiry. As such, reckoning on the scientific background and goals,
analysts may value more highly to consider one or the other or possibly both.

In this text, our main objective is to find which model is a better fit for our frame and
to estimate the effects of the covariates on the risk of the non-terminal event (e.g. cancer
relapse). At the same time, we assume that death plays a vital role in the analysis. We have
handled the data carefully as left truncation and interval censoring are present. If we do not
consider these things, we will get a biased result.

In this article, we build the framework through the Bayesian model, which will help the
researchers to take the advantage of well-known benefits including the ability to naturally in-
corporate prior information and the automated quantification of prediction and uncertainty.

Finally, we note that there are a number of ways in which one could build the proposed
framework. First, while the focus of this article has been on semi-competing risk data,
we have developed and implemented analogous parametric and semi-parametric univari-
ate AFT models in settings where left truncation and interval censoring are present. Such
a model might, for example, be useful if interest lies in whether there are differences in mor-
tality between patients with and without a diagnosis of Alzheimer’s and dementia. Some
specific areas where the model can be used include pregnancy, where delivery is the termi-
nal event and Preeclampsia will be the non-terminal event and palliative care where death
is the terminal event and readmission will be the non-terminal event.
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Census administration in Ukraine: insight into the Polish 
experience in the context of international indicators analysis 

Svitlana Chugaievska1, Grażyna Dehnel2, Andrey Targonskii3 

Abstract 

The latest National Population Census in Poland, like in many EU countries, was conducted 
in 2021. In Ukraine, during the entire period of independence, a national census was 
conducted only once, in 2001, while the following rounds kept being postponed. In 2019, 
a trial census was conducted in several regions of central Ukraine. The working hypothesis 
is that for the organisation and conduct of the All-Ukrainian Population Census in Ukraine, 
it is important to use the experience of EU countries in this field (and Poland’s experience 
in particular). The purpose of the article is to substantiate the theoretical foundations and 
comparative analysis of the processes of conducting censuses in Poland and Ukraine and to 
study the factors of increasing the level of respondent participation. The article reviews 
a number of socio-economic factors in the light of the comparison of data census 
organisation in Poland and Ukraine. Several international indicators were investigated that 
could have an impact on respondent participation in statistical surveys and censuses. By 
applying factor analysis, it was possible to identify the factors that could increase the level of 
respondent participation. To solve these demographic challenges, the following activity 
should be considered: financial support for the successful functioning of economic entities, 
improvement of social infrastructure, friendly environment for innovation and investment, 
and peace and political stability in Ukraine. 

Key words: national census, trial census, international comparisons, multifactorial statistical 
analysis of the civic activity level. 

1.  Introduction 

The role and significance of censuses remain the focus of attention for many 
researchers, economists and politicians. According to UN standards, a national census 
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should be conducted in each country every 10 years. This recommendation is observed 
in EU countries. The most recent population census in Poland, like in many other EU 
members, was conducted in 2021, whereas in Ukraine – in 2001. Over the past 21 years, 
there have been a number of attempts to hold another census in Ukraine, but each time 
the date was postponed. 

However, at the end of 2019, a trial census was conducted in several districts of the 
Kyiv region. The trial census relied on the latest digital technology, enabling 
respondents to fill out the census questionnaire via a smartphone app. Direct interviews 
were also conducted. But the main problem of the trial census was that that the realized 
sample accounted for just 75% of the planned sample, with less than 1% collected by 
means of the app. 

A timely and reliable administration of a national census and its statistical outputs 
are crucial for the implementation of the main directions of the country’s sustainable 
development, especially the prospects of EU membership. This development is 
associated with three main goals: overcoming poverty, improving food security 
indicators, improving the well-being of the population. It should be emphasized that all 
these goals require information about the number of permanent residents in particular 
regions and in the country as a whole. In addition, once the hostilities in Ukraine are 
over, the most urgent task of the authorities will be to restore territorial integrity and 
start the reconstruction of Ukrainian cities and villages destroyed by the war. Such 
investment plans will require detailed information about the population in each region. 

On June 23, 2022, Ukraine acquired the status of a candidate for EU membership. 
As a result, the government is now faced with the difficult task of adapting the national 
laws and standards to the European legislation, ensuring compliance with the rule of 
law, embracing democratic values and promoting the market economy. In order to 
continue reforms with a view to becoming an EU member, Ukraine needs to conduct 
regular population censuses according to EU standards. In addition, reliable and 
standardized national statistics are necessary for international comparisons made by 
the UN, the World Bank, the International Bank for Reconstruction and Development, 
Eurostat, the International Monetary Fund and other world organizations. 

Since the declaration of independence in 1991, official statistics in Ukraine has 
undergone significant changes and the independence and objectivity of statistical 
information has become the main objective underlying the reforms undertaken in the 
organization. Today, the task of official statistics is not only to provide objective socio-
economic indicators at the macro and micro levels, but also to contribute to the 
democratization of society by ensuring the sustainable development of all regions 
(Osaulenko O., et al., 2021). 

In recent years, a number of researchers have focused on the trends and challenges 
connected with the demographic situation in the countries of Central and Eastern 
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Europe (Krywult-Albańska M., 2012, Marciniak G., 2014, Da Costa J. N., Bielecka E., 
Calka B., 2017). Dygaszewicz J. (2020) calls for a more extensive use of modern IT 
technologies in the organization of population censuses and data from administrative 
registers. Some authors point to differences between countries regarding the conditions 
that are relevant for conducting national censuses, which are related to significant 
differences between their national economies. Wisla R. et al. (2020) compare structural 
changes in the Polish and Ukrainian economies with those observed in other Central 
and Eastern European countries.  

Zayukov I. (2011), Kravchenko V. and Kravchenko N. (2015) emphasize the need 
to study the causes and consequences of the deep demographic crisis in Ukraine. 
Libanova E., 2013, Melnik S., 2014 and Malish N., 2016 highlight the need to solve 
demographic problems in order to ensure social development of different regions. 
However, the problems associated with the organization of a national population 
census and other statistical surveys, especially now in the conditions of martial law, 
remain unresolved. 

Since the latest census data are over 20 years old, information about the population 
in the country’s regions comes only from the Civil Registration of the Population Office 
and the State Migration Service. Because of high rates of migration, including refugee 
and labour migration, the accurate measurement of the population remains a challenge 
(Libanova E., 2019, Malynovska O., 2016). Since 2014, the country has experienced high 
levels of refugee migration resulting from political processes and Russia’s invasion of 
the Crimean Peninsula. Migration flows intensified following Russia’s aggression 
against Ukraine on February 24, 2022. As war hostilities escalated, large groups of the 
population were forced to leave their homes and move to neighbouring countries: 
Poland, Slovakia, Germany, Bulgaria, the Czech Republic, etc. (Kolomiiets O., 2022).  

Will these people be able to return home and if so, when? Will they be able to 
participate in the census? How will it be possible to organize and conduct a census given 
such a high level of migration and political instability in the country? What experiences 
of the EU countries regarding census administration can be used to help Ukraine 
overcome these challenges? 

The authors believe that in order to conduct a successful population census 
in Ukraine, it is important to implement the experience of the EU countries, 
particularly Poland, regarding the organization of censuses and household surveys. The 
main results of the study were presented at  the 40th International Conference MSA-
2022, Lodz, November 7-10, 20224. The authors are sincerely grateful to the organizers 
of the Conference for the high evaluation of the research and the recommendations.  

The purpose of the article is to provide the theoretical foundations and compare 
the processes of conducting censuses in Poland and Ukraine, with emphasis on factors 
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that increase respondent participation. The authors compare the 2021 census in Poland 
and the 2019 trial census in Ukraine, by analyzing census forms, effectiveness indicators 
of various response modes: online, mail, telephone or personal interview, indices of the 
socio-economic development of the countries, which can stimulate respondent 
participation. 

2.  Data and methodology 

The following comparative analysis is based on publicly available data published 
online by national statistical institutes in Poland5 and Ukraine6. 

A comparative analysis of the census forms composition and respondent 
participation rates is based on information included in methodological reports 
accompanying each census. Factors that can affect the degree of respondent 
participation were selected from among international economic indices for each 
country, published by the World Bank7, the European Commission and Eurostat8, 
the International Labor Organization9  and the World Economic Forum10. 

When selecting data to describe respondent participation in both countries, three 
groups of indices were considered:  

1)  indicators relating to electronic document flow: E-Participation Framework Index 
(EPFI)11 and the UN Global E-Government Development Index (EGDI)12. 
The first characterizes the use of state electronic services, the second – the use of 
electronic services in state document circulation. 

2)  indicators of the country’s sustainable economic development: Fragile States 
Index (FSI)13, Global Innovation Index (GII)14 and The Economic Complexity 
Index (ECI)15. The first one characterizes the instability of state institutions, weak 
protection of the population, lack of access to medical and educational services, 
etc. The second measures the level of innovative processes, such as the use of new 
technologies, energy production and sustainable products, etc. The third index is 
based on the diversity and complexity of their export basket. It reveals the diversity 
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and sophistication of the productive capabilities embedded in the exports of each 
country. 

3)  social indicators: Human Development Index (HDI)16 and Social Progress Index 
(SPI)17. The first is a measure of average achievements in key dimensions of human 
development: a long and healthy life, education and decent standards of living. 
The second one is an aggregate country score with respect to three dimensions: 
basic human needs, foundations of well-being and opportunities. It relies 
exclusively on social and environmental indicators and measures outputs not 
inputs. 

Guided by the principle of data comparability, the authors chose a single common 
series of data regarding the selected international indices for Poland and Ukraine – 
from 2009 to 2021. However, it turned out that some of these indices are calculated 
once every two years, which means no data were available for some years. For some 
indices, information for 2021 has not been published yet. In such cases, the authors 
applied a method of working with missing data developed by Fichman M. (2003). 
The empty cells were filled with values consistent with the general trend observed for 
a given index and the application of regression equations. 

Sociometric, economic and statistical methods were used in the analysis. By 
comparing absolute, relative and average indicators of realized sample size with the 
planned number of respondents, it was possible to determine response rates for 
personal interviews and the electronic mode of response (Mokin B., Mokin O., 2015). 

In the assessment of census forms used in Poland and Ukraine, the authors selected 
8 groups of questions: 1) demographic characteristics (age, gender, place of birth, etc.); 
2) ethnic origin, language, religion, citizenship; 3) education; 4) employment; 
5)  migration activity; 6) living conditions; 7) family connections; 8) health 
characteristics, disability status. 

The method of principal components analysis (PCA) was used to identify the most 
important factor affecting respondent participation in national surveys (Dunteman G., 
1989). The PCA method made it possible to reduce the size of the initial database in 
order to select factors with the greatest importance for the issue of interest – the level 
of respondent participation. The method was applied in the following stages. 

In the first step, data approximation was performed by linear images, where the 
Euclidean distance between each of the vectors and its linear image is minimized. In this 
study, the source dataset includes a finite set of vectors: 𝐼ଵ,  𝐼ଶ, … , 𝐼௠ ∈ 𝑅௡  for each 
𝑘 ൌ 1, 2, … ,𝑛 െ 1 among all k-dimensional linear images one must find one where 

                                                           
16  https://ourworldindata.org/human-development-index  
17  https://www.socialprogress.org 
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𝐿௞ ∈ 𝑅௡ and the sum of the squares of the Euclidean distances from each vector to the 
linear image is minimal:  

෌ 𝑑𝑖𝑠𝑡ଶሺ𝑥௜ , 𝐿௞ሻ → 𝑚𝑖𝑛
଻

௜ୀଵ
 (1) 

On the other hand, when any k-dimensional linear image in the 𝑅௡ space can be 
represented as a set of linear combinations: 

L௞ ൌ ሼ𝑎଴ ൅ 𝑎ଵ𝛽ଵ ൅ 𝑎ଶ𝛽ଶ ൅ ⋯𝑎௞𝛽௞ሽ,  (2) 
where 𝛽௜ denotes some parameters of this linear combination, 𝑎଴ is a free element and 
ሼ𝑎ଵ;𝑎ଶ; … ; 𝑎௞ሽ,  which belong to the 𝑅௡ space, is called an orthonormal set of vectors 
or vectors of principal components. 

In this case, we present the sum of the squares of the Euclidean distances as the 
Euclidean norm: 

෌ 𝑑𝑖𝑠𝑡ଶሺ𝑥௜ , 𝐿௞ሻ ൌ
଻

௜ୀଵ
‖х௜ െ 𝑎଴ െ ∑ 𝑎௝

௞
௝ୀଵ ሺ൫𝑎௝,𝑥௜൯ െ 𝑎଴ሻ‖ଶ (3) 

The solution of this approximation problem was to find a series of nested linear 
images L0 ⸦ L1 ⸦ L2…⸦ Ln-1, where: 

L௞ ൌ ሼ𝑎଴ ൅ 𝑎ଵ𝛽ଵ ൅ 𝑎ଶ𝛽ଶ ൅ ⋯𝑎௞𝛽௞ሽ, 
and these images were determined by a set of vectors’ main components. 

In the second step, we looked for orthogonal projections with the largest value of 
dispersion. The first principal component was selected, where the sample variance of 
the data on the first coordinate is maximal. Next, the second main component was 
selected, where the sample variance along the second coordinate is maximal, provided 
that it is orthogonal to the first coordinate. And so on for the k-th principal component. 
Each sample variance for the k-th principal component in this study was determined 
by the formula: 

𝑆ଶ௠௔௫൫𝑎௞, 𝑥௜൯ ൌ
ଵ

௠
෌ ሺ𝑎௞,

௠

௞ୀଵ
𝑥௜ ሻଶ (4) 

In the third step, we looked for orthogonal projections with the largest root mean 
square distance between points. This enabled us to compare and weight different 
pairwise distances between indices of respondent participation. 

In the last, fourth step, correlations between the coordinates and indices used were 
cancelled. That is, we selected only those main components for which the coefficient of 
covariance between their various coordinates was equal to zero. This enabled us to 
select the factors which are relevant to conduct of a census and increase the level of 
respondent participation. 

The method of scientific generalization was used to develop directions for 
improving the administration of a population census in Ukraine as soon as military 
operations in the country end. Results of the factor analysis of international economic 
indices were used to propose directions for improving respondent participation 
in statistical surveys. 
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3.  Socio-economic conditions of relevance for census administration 
in  Poland  and  Ukraine 

Before one draw on the Polish experiences of census administration to inform 
Ukrainian reforms in this respect, it is necessary to note a significant difference between 
the two countries. Poland’s accession to the EU in 2004 was an important moment 
in  the process of transformation. Today, Poland is one of the most dynamically 
developing economies in the EU and ranks quite high in terms of the Human 
Development Index. It is a country with relatively high indicators of income and the 
quality of life, the level of security, the quality of education and economic freedom. 
In 2000, Poland’s nominal GDP per capita was USD 4,501, whereas in 2021 it was USD 
17,840, which represents a 4-fold increase. As a result, Poland was 44th in the ranking 
of countries by GDP per capita. In the same period, Ukraine’s GDP per capita rose from 
USD 636 to 4835 USD, i.e. 7.6 times. However, in terms of GDP per capita, Ukraine 
ranks 101st in the world and is the “poorest country in Europe”. According to the 
preliminary results of the 2021 census, the population of Poland is over 38.5 million, 
making it the fifth most populous country in the EU, and the eighth in Europe. It is also 
the ninth biggest country in Europe. 

Currently, Ukraine is an industrial-agrarian economy, with a predominance of raw 
material production. The country is one of the leading exporters of many types of 
agricultural products. Major sectors of the Ukrainian economy include the mining 
industry, separate branches of mechanical engineering, ferrous and non-ferrous 
metallurgy, etc. Ukraine is an important producer of electricity as well as military 
equipment and weapons. Although the country ranks 74th in terms of the Human 
Development Index, (for comparison, Poland is 33rd), the standard of living and 
indicators of the quality of life vary greatly for different categories of the population. 
Other problems the country faces include a high level of corruption as well as poor 
security and legal protection of citizens. Since February 2014, Ukraine has been 
defending itself against the armed invasion of the Russian Federation, which led to the 
annexation of Crimea and the occupation of parts of the Donetsk and Luhansk regions. 
The next stage of the Russian-Ukrainian war began on February 24, 2022, with Russia's 
large-scale invasion of Ukraine. The war has contributed to a strong growth of patriotic 
sentiments among Ukrainians, which is reinforced by humanitarian aid and military 
support provided by the international community. According to the 2001 census, 
the Ukrainian population was 48.5 million, and according to estimates based on the 
population register, it was 41.3 million at the start of 2021. 

The authors believe that the low level of  non-response bias is correlated with high 
standards of living when part of the information comes from administrative databases. 
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Therefore, having considered Poland's experience in organizing and conducting 
censuses, the authors singled out 3 groups of international indices: 

1) indicators characterizing the degree of electronic document circulation; 
2) indicators characterizing the stability of the country’s economic development; 
3) indicators characterizing the standard of living (Table 1). 

Considering these indices, the situation of Poland looks much more favourable 
compared to that of Ukraine. In the case of the FSI index, the higher the country’s 
position in the ranking, the more fragile it is. 

Table 1. Socio-economic factors of relevance for respondent participation a year before the national 
census in Poland and the trial census in Ukraine 

Indices 
Country's rank for a given index 

Poland, 2020 Ukraine, 2018 

Indicators of electronic document flow  

1. E-Participation Framework Index (EPFI)18, I1 9 75 
2. The UN Global E-Government Development  
    Index (EGDI)19, I2 24 82 

Indicators of sustainable economic development  

3. Fragile States Index (FSI)20, I3 145 86 
4. Global Innovation Index (GII)21, I4 38 43 
5. The Economic Complexity Index (ECI)22, I5 24 41 

Social indicators 

6. Human Development Index (HDI)23, I6 35 78 
7. Social Progress Index (SPI)24, I7 31 64 

Source: based on data published on the official websites listed in the footnotes. 
 
The E-Participation Framework Index (EPFI), included in the first group of 

indicators, is a complementary index to the UN E-Government Survey. It focuses on 
the use of online services that governments use to facilitate the provision of information 
to citizens (e-information exchange), engagement with stakeholders (e-consultation) 

                                                           
18 https://publicadministration.un.org/egovkb/en-us/About/Overview/E-Participation-Index 
19 https://publicadministration.un.org/egovkb/en-us/About/Overview/-E-Government-Development-Index 
20 https://fragilestatesindex.org/ 
21 https://www.globalinnovationindex.org/Home 
22 https://oec.world/en/rankings/eci/hs6/hs96?tab=table 
23 https://ourworldindata.org/human-development-index 
24 https://www.socialprogress.org 
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and participation in decision-making processes (e-decision-making). It includes the 
following sub-indexes: framework system of e-participation (the degree of citizens’  
e-participation in various events organized by the state), electronic information 
(“enabling participation by providing citizens with public information and access to 
information without or upon demand”), electronic consultation (“engaging citizens 
in contributions to and deliberation on public policies and services”) and electronic 
decision-making (“empowering citizens through co-design of policy option and co-
production of service components and delivery modalities”). 

It should be noted that in 2010, the values of the EPI were almost the same for both 
countries (0.249 for Poland and 0.2571 for Ukraine). However, in the following years, 
e-participation of the Polish population improved, especially between 2014 and 2016, 
when the value of the index almost doubled from 0.4902 to 0.8814, which is reflected 
by a jump in the world ranking from 65th to 14th place. In 2020, the EPI for Poland 
was 0.9643, while the corresponding value for Ukraine was 0.8095 (Figure 1). 

 

 

Figure 1. A comparison of indicators of electronic document flow in Poland and Ukraine, 2010–2020 
Source: based on data published on the official websites listed in the footnotes25. 

 

                                                           
25 https://publicadministration.un.org/egovkb/en-us/About/Overview/E-Participation-Index; 

https://publicadministration.un.org/egovkb/en-us/About/Overview/-E-Government-Development-Index 
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The second indicator of electronic document flow is the UN Global E-Government 
Development Index (EGDI). In addition to assessing the website development patterns 
in a country, the EGDI considers access characteristics, such as the infrastructure and 
educational levels, to reflect how a country is using information technologies to 
promote access and inclusion of its people. The EGDI is a composite measure of three 
dimensions of e-government: provision of online services (Online Services Index, OSI), 
development status of telecommunication infrastructure (Telecommunication 
Infrastructure Index, TII), and inherent human capital (Human Capital Index, HCI). 

The values of the EGDI confirm the pattern observed in the case of the EPI. While 
in 2010 its respective values for Poland and Ukraine were approximately the same 
(0.5582 vs 0.5181), a decade later the situation in Poland improved considerably: the 
index risen to 0.7986, but at the same time the country dropped from the 45th place 
in 2010 to the 24th in 2020. As for Ukraine, because of political instability and Russia’s 
military aggression, the evident improvement from 0.5181 in 2010 to 0.7119 in 2019 
was not big enough to secure a better position in the ranking – the country actually 
dropped from 54th to 69th place.   

In addition to having an efficient system of e-participation and e-government, 
which can have an impact on respondent participation in statistical surveys, another 
group of indicators is connected with the development of a competitive national 
economy and the quality of life.  

The first indicator in this group is the Fragile States Index, which is based on 
a Conflict Assessment System Tool (CAST) developed by the Fund for Peace (FFP) 
nearly a quarter of a century ago to assess “vulnerabilities which contribute to the risk 
of state fragility”26. The CAST framework was originally developed to measure these 
vulnerabilities and assess how they might affect projects in the industry, and continues 
to be widely used by policy makers, field practitioners and local community networks. 
An unstable situation in a state can have serious consequences not only for that state 
and its population, but also for its neighbours and other countries elsewhere in the 
world. Internal conflicts, humanitarian and political crises can arise from ethnic 
tensions; some turn into civil wars; others take the form of revolutions, and lead to 
complex humanitarian emergencies. 

The Fragile States Index (FSI) is “is a critical tool in highlighting not only the 
normal pressures that all states experience, but also in identifying when those pressures 
are outweighing a states’ capacity to manage those pressures”. The FSI is based on 12 
indicators of the CAST framework, which are grouped into 4 categories27: Cohesion 
Indicators (C1 – Security apparatus, C2 – Fractional elites, C3 – Group grievance); 
Economic Indicators (E1 – Economic decline, E2 – Uneven economic development,  
                                                           

26 https://fragilestatesindex.org/methodology/  
27 https://fragilestatesindex.org/indicators/  
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E3 – Flight of people and brain drain); Political Indicators: (P1 – Legitimacy of the state, 
P2 – Public services, P3 – Human rights and the rule of law) and Social and 
Interdisciplinary Indicators (S1 – Demographic pressure, S2 – Refugees and IDPs,  
X1 – External intervention). Unlike the previous indices, a higher value indicates 
a more fragile state, with a more unstable economy. 

In terms of the FSI, Ukraine’s situation deteriorated from 69.7 in 2009 to 91.0 
in 2021, which is reflected by the higher position in the ranking of fragile states: from 
110th to 69th place, indicating high instability and the presence of conflicts in society. 
This is the result of two political revolutions in 2008 and 2014, as well as Russia’s 
military aggression followed by the annexation of parts of the Ukrainian territory. The 
situation of Poland has been considerably more stable, as evidenced by the decline 
in the ranking from 49.6 (142nd place) in 2009 to 43.1 in 2021 (147th place) (Figure 2). 

The second indicator of economic development is the Global Innovation Index 
(GII), which tracks the latest global innovation trends. Every year, it evaluates the 
efficiency and innovativeness of world economies. It also highlights indicator strengths 
and weaknesses of each country to give a more detailed description of its innovation 
activities. Currently, the overall GII ranking is based on 81 indicators grouped into two 
sub-indices: Innovation Input Sub-Index, consisting of 5 pillars (including measures of 
political environment, education, infrastructure and knowledge creation) and 
Innovation Output Sub-Index, consisting of two pillars28. 

As can be seen in Figure 2, the values of the GII for Poland are always slightly better 
than for Ukraine. In 2010, when the measurement started, the index for both countries 
was very low: 3.06 for Ukraine and 3.28 for Poland. But the next year, it jumped to 35.01 
for Ukraine, and 38.02 for Poland. Over the next decade, there was little improvement 
with both countries reaching the highest value in 2018: 38.52 for Ukraine and 41.7 for 
Poland. As a result of the Covid-19 pandemic and political instability, the GII for 
Ukraine decreased to 35.6 in 2021. It should be noted that despite a relatively small 
change in the index value, Ukraine dropped in the world ranking from 60th place 
in 2011 to 49th place in 2021. In the same period, Poland rose from 43rd to 40th place, 
also registering a fall in the index value to 39.9. 

The third indicator in this group, the Economic Complexity Index (ECI),  
is a “measure of an economy's capacity, which can be inferred from data connecting 
locations to the activities that are present in them. It has been shown to predict 
important macroeconomic outcome, including economic growth (…) [It is calculated 
using] the Product Complexity Index, (PCI), which is a measure of the complexity 
required to produce a product or engage in an economic activity and is correlated with 
the spatial concentration of economic activities”29. 
                                                           

28 https://www.globalinnovationindex.org/about-gii#framework  
29 https://oec.world/en/resources/methods#eci-intuituvely  



224                   S. Chugaievska, G. Dehnel, A. Targonskii: Census administration in Ukraine: insight … 

 

 

 
 

 

Figure 2. A comparison of indicators of sustainable economic development in Poland and Ukraine, 
2009–202130 

Source: based on data published on the official websites listed in the footnotes31. 
 

                                                           
30 The available data series for the ECI does not include 2021. 
31 https://fragilestatesindex.org/; https://www.globalinnovationindex.org/Home; https://oec.world/en/rankings/ 
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As shown in Figure 2, for Poland the ECI increased from 0.99 in 2009 to 1.028 
in 2020, that is, by 0.039 points, with little effect on the country’s position in the world 
ranking (from 23rd in 2009 to 24th in 2020). In same period the value of the index for 
Ukraine decreased from 0.67 to 0.50, which caused a fall in the ranking from 34th to 41st 
place.  

The last group of indices in Table 1 includes two social indicators: The Human 
Development Index (HDI) and Social Progress Index (SPI). The HDI is the most widely 
used composite measure of average achievement in three dimensions of human 
development: a long and healthy life, access to education and a decent standard of 
living. It is a standard tool for general comparisons of the standard of living of different 
countries and regions and is published as annually part of the UN development 
program. 

As can be seen in Figure 3, both Poland and Ukraine registered a slight increase 
in the value of the HDI between 2009 and 2019: it rose from 0.834 to 0.88 for Poland 
(+0.046), but the country’s position in the world ranking (35th) remained unchanged. 
In the case of Ukraine, despite a bigger rise from 0.749 to 0.779 (+0.03), the country 
actually dropped 2 places in the ranking, from 72nd to 74th place. 

 

 

Figure 3. A comparison of social indicators for Poland and Ukraine, 2009–202032 

Source: based on data published on the official websites listed in the footnotes33. 

                                                           
32 The available data series for the HDI does not include 2020 for Poland and Ukraine; for the SPI does not 

include 2009-2012 for Poland and 2009-2013 for Ukraine. 
33 https://ourworldindata.org/human-development-index; https://www.socialprogress.org/ 
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The second indicator in this category is the Social Progress Index (SPI), published 
by Social Progress Imperative a US-based nonprofit. SPI measures how well countries 
meet the social and environmental needs of their citizens. It currently uses 60 indicators 
to measure the social performance of 169 countries34. The indicators are grouped into 
12 components, which represent three main dimensions of social progress: basic 
human needs, foundations of well-being and opportunities. 

As in the case of the previous indicators, the situation of Poland in terms of the SPI 
was better than that of Ukraine. Between 2013, when the index was launched, and 2020, 
the index for Poland rose from 56.92 to 84.32, (+27.4), or almost 1.5 times. It makes no 
sense to consider the position in the ranking, because the list of participating countries 
has changed significantly over the years. As for Ukraine, which was included in the 
ranking in 2014, the initial value of the index was 64.91, which grew to 73.38 in 2020, 
that is by 13%. 

In summary, not only were values of the indices for Poland higher throughout the 
reference period than those for Ukraine, but their rate of growth was also greater in 
most cases. The subsequent parts of the study focus on the factors that are directly 
related to respondent participation in statistical surveys. 

4.  Basic facts about the latest census rounds in Poland and in Ukraine 

Many countries, including Great Britain, Bulgaria, Hungary, Greece, Italy, 
Lithuania, Ireland, Poland, Portugal, Estonia, Romania, Czech Republic used to 
conduct traditional censuses using paper forms and direct interviews. In recent years, 
NSIs have been increasingly relying on information from administrative registers. 
The latest censuses in Austria, Denmark, Sweden, Finland and Norway were based 
entirely on data from state registers; Belgium, Spain, Slovenia, Luxembourg and Latvia 
combined register data with conventional methods. 

Since joining the EU in 2004, Poland has conducted two censuses – in 2011 and 
2021. After 2011, Statistics Poland decided to abandon the use of paper forms in favour 
of the CAPI mode, which contributed to a significant reduction of census costs. The 
cost of a Ukrainian census in 2023 was estimated to be about USD 243 million USD 
in September 202135. In comparison, the cost of the 2021 census in Poland, where the 
number of respondents is comparable to that in Ukraine, was just a third of that amount 
(about USD 80 million). Also, a lot has been done over the years to modernize the IT 
infrastructure supporting the collection and processing of statistical information in all 
departments of Statistics Poland. For example, during the last census data were 

                                                           
34 2022 Social Progress Index Executive Summary 
35 https://forbes.ua/news/vtroe-dorozhe-chem-v-polshepochemu-perepis-naseleniya-v-ukraine-stoit-73-mlrd-

grn-i-pri-chem-zdes-apple-21092021-2461 
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collected by the CAWI method, i.e. using a respondent-friendly online form, which was 
also accessible via a smartphone app. In addition, the census was preceded and 
accompanied by a nationwide advertising campaign designed to boost respondent 
participation in self-enumeration: census ads were visible in public transport, on 
television, on billboards, in hospitals, schools, etc. Much of the information was 
obtained from administrative registers even before the start of the census. All these 
measures contributed to a significant reduction in the census budget and made 
it possible to conduct it and process the data in a timely manner. 

The 2001 census in Ukraine was conducted in a traditional way, using paper forms 
with a questionnaire containing only 19 questions. In the trial census of 2019, 
in addition to direct interviews, respondents could provide data via an online form, and 
information from state registers was also used. For the purpose of the trial census 
in 2019 and the planned census in 2023, the Ukrainian government approved 
a questionnaire containing 50 questions (Table 2). The Polish census questionnaire 
included more questions about gender equality in the family, religion, the use of energy-
saving technologies and questions about family connections and health status. 

Table 2.  The number of questions in different categories of the census questionnaire used in Poland 
and Ukraine 

Main categories of census questions Poland, 2021 Ukraine, 2019 

demographic characteristics  
    (age, gender, place of birth, etc.) 7 4 

ethnic origin, language, religion, citizenship 9 5 

education 1 4 

employment 14 4 

migration activity 7 8 

living conditions 26 24 

family connections 5 - 

health characteristics, disability status 4 1 

Total 73 50 

Source: based on data published by Statistics Poland36 and State Statistics Service of Ukraine37. 

                                                           
36 https://spis.gov.pl/wp-content/uploads/2021/03/NSP2021_Wytyczne-do-samospisu_20210311_jezyk-

polski.pdf 
37 http://www.ukrcensus.gov.ua/ 
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The budget of the 2001 census amounted to UAH 194.2 million (USD 36.1 million). 
By the start of 2022, UAH 416 million (USD 14.9 million USD) had already been 
allocated for the preparation of the census in 2023. According to the forecast of the 
National Academy of Sciences of Ukraine, the total cost of the 2023 census is expected 
to be about UAH 6 billion (about USD 214.4 million at the exchange rate from the 
beginning of 2022)38. 

5.  Respondent participation in Ukrainian census, 2019 

In order to conduct the trial census in 2019 and the actual census in 2023, it was 
necessary to adopt new legislation in accordance with new standards and the country’s 
pro-European development. In July 2022, amendments to certain laws of Ukraine 
regarding state statistical activities were approved. The new legislation amends the laws 
on state statistics and the law on the all-Ukrainian population census. Some of the key 
provisions include: 
 the requirement of conducting a general population census at least once every 

10 years; 
 the use of information from administrative registers, in compliance with the 

requirements of Ukrainian legislation regarding personal data protection; 
 the possibility of completing the census form online; 
 new requirements for temporary census personnel to guarantee confidentiality of 

personal information; 
 protection of respondents’ rights. 

The legal changes were made considering international agreements and obligations 
of Ukraine and are based on the fundamental principles of the UN and EU regarding 
official statistics, in particular the European Statistics Code of Practice, with the aim of 
harmonizing the Ukrainian statistical system with European norms and standards. 

The trial census held in December of 2019 consisted of the following stages: 
1) respondents filled out the questionnaire on their own (in response to a census 

letter) using a special online form; 
2) those who had not responded online were interviewed by census enumerators 

equipped with tablets;  
3) enumerators, together with instructor-controllers, conducted a selective control 

round of dwellings in order to check the quality of the work of the enumerators 
and coverage of the trial census. 

                                                           
38 https://fakty.com.ua/ua/ukraine/suspilstvo/20211130-perepys-naselennya-ukrayiny-u-2023-roczi-yak-

organizovuvatymut-ta-skilky-koshtuvatyme/ 
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According to the State Statistics Service of Ukraine, there were 14882 thousand 
households in Ukraine. This means that the trial census covered only 0.1% of the 
country’s households. Actually, during the planning stages, the coverage goals in terms 
of the number of respondents were not set. The main goal was to check the capacity of 
statistical services, the quality of tablets used by enumerators, to identify weaknesses 
in the questionnaire and develop proposals for improving the implementation of the 
survey on the places.  

During the trial census in Ukraine, the level of population participation was quite 
high and amounted to 11.9 out of 15.7 thousand households, or 75.8%. However, 
among them, only 0.1 thousand households (0.6%) took part in the observation in an 
online format, without visiting census points, but using a special application with an 
electronic form in their gadgets. Information about the settings of this application was 
not widespread enough among young and middle-aged people. At the same time, 
information from administrative registers was not used for technical reasons. 
The budget of the trial census was 1.4 billion UAH or 54.3 million USD. In the next 
part of the study, the authors set the task of selecting such factors that can further 
contribute to increasing the level of respondents’ participation in the Ukrainian 
national census, a special role in this case belongs to the possibility of online 
participation based on the use of modern digital technologies.  

6.  Factor analysis of international indicators for Poland and Ukraine using 
Principal Components Analysis 

Before analyzing which indicators to select as the main components of the measure 
of respondent participation during in statistical surveys, it was clear that for some 
indices data in the time series were missing. In particular, the EPFI and EGDI are 
calculated by the World Economic Forum once every two years; the GII for both 
countries only became available from 2010, the ECI data for 2021 are not available yet. 
There were also no HDI data for 2020-2021 at the time when this article was prepared. 
The SPI index was launched in 2014 and for 2021 were also unavailable at the time when 
this article was prepared. For this reason, missing data were imputed based using 
a regression equation of the general trend and checking its reliability by calculating the 
coefficient of determination. The years with missing data and imputed values used 
in further analysis are presented in Table 3. 

The original data series with values imputed for missing years were used 
in Principal Components Analysis to select factors that have the biggest effect on 
respondent participation in statistical surveys in Poland and Ukraine. The analysis was 
performed using the SPSS software. Figure 4 shows the correlation matrix for the 
selection of factors using PCA. The first column in each table contains values for 2009-
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2021. The variable numbers in Figures 4 and 5 should be reduced by one to denote the 
index numbers shown in Table 3. 

Table 3. Data imputation for missing values of indices for Poland and Ukraine, 2009–2021 

Index 

Years 
with 

missing 
data 

Poland Ukraine 

Regression equation, 
coefficient of 

determination 

Imputed 
value 

Regression equation, 
coefficient of 

determination 

Imputed 
value 

1.EPFI 2009 
2011 
2013 
2015 
2017 
2019 
2021 

y=0.1489exp(0.1745x) 
R2=0.9240 

0.1773 
0.2513 
0.3563 
0.5051 
0.7161 
1.0151 
1.4391 

y=0.1511exp(0.1527x) 
R2=0.8844 

0.1760 
0.2389 
0.3242 
0.4400 
0.5972 
0.8105 
1.1000 

2. EGDI 2009 
2011 
2013 
2015 
2017 
2019 
2021 

y=0.0238x+0.4873 
R2= 0.9753 

0.5111 
0.5587 
0.6063 
0.6539 
0.7015 
0.7491 
0.7967 

y=0.0175x+0.4644 
R2= 0.8798 

0.4819 
0.5169 
0.5519 
0.5869 
0.6219 
0.6569 
0.6919 

3. FSI - - - - - 

4. GII 2009 y=-0.548x2+8.6568x+ 
+10.719; R2=0.5782 

10.72 y=-0.4891x2+7.739x+ 
+9.8714; R2=0.5727 

9.87 

5. ECI(%) 2021 y=0.4573x+99.594;  
R2= 0.5459 

105.5 y=-2.1115x+74.483; R2= 
0.7909 

47.0 

6. HDI(%) 2020 
2021 

y=0.4755x+82.938 
R2= 0.9771 

88.6 
89.1 

y=-1.1609x+75.425 
R2= 0.6402 

77.4 
77.5 

7. SPI 2009 
2010 
2011 
2012 
2013 
2021 

y=-0.7574x2+9.4411x 
+54.146 

R2=0.7597 

19.01 
32.23 
43.95 
54.15 
56.92 
77.77 

y=0,1x3-
1.3107x2+4.9871x+ 

+60.687 
R2=0.7848 

12.09 
30.69 
44.51 
54.27 
60.69 
78.14 

Sources: authors’ calculations. 
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As can be seen from the correlation matrices, for both countries, there is a strong 
correlation between the first two indices, classified as indicators of electronic document 
circulation, namely the E-Participation Framework Index (EPFI) and the UN Global  
E-Government Development Index (EGDI). In the case of Poland, a rather strong 
correlation can also be observed in the case of the last two indices included in the group 
of social indicators, namely the Human Development Index (HDI) and the Social 
Progress Index (SPI). 

 
 

Poland 

 
 
 

Ukraine 

 

 

Figure 4. Correlation matrices of the factor analysis based on PCA for Poland and Ukraine  

Sources: calculated in the SPSS software. 

 
 
The total variance distribution table is presented in Figure 5. In the case of Poland, 

only one common component is proposed, which accounts for 78.157% of the total 
variance of the investigated indices. In the case of Ukraine, the PCA method revealed 
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two components that explain 89.186% of the total variance. Thus, the residual variance 
of the influence of the other indices is 21.843% for Poland, and 10.814% for Ukraine. 

 
 

Poland 

 

 
Ukraine 

 

 

Figure 5. Distribution of the total variance into main components for Poland and Ukraine 

Sources: calculated in the SPSS software. 
 
 
Having evaluated the component matrix included in Figure 6, the indices to be 

included in the main component were provided. In the case of Poland, almost all the 
selected indices were assigned to the main component, which is why only one group 
was created for all indices. The only exception is the fourth indicator, the Global 
Innovation Index (GII), for which the total correlation coefficient is 0.794. 
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Figure 6. Matrices of the main components for Poland and Ukraine  
Sources: calculated in the SPSS software. 

In the case of Ukraine, the software recommends separating two main components. 
The first main component includes the first, seventh, second and sixth indices:  
the E-Participation Framework Index (EPFI), the Social Progress Index (SPI), the UN 
Global E-Government Development Index (EGDI) and the Human Development 
Index (HDI), their total correlation coefficients are 0.931, 0.921, 0.918 and 0.905, 
respectively. 

It can thus be concluded that the best way of stimulating respondent participation 
in statistical surveys and censuses is to improve electronic document circulation, which 
is measured by the first two indices, namely the E-Participation Framework Index and 
the UN Global E-Government Development Index. The analysis has also shown that 
the two social indicators are strongly correlated, which could have an effect on 
respondent participation. Poland’s experience in organizing and conducting the census 
suggests that the introduction of digital technologies in the public administration sector 
plays a significant role. After all, the indicators of electronic document circulation were 
included in the group of main components in the analysis of international indices, 
in the case of both countries. The degree of citizens’ e-participation in various events 
organized by the state depends on the volume and quality of online services, the level 
of telecommunication infrastructure and the availability of online services for citizens 
(Figure 7). 

As demonstrated by the statistical analysis above, the various social indicators are 
also important in this context: the quality of life, access to education, medical services, 
indicators of life expectancy and health, income and expenses of households. It is 
obvious that the socio-humanitarian component, together with the return of peace, will 
encourage Ukrainian migrants to return home.  
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Given that about 30% of the population in most regions live in rural areas, it is 
important to ensure that the census can be conducted in remote regions, where 
enumerators could find it difficult to visit respondents (pensioners, disabled people, 
people with special needs). In such cases, cooperation with representatives of united 
territorial communities is necessary to make sure that the census can be conducted by 
employing workers from local communities or social services instead of professional 
enumerators. 

Another important measure is nationwide census promotion in the mass media. 
It is important to create a positive attitude to the participation in the census and to 
emphasize its importance for the country’s European aspirations. It will also be 
necessary to adopt uniform classifiers and terminology in accordance with EU 
standards when processing collected data. For this reason, European statistical 
standards should be promoted in Ukrainian statistics. 

To encourage the use of smartphones, the mobile app with the census form should 
be adjusted to run on phones with different operating systems. Such an app is likely to 
appeal to young people and middle-aged people who would not need to visit the 
territorial district at their place of residence. It could also be used by those who have 
temporarily gone abroad or migrated in connection with hostility actions, but they are 
citizens of the state, who should participate in the census. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 7. Directions for improving the level of respondent participation in official statistical surveys 
Sources: results of performed authors’ research. 

Directions for enhancing the level of respondent participation  
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7.  Conclusions 

The authors have analyzed a number of international indices that are relevant for 
respondent participation in statistical surveys, and particularly in the context of the 
next population census. Three groups of indices were identified: indicators of electronic 
document circulation, indicators of sustainable economic development, and social 
indicators. Considering each of these indices, the situation of Poland is significantly 
better compared to that of Ukraine, where the last national census was conducted only 
once in 2001. 

A comparative analysis of census questionnaires used in Poland in 2021 and 
in Ukraine in 2019 revealed that the Polish census form was not only longer  
(73 vs 50 questions), but also included some aspects that were absent from the 
Ukrainian questionnaire, e.g. a section about family ties in the household. 

As regards respondent participation, a very low percentage of young respondents 
self-enumerated online, probably because of insufficient information about how to use 
the web application. 

The factor analysis of the indices for Poland and Ukraine was carried out using 
Principal Component Analysis. The matrix analysis of the main components for Poland 
showed that almost all the selected indices had an impact on the successful 
implementation of the National Census. In the case of Ukraine, the main components 
include the E-Participation Framework Index (EPFI), the Social Progress Index (SPI), 
the UN Global E-Government Development Index (EGDI) and the Human 
Development Index (HDI). 

The authors have proposed a number of recommendations regarding the main 
areas that should be improved to ensure a successful administration of the next census 
in Ukraine. The most important of these measures include the digitization of the public 
administration sector, the use of smartphone apps and census promotion in the mass 
media. 

Acknowledgements 

The project entitled „Census administration in Ukraine: insight into the Polish 
experience in the context of international indicators analysis” is financed by the Polish 
National Science Centre DEC-2013/11/B/HS4/01472. 

 
 
 



236                   S. Chugaievska, G. Dehnel, A. Targonskii: Census administration in Ukraine: insight … 

 

 

References 

About the Sustainable Development Goals of Ukraine for the period until 2030, (2019). 
Decree of the President of Ukraine dated September 30, URL: 
https://zakon.rada.gov.ua/laws/show/722/2019#Text [in Ukrainian]. 

Dunteman, G., (1989). Principal components analysis. Newbury Park. URL: 
https://www.worldcat.org/title/principal-components-analysis-
dunteman/oclc/1042959545 

Dygaszewicz, J., (2020). Transition from traditional census to combined and registers-
based census. Statistical Journal of the IAOS. 36(1), pp. 165–175 

Fichman, M., (2003). Multiple imputation for missing data: Making the most of what 
you know. Graduate School of Industrial Administration Carnegie-Mellon 
University.  
URL: https://kilthub.cmu.edu/articles/journal_contribution/Multiple_Imputation_ 
for_Missing_Data_Making_the_Most_of_What_you_Know/6707012/1.  

Gołata, E., Dehnel, G., (2021). Credibility of disability estimates from the 2011 
population census in Poland. Statistics in Transition new series, vol. 22, 2,  
pp. 41–65. URL: https://sit.stat.gov.pl/Article/208. 

Guidelines for the self-census in the People's National Census in Poland, (2021). URL: 
https://spis.gov.pl/wp-content/uploads/2021/03/NSP2021_Wytyczne-do-
samospisu_20210311_jezyk-polski.pdf [in Polish]. 

Da Costa, J. N., Bielecka, E., Calka, B., (2017). Uncertainty quantification of the global 
rural-urban mapping project over Polish census data. 10th International 
Conference on Environmental Engineering, ICEE 2017 enviro.2017.221. 

Kolomiiets, O., (2022). How will we gather you all?. Why will not all refugees return to 
Ukraine? Ekonomichna Pravda, 30.05.2022. URL: https://www.epravda.com.ua/ 
publications/2022/05/30/687530/ [in Ukrainian]. 

Kravchenko, V. P., Kravchenko, N. V., (2015). The current demographic situation in 
Ukraine and prospects for its development. Visnik sotsialno-ekonomichnih 
doslidzhen: zbiinik nauk. prats; za red. M.I. Zveryakova ta in. Odesa. Odeskiy 
natsionalniy ekonomichniy universitet, vol. 3, 58, pp. 236–240 [in Ukrainian]. 

Krywult-Albańska, M., (2012). Spis powszechny jako źródło informacji o ludności 
[National Census as a source of data on population]. Studia Socjologiczne, (4), 
pp. 87–107 [in Polish]. 



STATISTICS IN TRANSITION new series, June 2023 

 

237

Libanova, E., (2019), Labour migration from Ukraine: key features, drivers and impact. 
Economics and Sociology, vol. 12(1), pp. 313–328. URL: https://www.economics-
sociology.eu/?657,en_labour-migration-from-ukraine-key-features-drivers-and-
impact. 

Human development of the regions of Ukraine: analysis and forecast, (2007). Edited by 
E. Libanova. Institute of Demography and Social Research of the National Academy 
of Sciences of Ukraine. URL: http://irbis-nbuv.gov.ua/cgi-bin/ua/elib.exe?Z21ID= 
&I21DBN=UKRLIB&P21DBN=UKRLIB&S21STN=1&S21REF=10&S21FMT=on
line_book&C21COM=S&S21CNR=20&S21P01=0&S21P02=0&S21P03=FF=&S21
STR=ukr0005357 [in Ukrainian]. 

Malish, N. A., (2016). Demographic aspects of socio-humanitarian development. URL: 
http://www.akademy.qov.ua/ej8/doc_pdf/malysh.pdf [in Ukrainian]. 

Malynovskа, О., (2016). Migration in Ukraine: facts and figures. Kyiv: Mizhnarodna 
orhanizatsiia z Mihratsii. Predstavnytstvo v Ukraini. URL: https://iom.org.ua/ 
sites/default/files/ff_ukr_21_10_press.pdf [in Ukrainian]. 

Marciniak, G., (2014). Modern approach to censuses in the case of Poland-Advantages 
and constraints. Statistical Journal of the IAOS. 30(1), pp. 29–34 

Melnik, S. I., (2014). Demographic situation in Ukraine: state, main problems and ways 
to solve them. Ukraine: aspects of work. Ukrayina: aspekti pratsi, 4, pp. 22–26 
[in Ukrainian]. 

Mokin B. I., Mokin O. B., (2015). Methodology and organization of scientific research: 
textbook / 2nd edition, amended and supplemented. Vinnitsya: VNTU, 317. 
[in Ukrainian]. 

National Population and Housing Census 2021. Research methodology and 
organization, (2022). Statistics Poland. Warsaw. URL: https://stat.gov.pl/en/ 
national-census/national-population-and-housing-census-2021/national-
population-and-housing-census-2021/national-population-and-housing-census-
2021-research-methodology-and-organization,3,1.html. 

On approval of forms of Census documentation for conducting a Trial Population 
Census in 2019 and instructions for filling them out, (2019). Order of the State 
Statistics Service of Ukraine dated November 19, No. 372. URL: 
https://ukrstat.gov.ua/ [in Ukrainian]. 

On the adoption as a basis of the draft Law of Ukraine, (2022). On amendments to some 
laws of Ukraine regarding state statistical activity. Resolution of the Verkhovna 



238                   S. Chugaievska, G. Dehnel, A. Targonskii: Census administration in Ukraine: insight … 

 

 

Rada of Ukraine dated July 1, URL: https://zakon.rada.gov.ua/laws/show/2349-
20#Text [in Ukrainian]. 

On the approval of the Procedure and conditions for providing subventions from the 
state budget to local budgets for the implementation of projects within the 
framework of the Program for the Reconstruction of Ukraine. Resolution of the 
Cabinet of Ministers of Ukraine dated 15.12.2021, No. 1324. URL: 
https://www.minregion.gov.ua/napryamki-diyalnosti/international-
cooperation/spivpraczya-z-mizhnarodnymy-finansovymy-
organizacziyamy/yevropejskyj-investyczijnyj-bank/programa-z-vidnovlennya-
ukrayiny/postanova-kabinetu-ministriv-ukrayiny-vid-15-12-2021-%e2%84%96-
1324-pro-zatverdzhennya-poryadku-ta-umov-nadannya-subvencziyi-z-
derzhavnogo-byudzhetu-misczevym-byudzhetam-na-realizacziyu-proektiv/ 
[in Ukrainian]. 

Osaulenko, O. , Bulatova, O., Zakharova, O., Reznikova N., (2021). The problem of 
statistical assessment of the potential for the development of regional integration 
processes. Statistics in Transition new series, vol. 22, 4, pp. 121–138. URL: 
https://sit.stat.gov.pl/Article/243. 

Preliminary results of the National Population and Housing Census 2021. URL: 
https://stat.gov.pl/en/national-census/national-population-and-housing-census-
2021 [in Polish]. 

Program for the Reconstruction of Ukraine. Ministry of Development of Communities 
and Territories of Ukraine. URL: https://www.minregion.gov.ua/napryamki-
diyalnosti/international-cooperation/spivpraczya-z-mizhnarodnymy-
finansovymy-organizacziyamy/yevropejskyj-investyczijnyj-bank/programa-z-
vidnovlennya-ukrayiny/ [in Ukrainian]. 

Schwab K., Zahidi S., (2020). The Global Competitiveness Report. How Countries are 
Performing on the Road to Recovery. World Economic Forum. URL: 
https://www3.weforum.org/docs/WEF_TheGlobalCompetitivenessReport2020.pdf. 

Szymkowiak, M., Wilak, K., (2021). Repeated weighting in mixed-mode censuses. 
Economics and Business Review, 7(1), pp. 26–46. 

The Cabinet of Ministers proposes to conduct a population Census once every 10 years, 
(2021). Word and deed. Analytical portal from February 17, URL: 
https://www.slovoidilo.ua/2021/02/17/novyna/suspilstvo/kabmin-proponuye-
provodyty-perepys-naselennya-raz-10-rokiv [in Ukrainian]. 

UN, (2008a). Principles and Recommendations for Population and Housing Censuses 
Revision 2, New York: United Nations. 



STATISTICS IN TRANSITION new series, June 2023 

 

239

UN, (2008b). The measurement of Disability Recommendations for the 2010 Round of 
Censuses. 

UN, (2015a). Principles and recommendations for population and housing censuses - 
Revision 3. In Statistical Papers Series M., No. 67/Rev. 3. New York: United 
Nations. 

Wisla, R., Chugaievska, S., Novosad, A., Turanli, U., (2020). Structural changes in the 
Polish and Ukrainian economies against the background of the Central and Eastern 
European countries. Economic transformation in Poland and Ukraine. National 
and regional perspectives / Edited by Rafal Wisla and Andrzej Nowosad. London 
and New York: Routledge Taylor & Francis Group, pp. 41–56. URL: 
https://www.routledge.com/Economic-Transformation-in-Poland-and-Ukraine-
National-and-Regional-Perspectives/Wisla-Nowosad/p/book/9780367484934#sup. 

Zayukov, I. V., (2011). Components of the current demographic crisis in Ukraine and 
their impact on labor potential. Ukrayina: aspekti pratsi, 4, pp. 41–46 
[in Ukrainian]. 

 





STATISTICS IN TRANSITION new series, June 2023 
Vol. 24, No. 3, pp. 241–256, https://doi.org/10.59170/stattrans-2023-046 
Received – 17.11.2022; accepted – 08.03.2023 

Estimating the probability of leaving unemployment for older 
people in Poland using survival models with censored data  

Wioletta Grzenda1 

Abstract 

Current demographic changes require greater participation of people aged 50 or older in the 
labour market. Previous research shows that the chances of returning to employment 
decrease with the length of the unemployment period. In the case of older people who have 
not reached the statutory retirement age, these chances also depend on the time they have 
left to retirement. Our study aims to assess the probability of leaving unemployment for 
people aged 50-71 based on their characteristics and the length of the unemployment period. 
We use data from the Labour Force Survey for 2019–2020. The key factors determining 
employment status are identified using the proportional hazard model. We take these factors 
into account and use the direct adjusted survival curve to show how the probability of 
returning to work in Poland changes as people age. Due to the fact that not many people 
take up employment around their retirement age, an in-depth evaluation of the accuracy of 
predictions obtained via the models is crucial to assess the results. Hence, in this paper, a 
time-dependent ROC curve is used. Our results indicate that the key factor that influences 
the return to work after an unemployment period in the case of older people in Poland is 
whether they reached the age of 60. Other factors that proved important in this context are 
the sex and the education level of older people. 

Key words: employment, older workers, proportional hazard model, time-dependent ROC 
curve. 

1.  Introduction 

Given the demographic changes taking place in Poland, resulting in a decrease 
in labour supply and an increase in the old-age dependency ratio, it is necessary to boost 
the participation of older people in the labour force. Understanding at the individual 
level the factors that favour and limit leaving unemployment for people aged 50 or more 
may significantly increase the effectiveness of activities related to their return to 
employment. 
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The job-finding chances vary depending on the duration of unemployment 
(Sheldon, 2020; Jarosch, 2021). According to Charni (2022), the probability of 
returning to employment after an unemployment period decreases as workers get older. 
Moreover, for people aged 50 or older who do not yet have pension rights, the time 
remaining to obtain them is also important (Hairault et al., 2010). This study aims to 
assess the probability of returning to work for people aged 50–71, based on their 
characteristics and the length of unemployment. 

The data for our study were obtained from the Labour Force Survey (LFS) from 
2019–2020. Considering that not only the chances of finding a job may change over 
time, but also their determinants, our study focused on short-term unemployment and 
medium-term unemployment. Therefore, only those people who had been unemployed 
for a maximum of 12 months at the time of the survey were considered. The Cox 
regression model (Cox, 1972; Cox and Oakes, 1984) was used to identify the factors 
determining return to work for people aged 50–71. Then, based on this model, with the 
direct adjusted survival curve (Chang et al., 1982; Gail and Byar, 1986; Zhang et al., 
2007) it was shown how the probability of returning to work for these people changes 
over time. 

The use of survival models makes it possible to obtain time-dependent results, but 
it is associated with the analysis of censored data, which poses many challenges to the 
development of this class of models. The ROC curve and the area under the ROC curve 
(AUC) are common tools for assessing the discrimination ability of a regression model 
with a binary dependent variable. These methods are also used in the case of survival 
models, where the time-dependent ROC curve is considered (Heagerty et al., 2000; 
Heagerty and Zheng, 2005; Kamarudin et al., 2017). This curve is determined for 
various time points, which makes it possible to evaluate predictive accuracy at specific 
times (Guo and Jang, 2017). 

The low employment rate among people aged 50 or more in Poland (Eurostat, 
2022) reflects a small number of people around retirement age taking up employment. 
Therefore, in this paper, we focus on the predictive accuracy of the obtained results. 
Given that the obtained prediction changes over time, the time-dependent ROC curve 
was used in this study. To the best of our knowledge, this is the first study for Poland in 
which the probability of leaving unemployment for people aged 50 or more was 
estimated based on their characteristics, and predictive accuracy evaluation over time 
was performed. 

This paper is structured as follows. The first part presents the labour force 
behaviour of older people in Poland and the determinants of their employment. 
A description of the methods used is provided in Section 3, which is followed by 
a description of the data (Section 4). Section 5 presents the results of our analyses. 
Section 6 provides a discussion and conclusive remarks. 
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2.  The employment of people aged 50 years or older 

In studies on employment of people aged 50 years or older, much attention is paid 
to the causes of ending their occupational careers and their withdrawal from the labour 
market (Gałecka-Burdziak and Góra, 2016; Jansen, 2018; Phillipson et al., 2016). 
Resigning from work at an older age often results in permanent withdrawal from the 
labour market. This is reflected, inter alia, in the differences between the statutory 
retirement age and the effective retirement age in Poland. In 2018, the effective 
retirement age in Poland was 60.6 for women and 62.8 for men (OECD, 2019), while 
the statutory retirement age was 60 and 65, respectively. In the same year, the 
employment rate for people aged from 50 to 74 years in Poland amounted to 40.2%, 
and by 2020 it increased by only 0.1% (Eurostat, 2022). Compared to the European 
average (27 countries of the European Union) of 47% in 2020, this puts Poland among 
the European countries where employment of older people is very low. Increasing the 
labour force participation of older people in Poland could, to some extent, limit the 
effects of population aging. 

Many factors may affect the duration of the working life of people aged 50 years or 
older. Some factors may push these people out of the labour market, while others 
encourage them to stay employed. Among them, we distinguish characteristics of 
individuals, such as sex, age, education, skills, work experience, or place of residence, 
and factors directly related to the work, such as working hours, the time needed to reach 
a workplace, occupation, and many others. Based on Eurostat data, it can be concluded 
that in the case of older people, sex is the key factor affecting employment rates, in 
addition to age (Eurostat, 2022). Women in OECD countries, and in particular in 
Poland (OECD, 2019), often withdraw from the labour market much earlier than men. 
According to Blackburn et al. (2016), gender inequality in employment is reflected not 
only in the length of working life but also after retirement. 

According to Rutledge et al. (2017), gender differences also occur in the chances of 
finding a job in the years preceding retirement. The authors indicate that the range of 
occupations in which employment can be found changes with age, and their availability 
depends on sex and education. The narrowing of the number of occupations mainly 
takes place at the age of 50 for less-educated men, and at the age of 60 for women and 
better-educated men. However, the authors make it clear that the employment 
opportunities for better-educated older workers have expanded significantly since the 
late 1990s. Also, according to Torp (2015), having a greater level of human capital in 
terms of education and skills may enable older people to stay active and productive for 
a longer time. However, Bowman et al. (2017) draw attention to the obsolescence of 
older workers’ job skills, which is a significant problem limiting employment 
opportunities in older age. Moreover, the authors argue that the competitiveness of 



244                                                     W. Grzenda: Estimating the probability of leaving unemployment… 

 

 

older workers in the labour market is not only a function of their knowledge and 
technical job skills. Consequently, competencies currently desired in the labour market 
cannot be acquired through investments made by an individual. 

According to the results of a study by Charni (2022) based on British panel data, 
the age of employees has a large impact on their chances of getting back to work after 
unemployment, in addition to human capital characteristics and economic incentives. 
Older jobseekers are longer unemployed than younger jobseekers (Bowman et al., 
2017). According to Charni (2022), the time it takes for older people to return to 
employment after an unemployment spell would be shorter if they were treated in the 
same way as younger people. This result indicates the need to combat age 
discrimination also in the workplace and when looking for employees. According to 
Fleischmann et al. (2015), the treatment of older workers is influenced not only by the 
characteristics of the organization but most of all by the local labour market. 
A significant drop in labour supply may significantly impact how older workers are 
perceived by employers in Poland. 

3.  Methods 

In the survival analysis, the most popular basic function is the survival function: 

𝑆ሺ𝑡ሻ ൌ 𝑃ሺ𝑇 ൐ 𝑡ሻ,          (1) 

where T is the variable describing the time until the event occurs. The Kaplan-Meier 
method (Kaplan and Meier, 1958) or the Nelson-Aalen method (Aalen, 1978; Nelson, 
1972) are most often used to estimate this function. An alternative to these methods is 
the Cox regression model approach (Cox, 1972; Cox and Oakes, 1984): 

ℎሺ𝑡ሻ ൌ ℎ଴ሺ𝑡ሻ expሺ𝐱ᇱ𝛃ሻ.         (2) 

In the proportional hazard model, the formula for the survival function is given as 
follows: 

𝑆ሺ𝑡ሻ ൌ ሾ𝑆଴ሺ𝑡ሻሿୣ୶୮
ሺ𝐱ᇲ𝛃ሻ,         (3) 

where 𝛃 is a vector of estimated model parameters, and 𝑆଴ሺ𝑡ሻ is a baseline survival 
function corresponding to a baseline hazard ℎ଴ሺ𝑡ሻ. The baseline survival function 𝑆଴ 
can be written using the cumulative hazard function 𝐻଴ as follows: 

𝑆଴ሺ𝑡ሻ ൌ exp൫െ𝐻଴ሺ𝑡ሻ൯,         (4) 

where 𝐻଴ሺ𝑡ሻ ൌ ׬ ℎ଴ሺ𝑢ሻ
௧
଴ 𝑑𝑢, 𝑡 ൒ 0. The estimator of the survival function 𝑆ሺ𝑡ሻ can be 

written in the following form: 

𝑆መሺ𝑡ሻ ൌ ൣ𝑆መ଴ሺ𝑡ሻ൧
ୣ୶୮൫𝐱ᇲ𝛃෡൯

,         (5) 
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where 𝛃෡ denotes the estimator of the parameter vector 𝛃, and 𝑆መ଴ is an estimator of 
a baseline survival function, which is given by the following formula: 

𝑆መ଴ሺ𝑡ሻ ൌ ∏ ቆ1 െ
ௗೠ

∑ ୣ୶୮൫𝐱೗
ᇲ𝛃෡൯

೗∈ೃቀ೟ሺೠሻቁ

ቇ ,௨|௧ሺೠሻழ௧       (6) 

where 𝑑௨, 𝑢 ൌ 1,2, … ,𝑚 is the number of observations, for which the event occurred 
at time 𝑡ሺ௨ሻ, 𝑢 ൌ 1,2, … ,𝑚, and 𝑅൫𝑡ሺ௨ሻ൯, 𝑢 ൌ 1,2, … ,𝑚, denotes a hazard set. The 
hazard set includes all individuals for which the survival or censoring time is greater 
than 𝑡ሺ௨ሻ. 

Let j denote an individual belonging to the k-th group, then the observed values for 
this individual can be described by ൛𝑡௞௝ , 𝑣௞௝ , 𝐱௞௝ൟ , 𝑘 ൌ 1,2, … ,𝐾, 𝑗 ൌ 1,2, … ,𝑛௞, where 
𝑡௞௝ is the observed time, 𝑣௞௝ ൌ0, when censoring occurs and 𝑣௞௝ ൌ1, otherwise, and 
 𝐱௞௝ denotes a covariates vector. Then, the survival function at time point t, for an 
individual from the k-th group, with values of variables 𝐱, is given by the formula 
(Chang et al., 1982; Gail and Byar, 1986; Zhang et al., 2007): 

𝑆መ௞ሺ𝑡; 𝐱ሻ ൌ exp൛െ𝐻෡଴௞ሺ𝑡ሻ exp൫𝐱′𝛃෡൯ൟ.      (7) 

Then, the general formula for the direct adjusted survival function estimator has 
the following form: 

𝑆መ௞ሺ𝑡ሻ ൌ
ଵ

௡
∑ exp൛െ𝐻෡଴௞ሺ𝑡ሻ exp൫𝐱௟

ᇱ𝛃෡൯ൟ௡
௟ୀଵ ,      (8) 

where 𝑛 ൌ ∑ 𝑛௞
௄
 ௞ୀଵ . 

The Cox regression results can also be used to obtain estimates of a time-dependent 
sensitivity and a time-dependent specificity, and in consequence to obtain estimates of 
the time-dependent ROC curve (Heagerty et al., 2000; Heagerty and Zheng, 2005). 

Let 𝑇 denote a variable describing the time until the event occurs, and 𝑍௜ ൌ 𝐱௜
ᇱ𝛃 for 

i-th individual (𝑖 ൌ 1,2, … ,𝑛). Moreover, let 𝐷௜ሺ𝑡ሻ denote status of i-th individual at 
time t defined as follows: 

D௜ሺ𝑡ሻ ൌ 𝐼ሺ𝑇 ൑ 𝑡ሻ.          (9) 

Then, for a given cut-off point c, the time-dependent sensitivity (𝑆𝑒) and the time-
dependent specificity (𝑆𝑝) can be defined as follows (Heagerty et al., 2000; Heagerty 
and Zheng, 2005; Kamarudin et al., 2017): 

𝑆𝑒ሺ𝑐, 𝑡ሻ ൌ 𝑃ሺ𝑍௜ ൐ 𝑐|𝐷௜ሺ𝑡ሻ ൌ 1ሻ,        (10) 

𝑆𝑝ሺ𝑐, 𝑡ሻ ൌ 𝑃ሺ𝑍௜ ൑ 𝑐|𝐷௜ሺ𝑡ሻ ൌ 0ሻ.        (11) 

Let TPR (True Positive Rate) be given by the formula 𝑇𝑃𝑅ሺ𝑐, 𝑡ሻ ൌ 𝑆𝑒ሺ𝑐, 𝑡ሻ, and 
FPR (False Positive Rate) will be calculated as follows: 𝐹𝑃𝑅ሺ𝑐, 𝑡ሻ ൌ 1 െ 𝑇𝑁𝑅ሺ𝑐, 𝑡ሻ ൌ
1 െ 𝑆𝑝ሺ𝑐, 𝑡ሻ, where TNR denotes True Negative Rate. Thus, the time-dependent ROC 
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curve (ROC) can be determined for any time points t and for varying cut-off points c 
as follows: 

𝑅𝑂𝐶ሺ𝑡ሻ ൌ ൛൫𝐹𝑃𝑅ሺ𝑐, 𝑡ሻ,𝑇𝑃𝑅ሺ𝑐, 𝑡ሻ൯: 𝑐 ∈ 𝐑ൟ.      (12) 

Then, the time-dependent AUC is defined as follows: 

𝐴𝑈𝐶ሺ𝑡ሻ ൌ ׬ 𝑆𝑒ሺ𝑐, 𝑡ሻ𝑑ሾ1 െ 𝑆𝑝ሺ𝑐, 𝑡ሻሿ
ାஶ
ିஶ .       (13) 

4.  Data 

The estimation of the probability of returning to work for people aged 50-71 was 
made based on the data from the LFS for Poland for 2019 and 2020. The study included 
people who during the first wave of the survey conducted in 2019 answered both the 
question “During the week in question, Monday through Sunday, did you do any work 
for at least one hour that generated income or earnings, or did you assist on an unpaid 
basis in a family business?”, and the question "Did you have a job in the surveyed week, 
but did not perform it temporarily?" with “no”. Short-term and medium-term 
unemployment was studied, therefore only those who had stopped working no more 
than 12 months before the first wave of the survey was performed in 2019 were included 
in the study. As many as 619 people were identified, and only 5.33% of them took up 
employment in the analysed period. For the survival analysis, it was assumed that an 
event occurred for these people.  

The time was calculated in months from the moment of leaving the last job until 
the beginning of work or until the end of the observation period, i.e. the moment of the 
last wave of the survey in which the respondent participated. The observation time 
ranged from 1 month to 27 months. When constructing the variable describing the age 
of a respondent, the different retirement ages for women and men in Poland were 
considered. This variable was defined in such a way as to determine those who have not 
yet retired. The set of other individual characteristics included in the study is presented 
in Table 1. Due to a small share of people from the central macroregion and difficulties 
in estimating appropriate coefficients for the needs of the analysis, the central 
macroregion was combined with the southwestern macroregion.  

Table 1: Sample characteristics 

Variable Categories Percent 

Sex Men 
Women 

46.20 
53.80 

Age 

50–54 years old 
55–60 years old 
61–65 years old 
66–71 years old 

8.72 
22.29 
48.47 
20.52 



STATISTICS IN TRANSITION new series, June 2023 

 

247

Table 1: Sample characteristics  (cont.) 

Variable Categories Percent 

Marital status 
Single 
Married 

22.78 
77.22 

Educational level 

Higher 
Post-secondary or secondary professional or secondary 
general 
Basic vocational  
Primary school 

15.02 
31.34 

 
33.93 
19.71 

Last job type Self-employed 
Other 

12.92 
87.08 

Employment sector - 
last job 

Public 
Private 

29.89 
70.11 

Place of residence 

City 100,000 residents or more 
City from 20,000 to 100,000 residents 
City under 20,000 residents  
Rural areas 

33.12 
21.16 
15.83 
29.89 

Macroregion 

Southern (Regions: małopolskie, śląskie) 
North-Western (Regions: wielkopolskie, 
zachodniopomorskie, lubuskie) 
South-Western (Regions: dolnośląskie, opolskie) 
Northern (Regions: kujawsko-pomorskie, warmińsko-
mazurskie, pomorskie) 
Central (Regions: łódzkie, świętokrzyskie) 
Eastern (Regions: lubelskie, podkarpackie, podlaskie) 
Mazovian Province (Regions: warszawski stołeczny, 
mazowiecki regionalny) 

13.41 
19.06 

 
11.79 
17.61 

 
8.08 

17.13 
12.92 

 

Were you looking for 
a job in the last 
4 weeks? 

Yes 
No, because I already have a job and I am waiting for it 
to start 
No 

9.21 
1.78 

 
89.01 

Source: Own calculations; data from Labour Force Survey 2019 and 2020, Poland. 

5.  Results 

In the first stage of this research, the factors influencing the employment of people 
aged 50-71 were identified with the proportional hazard model. The use of this model 
required prior verification of the assumed hazard proportionality. For this purpose, 
time-dependent variables were incorporated into the model. We found out that this 
assumption is fulfilled for all considered variables. The estimates of the proportional 
hazards model parameters are presented in Table 2. 
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It was found that men had over two times greater hazard of taking up employment 
than women. However, the key factors that affected the employment of respondents 
were their age and educational level. People aged 50–54 had an 8.37 times greater 
hazard of taking up employment than people aged 66–71. A similar result was obtained 
for people aged 55–60, they had a 7.28 times greater hazard of taking up employment 
compared to the oldest people. In the case of people aged 61-65, no statistically 
significant differences were observed compared to the oldest people. People with a high 
level of education had a 12.91 times greater hazard of taking up employment than 
people with primary education. People with post-secondary or secondary professional 
or secondary general education had a 10.92 times greater hazard of taking up 
employment compared to people with primary education. People with vocational 
education had a 6.9 times greater hazard of taking up employment compared to the 
least-educated people. People who had worked in the public sector in their last job had 
a 67.5% lower hazard of taking up employment, compared to people who had worked 
in the private sector in their last job. In the case of the variable describing the type of 
place of residence, only one level turned out to be statistically significant. People who 
lived in cities of under 20,000 residents had a 2.6 times greater hazard of taking up 
employment than people who had lived in rural areas. The remaining levels of the 
variable describing the type of place of the residence turned out to be statistically 
insignificant. Moreover, in the model, we included two control variables: a variable 
describing the macroregion of residence and information if the respondent was looking 
for a job in the last 4 weeks.  

Table 2: Estimated parameters, standard error, p-value, and hazard ratio – results from the 
proportional hazards model 

Covariate 
Parameter 
estimate 

Standard 
error 

p-value 
Hazard 

ratio 

Sex (ref. Women) 
Men 0.8130 0.4180 0.0518 2.255 

Age (ref. 66–71 years) 
50–54 years old 2.1245 0.9778 0.0298 8.369 
55–60 years old 1.9856 0.9297 0.0327 7.283 
61–65 years old 0.1663 0.9735 0.8644 1.181 

Educational level (ref. Primary school) 
Higher 2.5581 1.0248 0.0126 12.912 
Post-secondary or secondary 
professional or secondary general 2.3904 0.8854 0.0069 10.917 
Basic vocational 1.9312 0.8603 0.0248 6.898 
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Table 2: Estimated parameters, standard error, p-value, and hazard ratio – results from the 
proportional hazards model  (cont.) 

Covariate 
Parameter 
estimate 

Standard 
error 

p-value 
Hazard 

ratio 

Employment sector - last job (ref. Private) 

Public -1.1225 0.6573 0.0877 0.325 

Place of residence (ref. Rural areas) 
City 100,000 residents 
and more 0.0511 0.5318 0.9235 1.052 
City from 20,000 to 100,000 residents -0.2432 0.5141 0.6361 0.784 
City under 20,000 residents 0.9582 0.5518 0.0824 2.607 

Macroregion - Mazovian Province (ref. Regions: warszawski stołeczny, mazowiecki regionalny) 

Southern Macroregion (małopolskie, 
śląskie) 1.3110 0.7512 0.0809 3.710 
North-Western Macroregion 
(wielkopolskie, zachodniopomorskie, 
lubuskie) 1.1785 0.7363 0.1095 3.250 
South-Western Macroregion 
(dolnośląskie, opolskie) and 
centralny (łódzkie, świętokrzyskie) -1.4186 1.0018 0.1567 0.242 
Northern Macroregion (kujawsko-
pomorskie, warmińsko-mazurskie, 
pomorskie) 1.7406 0.7157 0.0150 5.701 
Eastern Macroregion (lubelskie, 
podkarpackie, podlaskie) 1.3310 0.7512 0.0764 3.785 

Were you looking for a job in the last 4 weeks? (ref. No) 

Yes 1.9524 0.4496 <.0001 7.045 
No, because I already have a job and 
I am waiting for it to start 3.6336 0.7051 <.0001 37.849 

Source: Own calculations; data from Labour Force Survey 2019 and 2020, Poland. 

 
Based on Cox regression with the direct adjusted survival curve, it was shown how 

the probability of returning to work for respondents changes over survey time. It was 
found that this probability increased very slowly, and it did not even exceed the value 
of 0.1 (Figure 1).  
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Figure 1: The probability of leaving unemployment for all individuals determined with the direct 
adjusted survival curves 

Due to the different retirement ages for women and men in Poland, the direct 
adjusted survival curve was estimated in the groups determined by sex. It was found 
that after about 10 months the probability of taking up employment increased for both 
women and men, but in the case of men this increase was higher (Figure 2). In the next 
stage of this research, the direct adjusted survival curve was estimated in the groups 
defined by the age of the respondents. It was found that in the analysed period the 
probability of leaving unemployment for people aged 50–54 is very similar to the 
probability of leaving unemployment for people aged 55–60.  

 
Figure 2: The probability of leaving unemployment for women and men determined with the direct 

adjusted survival curves 
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The similarity was observed for people aged 61–65 and people aged 66–71 too 
(Figure 3). People aged 50–54 and 55–60 had a greater probability of taking up 
employment than older people. This probability started to increase after 10 months but 
ultimately did not exceed the value of 0.2. In the case of people aged 61–65 and 66–70, 
the increase in the probability of taking up employment was very small – the probability 
of taking up employment remained at a very low level throughout the entire period 
under study. 

 

 
Figure 3: The probability of taking up employment by age determined with the direct adjusted survival 

curves 
 

Among the surveyed respondents, only 5.33% took up employment in the period 
under study. Due to such a small percentage of events, the evaluation of predictive 
accuracy was performed. For this purpose, time-dependent ROC curves were used. 
Based on the obtained results, it can be concluded that our prediction is better than the 
random one over the whole analysed period (Figure 4). Moreover, the predictive 
accuracy increases with time, starting from the 5th month. Additionally, Figures 5–8 
show the shape of ROC curves at selected time points (after 6, 12, 18, and 24 months). 
The shapes of the time-dependent ROC curves confirm the high quality of the 
previously presented probability estimates for leaving unemployment for the surveyed 
respondents aged 50 years or older. The AUC at 6 months was 0.764, at 12 months was 
0.836, at 18 months 0.841, and at 24 months it reached 0.874. 
 

P
ro

ba
bi

lit
y 

of
 e

m
pl

oy
m

en
t

0.0

0.1

0.2

time [month]

0 5 10 15 20 25

50-54 years old 55-60 years old 61-65 years old 66-71 years old



252                                                     W. Grzenda: Estimating the probability of leaving unemployment… 

 

 

 
Figure 4: The time-dependent area under the ROC curve and the 95% confidence limits 

 
 
 
 

  
Figure 5: ROC curve at 6 months Figure 6: ROC curve at 12 months 
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Figure 7: ROC curve at 18 months Figure 8: ROC curve at 24 months 

6.  Discussion and conclusion 

A further increase in the demographic dependency ratio may pose a threat to the 
stability of the pension system in Poland. Therefore, it is necessary to take measures 
that would effectively encourage the elderly to stay longer in the labour market, even 
after reaching retirement age. This study raises the issue of returning to work after 
a break in employment by people aged 50 years or older in Poland. Moreover, 
prolonged unemployment of people in the pre-retirement age may cause permanent 
withdrawal from the labour market. 

In the first stage of the research, the factors determining return to work for people 
aged 50–71 were identified with the proportional hazards model. It was found that the 
age of the respondents had a large impact on taking up employment. People who had 
not yet reached the statutory retirement age for women in Poland (60 years) had over 
seven times greater hazard of taking up employment than those aged 66–71. However, 
no statistically significant differences were found between people aged 61–65 and 
people aged 66–71. This result is similar to the results of previous studies based on data 
from other countries indicating the major importance of age in the case of older people 
in returning to employment after an unemployment spell (Bowman et al., 2017; Charni, 
2022). Moreover, we showed the large impact of reaching the statutory retirement age 
on taking up employment after a break in employment for the surveyed respondents.  

The other key factors that affected the return to employment of people aged 50–71 
after an unemployment spell were sex and educational level. We revealed that men had 
over two times more chances of employment than women. This result is in line with 
previous research results for other countries (Blackburn et al., 2016; Rutledge et al., 
2017). However, taking into account the result obtained for Poland and the 16.6% 
difference (Eurostat, 2022) in the value of employment rate for women and men aged 
50 to 74 in 2020 in Poland this problem seems to particularly affect the Polish labour 
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market. Moreover, our research indicates that also the level of education was relevant 
for leaving unemployment for people aged 50–71. The previous study based on US data 
(Rutledge et al., 2017) also indicates such a relationship. In addition, according to 
Batyra et al. (2019), low-skilled senior workers demonstrate a higher probability of not 
only unemployment but also of early withdrawal from the labour market. 

The results of the second part of our research revealed that the probability of leaving 
unemployment for respondents aged 50–71 in the period under consideration 
increased very slowly over time, and ultimately did not even exceed the value of 0.1. 
Looking at our result as well as earlier findings of Charni (2022) it can be concluded 
that only a few unemployed people who are around retirement age return to work after 
an unemployment spell. Moreover, we showed how the probability of taking up 
employment changes over time depending on sex. It was found that after 10 months 
the probability of taking up employment increases for both women and men, but in the 
case of men this increase is slightly higher. The analysis of the probability of taking up 
employment depending on age confirmed the earlier conclusions that the key time 
point followed by a decline in the chances of returning to work is reached at the age of 
61. In addition, we have shown the relationship between returning to work and the 
period during which unemployment benefits were paid, which is usually 6 or 12 
months. After about 10 months, the probability of taking up employment increased, 
albeit slightly, for all analysed groups of respondents.  

The time-dependent ROC curve analyses allow the conclusion that obtained 
predictive accuracy increases with time and is at a satisfactory level during the entire 
period under observation (after 24 months the AUC reached the value of 0.874). 

Based on our results, it can be concluded that it is crucial to take actions that will 
promote the continuity of employment of people in the pre-retirement age in Poland 
because any return to employment after an unemployment spell is very unlikely for 
people aged 50 years or older. 
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Abstract

In this paper, the geometric distribution parameter is estimated under a type-I censoring
scheme by means of the Bayesian estimation approach. The Beta and Kumaraswamy infor-
mative priors, as well as five loss functions are used for this purpose. Expressions of Bayes
estimators and Bayes risks are derived under the Squared Error Loss Function (SELF), the
Quadratic Loss Function (QLF), the Precautionary Loss Function (PLF), the Simple Asym-
metric Precautionary Loss Function (SAPLF), and the DeGroot Loss Function (DLF) using
the two aforementioned priors. The prior densities are obtained through prior predictive
distributions. Simulation studies are carried out to make comparisons using Bayes risks.
Finally, a real-life data example is used to verify the model’s efficiency.

Key words: prior distribution, posterior distribution, geometric distribution, beta distribu-
tion, Kumraswamy distribution.

1. Introduction

Type-I censored sampling is helpful for lifetime research. Type-I censored data are used
when the last few observations in a series are missing or suppressed due to lack of time or
because the experimenter cannot wait for the last observation due to time restriction. Shi
and Yan (2010) produced type-I censored empirical Bayes estimates of the two-parameter
exponential distribution. Saleem et al. (2010) used type-I censored data to explore the power
function mixture distribution. Tahir et al. (2016) study the Bayesian analysis of a three-
component mixture of exponential distributions. Khan et al. (2016) designed and compared
different loss functions for estimating scale parameter of log-normal distribution under type-
I censoring schemes. Yanuar et al. (2019) used Bayesian estimation tool to estimate the
scale parameter of Weibull distribution. Kour et al. (2020) employed Bayesian and E-
Bayesian techniques to estimate exponential-Lomax distribution’s parameters. Abbas et al.
(2020) used Bayesian inference to estimate the parameters of Gumbel type-II distribution
under censored sample scenario. Long (2021) estimated Rayleigh distribution’s parameters
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using double Type-I hybrid censored data. Most of the studies considered continuous life
testing models. This study explores the estimation issue for the parameter of a discrete
Geometric life testing model in the Bayesian paradigm using different loss functions and
priors information under the type-1 censoring sampling scheme. The posterior distributions
are derived using Beta and Kumarasawmy priors. In addition, the posterior Bayes estimators
(BE) and Bayes risks (BR) are derived using the Squared Error Loss Function (SELF),
Quadratic Loss Function (QLF), Precautionary Loss Function (PLF), Simple Asymmetric
Precautionary Loss Function (SAPLF), and DeGroot Loss Function (DLF). A simulation
study is carried out with different sample sizes and different parametric settings in order to
make numerical comparisons. A real data set is also used to validate the simulation findings.

2. Posterior distributions under different priors

The probability density function of the geometric distribution for a random variable X
is given below.

f (x) = ω(1−ω)x, x = 0,1, . . . (1)

where ω is the parameter of the Geometric distribution. The cumulative distribution func-
tion of the geometric distribution for a random variable X is given by:

FX (x) = 1− (1−ω)x+1, x = 0,1, . . . (2)

The likelihood function of the Geometric distribution under type-I censoring sampling
scheme can be written as:

L(ω) ∝

r

∏
i=1

ω(1−ω)xi [(1−ω)t+1]
n−r

(3)

It is assumed that the parameter follows Beta distribution, i.e. ω ∼ Beta( f1, f2) with
hyper-parameters f 1 and f2, using this prior, the posterior distribution of ω given data is:

pβ (ω |x) = ωr+ f 1−1(1−ω)δβ−1

B
(

f1 + r,δβ

) ,0 < θ < 1 (4)

3. Elicitation of Hyper-Parameters

The Aslam (2003) approach is used to elicit the informative priors. For this purpose,
prior distributions derived under Beta and Kumaraswamy priors are used. We consider two
intervals for two unknown hyper parameters of Beta prior, i.e. (0, 2) and (6, 8), with the
associated probabilities 0.6001 and 0.100 as an expert’s belief about these intervals. The
hyper-parameters of Beta prior are obtained as follows.

f1 = 0.77930, f2 = 1.4340

The resultant value of the hyper-parameter of Kumarswamy prior is f3 = 1.241.
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4. Loss functions

Under the assumed priors, BEs and BRs are determined under the SELF, DLF, QLF,
PLF and SAPLF. The expressions are provided in the following tables. Under the assumed
priors, BEs and BRs are determined under the SELF, DLF, QLF, PLF and SAPLF. The ex-
pressions are provided in the following tables.

Table 1. Bayes estimators and Bayes Risks under SELF
Priors BE BR

Beta B(r+ f 1+1,δβ )

B(r+ f 1,δβ )

B(r+ f 1+2,δβ )

B(r+ f 1,δβ )
− (BE)2

Kumarswamy B(r+2,δKS)
B(r+1,δKS)

B(r+3,δKS)
B(r+1,δKS)

− (BE)2

Table 2. Bayes estimators and Bayes Risks under DLF
Priors BE BR

Beta B(r+ f 1+2,δβ )

B(r+ f 1+1,δβ )
1− (B(r+ f 1+1,δβ ))

2

B( f1+r,δβ )B(r+ f 1+2,δβ )

Kumarswamy B(r+3,δKS)
B(r+2,δKS)

1− (B(r+2,δKS))
2

B(r+1,δKS)B(r+3,δKS)

Table 3. Bayes estimators and Bayes Risks under QLF
Priors BE BR

Beta B(r+ f 1−1,δβ )

B(r+ f 1−2,δβ )
1− (B(r+ f 1−1,δβ ))

2

B( f1+r,δβ )B(r+ f 1−2,δβ )

Kumarswamy B(r,δKS)
B(r−1,δKS)

1− (B(r,δKS))
2

B(r+1,δKS)B(r−1,δKS)

Table 4. Bayes estimators and Bayes Risks under PLF
Priors BE BR

Beta
√

B(r+ f 1+2,δβ )

B(ω1+r,δβ )
2


√

B(r+ f 1+2,δβ )

B( f1+r,δβ )

−B(r+ f 1+1,δβ )

B( f1+r,δβ )


Kumarswamy

√
B(r+3,δKS)
B(r+1,δKS)

2

 √
B(r+3,δKS)
B(r+1,δKS)

−
B(r+2,δKS)
B(r+1,δKS)



Table 5. Bayes estimators and Bayes Risks under SAPLF
Priors BE BR

Beta
√

B(r+ f 1+1,δβ )

B(r+ f 1−1,δβ )
2

(
1

B( f1+r,δβ )
×

√
B(r+ f 1 +1,δβ )

B(r+ f 1 −1,δβ )
−1

)

Kumarswamy
√

B(r+2,δKS)
B(r, δKS)

2

(
1

B(r+1,δKS)
×

√
B(r+2,δKS)

B(r,δKS)
−1

)
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5. Simulations Study

From a lifetime model of geometric distribution, random samples are generated with
samples of sizes n =20 and 50 by considering different termination times and different para-
metric values, simulation process is performed 10,000 times. Based on these samples, BEs
and BRs are obtained. The findings of the simulation study are presented in Tables 6 – 15.

Table 6. BEs and BRs under SELF for T= 5
Priors n ω = 0.4 ω = 0.5 ω = 0.6

BEs BRs Bes BRs BEs BRs
Beta 20 0.398549 0.0048122 0.497784 0.0058672 0.5928 0.0065180

50 0.391299 0.001964 0.494964 0.0024617 0.595256 0.0027738
Kumaraswamy 20 0.402898 0.0048229 0.502888 0.0058569 0.598677 0.0064739

50 0.393052 0.0019670 0.497044 0.0024608 0.597672 0.0027669

Table 7. BEs and BRs under SELF for T= 7
Priors n ω = 0.4 ω = 0.5 ω = 0.6

BEs BRs Bes BRs BEs BRs
Beta 20 0.405604 0.0046816 0.501316 0.0057882 0.594287 0.0064853

50 0.400007 0.0019197 0.500538 0.0024332 0.59743 0.0027578
Kumaraswamy 20 0.4098 0.0046908 0.506334 0.0057780 0.600126 0.0064418

50 0.401704 0.0019217 0.502591 0.0024320 0.599834 0.0027508

Table 8. BEs and BRs under DLF for T= 5
Priors n ω = 0.4 ω = 0.5 ω = 0.6

BEs BRs Bes BRs BEs BRs
Beta 20 0.399297 0.004819 0.497697 0.0058707 0.591013 0.0065107

50 0.392174 0.001969 0.494613 0.0024616 0.594912 0.0027743
Kumaraswamy 20 0.403651 0.004829 0.502801 0.0058606 0.596875 0.0064675

50 0.39393 0.001972 0.496694 0.0024607 0.597328 0.0027674

Table 9. BEs and BRs under DLF for T= 7
Priors n ω = 0.4 ω = 0.5 ω = 0.6

BEs BRs Bes BRs BEs BRs
Beta 20 0.405099 0.0046789 0.501034 0.0057820 0.593663 0.0064793

50 0.399603 0.0019172 0.500154 0.0024312 0.597708 0.0027578
Kumaraswamy 20 0.409296 0.0046880 0.50605 0.0057718 0.599497 0.0064360

50 0.401299 0.0019193 0.502206 0.0024301 0.600114 0.0027508

Table 10. BEs and BRs under QLF for T= 5
Priors n ω = 0.4 ω = 0.5 ω = 0.6

BEs BRs Bes BRs BEs BRs
Beta 20 0.38389 0.032751 0.478039 0.026819 0.570583 0.0217898

50 0.39330 0.012797 0.4907470 0.0103919 0.588859 0.0082929
Kumaraswamy 20 0.38823 0.032165 0.48322 0.0262729 0.576646 0.0212587

50 0.39501 0.012705 0.4927920 0.0103066 0.591267 0.0082101
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Table 11. BEs and BRs under QLF for T= 7
Priors n ω = 0.4 ω = 0.5 ω = 0.6

BEs BRs Bes BRs BEs BRs
Beta 20 0.384534 0.0316685 0.478954 0.0264339 0.571199 0.0216775

50 0.394012 0.0123857 0.491567 0.0102510 0.588864 0.0082620
Kumaraswamy 20 0.388734 0.031120 0.484075 0.025902 0.577245 0.0211505

50 0.395762 0.0122944 0.49359 0.0101678 0.591263 0.0081797

Table 12. BEs and BRs under PLF for T= 5
Priors n ω = 0.4 ω = 0.5 ω = 0.6

BEs BRs Bes BRs BEs BRs
Beta 20 0.414857 0.0116282 0.509512 0.0115902 0.600445 0.0109775

50 0.406027 0.0048758 0.504217 0.0048912 0.599809 0.0046379
Kumaraswamy 20 0.418962 0.0115406 0.514367 0.0114678 0.606064 0.0108136

50 0.407697 0.0048613 0.506212 0.0048706 0.602139 0.0046097

Table 13. BEs and BRs under PLF for T= 7
Priors n ω = 0.4 ω = 0.5 ω = 0.6

BEs BRs Bes BRs BEs BRs
Beta 20 0.413877 0.0112833 0.508801 0.0114575 0.600232 0.0109478

50 0.405998 0.0047290 0.503476 0.0048350 0.600198 0.0046205
Kumaraswamy 20 0.417853 0.0112013 0.513593 0.0113383 0.605831 0.0107851

50 0.407617 0.0047154 0.505446 0.0048149 0.602523 0.0045925

Table 14. BEs and BRs under SAPLF for T= 5
Priors n ω = 0.4 ω = 0.5 ω = 0.6

BEs BRs Bes BRs BEs BRs
Beta BEs BRs Bes BRs BEs BRs

20 0.40045 0.031393 0.496323 0.0254192 0.588079 0.0205064
50 0.402002 0.0125155 0.49928 0.0101448 0.59496 0.0081071

Kumaraswamy 20 0.4048 0.030806 0.501463 0.0248808 0.594022 0.0199894
50 0.403758 0.0124211 0.501366 0.0100575 0.597385 0.0080231

Table 15. BEs and BRs under SAPLF for T= 7
Priors n ω = 0.4 ω = 0.5 ω = 0.6

BEs BRs Bes BRs BEs BRs
Beta 20 0.40299 0.0301996 0.496625 0.0250879 0.589734 0.0203528

50 0.400943 0.0121620 0.499331 0.0100232 0.596173 0.0080540
Kumaraswamy 20 0.407222 0.0296524 0.501705 0.0245629 0.595672 0.0198396

50 0.402642 0.0120733 0.501392 0.0099378 0.598594 0.0079705

The above numerical results indicate that as the sample size increases, the efficiency of
the BE increases as the BR decreases. Also, the increasing test termination time results in
smaller BRs and enhanced estimating efficiency. The overall results show that Beta prior is
a suitable prior and SELF is an efficient loss function in estimating the unknown parameter
of the Geometric life testing model under type-I censoring scheme.
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6. Applications

In this section, a data set of 137 lung cancer patients’ remission duration, given by Kr-
ishna and Neha (2017), is analysed with the help of the proposed estimation strategy. The
numerical results for this data set are presented in Table 16.

Table 16. BEs and BRs for Lung Cancer data
Prior SELF DLF

T=14 T=19 T=14 T=19
Beta BEs

BRs
0.15662500
0.000178453

0.0934033
0.0000638503

0.119137
0.00755068

0.103447
0.00719107

Kumaraswamy BEs
BRs

0.15691800
0.000178718

0.0935679
0.0000639499

0.119358
0.00753454

0.103628
0.00717693

Priors QLF PLF
T=14 T=19 T=14 T=19

Beta BEs
BRs

0.10662500
0.00778249

0.09204240
0.00739421

0.10871200
0.000831595

0.093753800
0.000682338

Kumaraswamy BEs
BRs

0.10681700
0.00776680

0.09219790
0.00738051

0.10890400
0.000831408

0.093909000
0.000682216

SAPLF
T=14 T=19

Beta BEs
BRs

0.107866000
0.007753930

0.093060400
0.007370370

Kumarasawmy BEs
BRs

0.108070000
0.007737310

0.093225000
0.007355840

7. Conclusion

In this study, a Bayesian estimation methodology is derived for estimating the parameter
of discrete Geometric life testing model under type-I censoring scheme. Two informative
priors, namely Beta and Kumaraswamy, and five loss functions (SELF, QLF, SAPLF, DLF
and PLF) are used for this purpose. An extensive simulation study and a real-life data
analysis is employed to validate the importance of the proposed strategy. The numerical
results reveal that Beta is an appropriate prior and SLEF is a better loss function while
analysing discrete Geometric life testing model under type-I censoring scheme. The real-
life data analysis cements these findings.
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