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From the Editor   

 
With the current issue of Statistics in Transition new series (SiTns) – one hundred 

and first since the beginning of its publication (not counting special editions) – we are 
entering a new decade of the journal’s mission carried out so far for 30 years, consisting 
in promoting the development of statistical sciences while contributing to the scientific 
life of the broadly conceived international statistical community: authors, reviewers 
and readers of SiTns.  

The September issue of SiTns consists of a collection of twelve articles written by 
twenty-eight authors from eleven countries, in order of appearance: Egypt, USA, 
Algeria, Pakistan, Australia, Poland, India, Iran, Nigeria, Thailand and Canada. There 
are eight articles in the Original Scientific Articles section, two articles in Other Articles 
section, and two in Research Communicates and Letters section. 

Research articles 

In the first paper, The modified Bagdonavičius-Nikulin goodness-of-fit test 
statistic for the right censored distributional validation with applications in medicine 
and reliability¸ Haitham M. Yousof, M. Masoom Ali, Khaoula Aidi, and Mohamed 
Ibrahim discuss the modified test statistic (𝓣𝓣𝑟𝑟, 𝜀𝜀2) for validation under the right 
censored cas. Simulation via Barzilai-Borwein algorithm is performed for assessing the 
right-censorship estimation method. Next, four right censored data sets are analyzed 
under the new modified test statistic for checking the distributional validation. It is 
shown that according to the modified Bagdonavičius-Nikulin goodness-of-fit test 
statistic, the new odd log-logistic inverted Weibull model can be used in modelling the 
censored medicine and reliability real data sets.  

Sania Khawar Kiani’s, Muhammad Aslam’s, and M. Ishaq Bhatti’s paper entitled 
Investigation of half-normal model using informative priors under Bayesian structure 
describes properties of half-normal distribution using informative priors under the 
Bayesian criterion. It employs the squared root inverted gamma, Chi-square and 
Rayleigh distributions as the prior distribution to construct the posterior distributions 
of the respective distributional parameters. Hyperparameters are elicited via prior 
predictive distribution. The properties of the posterior distribution are studied, and 
their graphs are presented using a real data set. A comprehensive simulation scheme is 
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conducted using informative priors. Bayes estimates are obtained using the loss 
functions (squared error loss function, modified loss function, quadratic loss function 
and DeGroot loss function). By the comparison of results, with increasing the sample 
size, the Bayes estimates converge to the parametric values and their risks tend to be 
smaller.  

In the next article, What explains the differences in material deprivation between 
rural and urban areas in Poland before and during the COVID-19 pandemic? Joanna 
Landmesser-Rusek and Hanna Dudek examine the relationships between the 
compositional changes in demographic and socioeconomic factors and the changes 
in the prevalence of material deprivation in rural and urban areas in Poland. Using the 
European Union Statistics on Income and Living Conditions (EU-SILC) data for 2019–
2020, the authors applied the Fairlie decomposition approach for a logit model. Six 
items of material deprivation analysing each symptom (item) as a binary variable were 
considered. Separate models were evaluated for each symptom. It was found that the 
important characteristics affecting a gap in material deprivation between rural and 
urban areas are: household equivalized income, the level of education, the type of 
household, and the presence of disabled or unemployed persons in the household. 
A non-significant effect of the pandemic on the material deprivation gap between rural 
and urban areas were observed. 

Dipika Patra, Sanghamitra Pal, and Arijit Chaudhuri in the paper Respondent-
specific randomized response technique to estimate sensitive proportion focus on 
Randomized Response Techniques and present a more general procedure using five 
different types of cards. A respondent-specific randomized response technique is also 
proposed, in which respondents are allowed to build up the boxes according to their 
own choices. An immediate objective for this change is to enhance the sense of 
protection of privacy of the respondents. But as by-products higher efficiency in terms 
of actual coverage percentages of confidence intervals and related features are 
demonstrated by a simulation study and superior jeopardy levels against divulgence of 
personal secrecy are also reported to be achievable. The findings described in this study 
will stimulate researchers and survey practitioners to apply the response-specific RRT 
in real surveys. Respondents will co-operate freely in the survey methods as they are 
building their own RR devices. 

In the next paper, Odd log-logistic generalised Lindley distribution with properties 
and applications Vahid Ranjbar, Abbas Eftekharian, Omid Kharazmi, and Morad 
Alizadeh introduce  a new three-parameter lifetime model, called the odd log-logistic 
generalised Lindley (OLLGL) distribution. The statistical properties of the OLLGL 
distribution including the hazard function, quantile function, moments, incomplete 
moments, generating functions, mean deviations and maximum likelihood estimation 
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for the model parameters  are given. The new density function can be expressed as 
a linear mixture of exponentiated. Different methods are discussed to estimate the 
model parameters. Simulation studies were conducted to examine the performance of 
this distribution. The importance and flexibility of the new model are also illustrated 
empirically by means of two real-life data sets. Finally, Bayesian analysis and Gibbs 
sampling are performed based on the two data sets. 

Rasaki Olawale Olanrewaju’s, Sodiq Adejare Olanrewaju’s, and Omodolapo 
Waliyat Isamot’s article Hyper-parametric Generalized Autoregressive Scores 
(GASs): an application to the price of United States cooking gas outlines the 
framework of the Generalized Autoregressive Score (GAS) model with a variety of 
symmetric conditional densities of different time-varying hyper-parameters. The 
distinctive trait and goal of the observation-driven GAS model is to use its score and 
information functions as the compeller of time-variation via hyper-parameters of 
conditional densities. The score and Hessian functions (via location, scale, skewness, 
and shapes parameters) are of paramount interest due to their capability to curtail the 
lacuna of heaviness in the tail of normal distribution and possibility of skewed 
observations. Due to the flexibility of the GAS model to several statistical distributions, 
an empirical application to financial data of the price of the United State cooking gas 
was subjected to the GAS model with ten different conditional densities. Each of the 
conditional density subjected to the GAS model via the application of the price of 
cooking gas from 2005 to 2020 was driven by the mechanism of time-varying score and 
Hessian functions of their embedded hyper-parameters.  

In the article entitled Testing the annual rainfall dispersion in Chaiyaphum 
Thailand, by using confidence intervals for the coefficient of variation of an inverse 
gamma distribution Wararit Panichkitkosolkul  proposes two statistics for testing the 
CV of an IG distribution based on the Score and Wald methods. An evaluation of  their 
performances is made using the Monte Carlo simulations conducted under several 
shape parameter values for an IG distribution based on empirical type I error rates and 
powers of the tests. The simulation results reveal that the Wald-method test statistic 
performed better than the Score-method one in terms of the attained nominal 
significance level, and is thus recommended for analysis in a similar context. 
Furthermore, the efficacy of the proposed test statistics was illustrated by applying them 
to the annual rainfall amounts in Chaiyaphum. The researchers can apply the proposed 
methods for testing the population CV in an IG distribution with other data sets fitted 
well to an IG distribution. For example, the IG distribution has been used for the hitting 
time distribution of a Wiener process. Future research could focus on the one-tailed 
hypothesis testing. 
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Kumari Priyanka’s and Pidugu Trisandhya’s paper Advances in estimation by the 
item sum technique in two move successive sampling contains a proposal of an 
estimator for the estimation of dynamic sensitive population mean using the Item Sum 
Technique (IST) and non-sensitive auxiliary information in the two-move successive 
sampling. Possible allocation designs for allocating long-list and short-list samples 
pertaining to the IST have been elaborated. The comparison between various allocation 
designs has been carried out. Theoretical considerations have been integrated with 
numerical as well as simulation studies to show the working version of the proposed 
IST estimators in the two-move successive sampling. It was concluded that IST is an 
alternative technique to deal with sensitive issues in successive sampling. In IST setup, 
the estimator utilizing additional auxiliary variable is proved to be more efficient than 
the estimator in which no additional auxiliary variable is used. Out of the two allocation 
designs for allocating LL and SL samples, the IST class of estimators using optimum 
allocation design is coming out to be more efficient than the estimator using general 
allocation deign. 

Other articles 
XXXI Scientific Conference of the Classification  

and Data Analysis Section (SKAD 2022) 

Aneta Ptak-Chmielewska and Agnieszka Chłoń-Domińczak present Analysis of 
social and economic conditions of microenterprises based on taxonomy methods. 
In the article, a unique data set of the situation of SMEs in the Kujawsko-Pomorskie 
region was used to assess the changes of the characteristics of the microenterprise sector 
at the local level in Poland between 2019 and 2020, that is during the first years of the 
COVID pandemic. The analysis shows that there are visible changes in the 
microenterprise sector and the economic conditions under which microenterprises 
operated. In the largest clusters of gminas, there is a drop in the number of 
microenterprises per 10 000 population. There is also a significant decline in average 
revenues reported to tax authorities. This data is consistent with other national 
statistics, and also with observations at the European level on the drop in revenues and 
financial situation as one of the most important risks faced by the SME sector.  

Dorota Żebrowska-Suchodolska discusses Elimination of characteristics 
concerning the performance of open-ended equity funds using PCA. The aim of the 
research was to apply principal component analysis (PCA) to reduce the dimension of 
the indicators that help the investor in selecting a fund, and to find  the main factors 
determining the choice of an appropriate investment fund in terms of its performance 
and risk. The subject of the study was 15 equity funds that had been on the Polish 
market for many years. The research showed that it is possible to reduce the primary 
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variables to two dimensions. 13 groups were selected for the study. The groups were 
selected in terms of correlation of indicators. They contained from 1 to 10 indicators. 
The pairs of indicators included in the principal components have been placed in other 
parts of the circle, allowing the investor to assess the fund from the point of view of 
completely different information. The resulting indicators found in each group are 
based on a combination of classical and non-classical measures.   

Research Communicates and Letters 

Yong You’s paper entitled  An empirical study of hierarchical Bayes small area 
estimators using different priors for model variances describes hierarchical Bayes (HB) 
estimators based on different priors for small area estimation. In particular, the inverse 
gamma and flat priors for variance components in the HB small area models of You 
and Chapman (2006) and You (2021) were used. The authors evaluate the HB 
estimators through a simulation study and real data analysis. The results indicate that 
using the inverse gamma prior for the variance components in the HB models can be 
very effective.   The simulation study and real data analysis demonstrate that proper IG 
prior should be used in the HB small area models for variance components.  For future 
work, informative priors such as IG prior with parameter values based on previous 
survey data could also be used in the model to improve the HB small area estimators.   

In the last paper, Sławomir Dorocki and Mariusz Cembruch-Nowakowski 
consider Application of statistical methods in socio-economic geography and spatial 
management based on selected scientific journals listed in the Web of Sciences 
database. The authors present an analysis of the use of statistical methods and tools 
in scientific articles related to socio-economic geography and spatial management 
published in the years 2012–2021. They focused on papers published in three selected 
journals relating to social geography (Geoforum), economic geography (Applied 
Geography) and spatial management (Landscape and Urban Planning). There is no 
doubt that conducting research with the support of statistical methods increases the 
credibility and reliability of their results as well as ensures the correctness of inference. 
This is particularly important for the analysis of spatial phenomena, which is becoming 
more and more complex. The conclusions presented in the text are based on the 
analysis of the representative but relatively small sample of the literature resources 
available.   

 
Włodzimierz Okrasa 
Editor  
 
© Włodzimierz Okrasa. Article available under the CC BY-SA 4.0 licence   
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The modified Bagdonavičius-Nikulin goodness-of-fit test statistic 
for the right censored distributional validation with applications 

in medicine and reliability 

Haitham M. Yousof1, M. Masoom Ali2, Khaoula Aidi3, Mohamed Ibrahim4 

Abstract 

A modified version of Bagdonavičius-Nikulin goodness-of-fit statistical test is presented for 
validation under the right censor case. Simulation via Barzilai-Borwein algorithm is 
performed for assessing the right-censorship estimation method. Four right censored data 
sets are analyzed under the new modified test statistic for checking the distributional 
validation. 

Key words: inverted Weibull distribution, censored validation, Bagdonavičius-Nikulin, 
goodness-of-fit testing 

1. Introduction

The Nikulin-Rao-Robson statistic, which is based on the differences between two
estimators of the probabilities to fall into grouping intervals, is a well-known 
modification of the classical chi-squared tests in the case of complete data. One 
estimator is based on the empirical distribution function, and the other on maximum 
likelihood estimators of unknown parameters of the tested model using initial non-
grouped data (see Nikulin (1973a), Nikulin (1973b), Nikulin (1973c) and Rao and 
Robson (1974) for more details and Goual et al. (2019), Goual and Yousof (2020a), 
Goual and Yousof (2020b), Yousof et al. (2021c) for more relevant applications).   

However, methods for testing the censored validity of parametric distributions are 
in increasing development, but the presence of censorship makes them unavailable. 
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Habib and Thomas (1986) and Hollander and Pena (1992) proposed a modified Chi-
squared test for randomly censored data based on the well-known Kaplan–Meyer 
estimators. Galanova (2012) considered some nonparametric modifications to the 
Anderson–Darling statistic, Kolmogorov–Smirnov statistic and the Cramer-Von-
Mises statistic for accelerate failure models. Bagdonavičius-Nikulin (2011a) presented 
a new Chi-squared goodness-of-fit test statistic for the right censored data. (see also 
Bagdonavičius and Nikulin (2011b)). The Chi-squared goodness-of-fit test statistic of 
Bagdonavičius-Nikulin is applied for distributional validation under the right-
censorship case.  

In this paper, a modified Chi-squared goodness-of-fit test statistic based on the 
Bagdonavičius-Nikulin test is presented and applied accordingly for validation under 
a new odd log-logistic inverted Weibull distribution using the right censor case. First, 
a simulation study under the right censor case via the Barzilai-Borwein (BB) algorithm 
is performed for assessing the right censored estimation method. Numerous domains 
of optimization have paid substantial attention to the Barzilai and Borwein gradient 
approach. This is as a result of its practical effectiveness, affordability of computing, 
and simplicity. This study establishes root-linear global convergence for the Barzilai 
and Borwein method for strictly convex quadratic problems given in infinite-
dimensional Hilbert spaces using spectral analysis techniques. It is shown how these 
findings may be used to two optimization issues governed by partial differential 
equations.  

Following Ravi and Gilbert (2009), Hamedani et al. (2023) and Emam et al. (2023) 
and using the BB algorithm, we generated N=10,000 with different size 
(q=15,25,50,130,350,500) from the new odd log-logistic inverted Weibull model using 
some carefully selected initial values. The mean square error (MSEs) are used for 
assessing the performance of the censored maximum likelihood. Second, the modified 
Bagdonavicius-Nikulin test is applied using four right censored real data sets for 
distributional validation. The following censored real data are considered: 

I. Data of bone marrow transplant (38 patients). 
II. Data of allogeneic bone marrow transplant where the Histocompatibility 

Leukocyte Antigen (HLA) homolog marrow was used to rebuild their immune 
systems (50 patients). 

III. Lymphoma data (times up to death) (31 patients). 
IV. Strength data of some cords having resisted for a determined time were studied 

(38 pieces). 

The Bagdonavicius-Nikulin goodness-of-fit statistical test proved that the new 
model can be used as a suitable alternative for analyzing four right censored data sets.  
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In this context, we will mention some recent studies that applied or presented new, 
modified extensions to the Bagdonavicius-Nikulin goodness-of-fit test. It is worth 
noting that the browser for statistical literature on this subject (Bagdonavicius-Nikulin 
goodness-of-fit test) will not find many new Bagdonavicius-Nikulin goodness-of-fit 
extensions and will find few research studies that applied this test, especially since 
Bagdonavicius-Nikulin goodness-of-fit test has precise requirements and strict 
procedures and requires censored data. As is well known, it is not easy to obtain new 
censored data to apply to and highlight the importance of the new test. In the next few 
lines, we will review some recent studies that were concerned with applying this test to 
actual data subject to censorship from the right, with a summary of what each study 
provided separately. 

Mansour et al. (2020a) applied Bagdonavicius-Nikulin goodness-of-fit test for 
a novel log-logistic model utilizing for distributional validation. For the "right 
censored" real data set of survival times, the modified test is used. The new test's 
components are all clearly deduced and presented. For testing the adaptability and 
significance of the new model under the unfiltered framework, three actual data 
applications are provided. For filtered validation, two more genuine data sets are 
examined.  

Mansour et al. (2020b) suggested and implemented a modified Chi-square 
goodness-of-fit test for the Burr X Weibull model using the Bagdonavicius-Nikulin 
technique for the right censored validation. The appropriate censored real data set is 
subjected to the modified goodness-of-fit statistics test. The modified goodness-of-fit 
test recovers the information loss based on the censored maximum likelihood 
estimators on the initial data, while the grouped data follows the Chi-square 
distribution The components of the modified criterion tests  are derived. Under the 
unfiltered approach, validation is an actual data application.  

Recently, an adapted Chi-square type test for distributional validity with 
applications to right-censored reliability and medical data by Yousof et al. (2021a). 
In this study, A modified version of the Bagdonaviius-Nikulin goodness-of-fit test 
statistic, also known as the modified Chi-square goodness-of-fit test, is researched, and 
then used for distributional validation in the appropriate censored scenario. The 
updated goodness-of-fit test is introduced and used with the appropriate censored data 
sets. Through a thorough simulation analysis, the censored Barzilai-Borwein algorithm 
is used to evaluate the new test's validity. Four actual and right censored data sets are 
subjected to the modified Bagdonaviius-Nikulin test. The new modified Bagdonaviius-
Nikulin goodness-of-fit test statistic is used to compare a new distribution against 
a large number of other competing distributions. 

The validity of the Bagdonaviius and Nikulin goodness-of-fit test statistic for the 
right censor case under the double Burr type X distribution is shown in a new updated 
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form. The method of maximum likelihood estimation in the case of censored data is 
used and implemented. Simulations using the Barzilai-Borwein algorithm are run to 
determine the best censored estimation technique. For the purpose of testing the null 
hypothesis, another simulation study is provided using a modified version of the 
statistical goodness-of-fit test developed by Bagdonaviius and Nikulin. For the purpose 
of examining the distributional validity, four right censored data sets are examined 
using the new modified test statistic (see Aidi et al. (2021)). 

Finally, Ibrahim et al. (2022) presented a novel modified version of the 
Bagdonavicius and Nikulin goodness-of-fit statistical test, and its distributional validity 
is examined for both the right censor case and the exponentiated Rayleigh generalized 
Chen distribution. Simulations using the Barzilai-Borwein algorithm are run to 
determine the best censored estimating technique. For the purpose of examining the 
distributional validity, four right censored data sets are examined using the new 
modified test statistic. For more details, information, applications, and new extensions 
of this test in the case of censored data from the right, see: Yousof et al. (2021b)  
(for a new parametric lifetime model along with modified Chi-square type test for right 
censored distributional validation, characteristics and many estimation methods), 
Ibrahim et al. (2021) (for a new exponential generalized log-logistic model with the 
Bagdonavičius and Nikulin testing for distribution validation and some non-Bayesian 
estimation methods), see also Ibrahim et al. (2019 and 2020) and Yadav et al. (2022) for 
some related details about the Nikulin-Rao-Robson goodness-of-fit test. 

2.  Censored distributional validation  

2.1. Maximum likelihood censored data 
Consider the new odd log-logistic (NOLL) family (Cordeiro et al. (2016)). Then, 

for the inverted Weibull (IW) baseline model, the probability density function (PDF) 
of the new odd log-logistic inverted Weibull (NOLLIW) model can be derived as 

𝑓𝑽 𝓍
𝝇 𝝇 𝝇 𝓍 𝝇 𝑒𝑥𝑝 𝝇 𝝇 𝓍 𝝇 1 𝑒𝑥𝑝 𝝇 𝓍 𝝇 𝝇

𝑒𝑥𝑝 𝝇 𝝇 𝓍 𝝇 1 𝑒𝑥𝑝 𝝇 𝓍 𝝇 𝝇 ,𝓍 0, (1) 

where 𝑽 𝝇 , 𝝇 , 𝝇 , 𝝇 0,  𝝇 0, 𝝇 0 are three shape parameters. The 
survival function 𝑆𝑽 𝓍𝒾  can be written as                 

𝑆𝑽 𝓍 1
𝑒𝑥𝑝 𝝇 𝝇 𝓍 𝝇

𝑒𝑥𝑝 𝝇 𝝇 𝓍 𝝇 1 𝑒𝑥𝑝 𝝇 𝓍 𝝇 𝝇 .  

(2) 

In reliability studies and survival analysis, data are often censored. If 𝑋 ,𝑋 , . . . ,𝑋𝓺 is 
a censored sample from the NOLLIW distribution, each observation can be written as 

𝓍𝒾 𝑚𝒾𝑛 𝑋𝒾 ,𝓒𝒾 | 𝒾 ,..,𝓺 , 
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where 𝑋𝒾 are failure times and 𝓒𝒾 censoring times.  Using (1) and (2), the log likelihood 
function is 

𝐿𝒾,𝓺 𝑽 log 𝑓𝑽 𝓍𝒾 𝜟𝒾𝑆𝑽 𝓍𝒾 𝜟𝒾

𝓺

𝒾

| 𝜟𝒾 𝒾 𝓒𝒾
, 

which can then be can be written as 

𝐿𝒾,𝓺 𝑽 𝜟𝒾 log𝑓 𝓍𝒾

𝓺

𝒾

1 𝜟𝒾 log 𝑆 𝓍𝒾

𝓺

𝒾

| 𝜟𝒾 𝒾 𝓒𝒾
. 

 

(3) 

 

Let 𝑑𝒾 𝑒𝑥𝑝 𝝇 𝝇 𝓍𝒾
𝝇 , and 𝛿𝒾 1 𝑒𝑥𝑝 𝝇 𝓍𝒾

𝝇 . Then, 

𝐿𝒾,𝓺 𝑽 𝜟𝒾
𝑙𝑜𝑔 𝝇 𝝇 𝝇 𝝇 1 𝑙𝑜𝑔 𝓍𝒾

𝝇 𝝇 𝓍𝒾
𝝇 𝝇 1 𝑙𝑜𝑔 𝛿𝒾 2 𝑙𝑜𝑔 𝑑𝒾 𝛿𝒾

𝓺

𝒾

 

1 𝜟𝒾 𝝇 𝑙𝑜𝑔 𝛿𝒾 𝑙𝑜𝑔 𝑑𝒾 𝛿𝒾 .

𝓺

𝒾

 

The MLEs for parameters 𝝇 , 𝝇  and 𝝇  are derived from solving the following 
nonlinear system of 𝒾,𝓺 𝑽

𝝇
, 𝒾,𝓺 𝑽

𝝇
 and 𝒾,𝓺 𝑽

𝝇
 where  

𝜕𝐿𝒾,𝓺 𝑽
𝜕𝝇

1
𝝇

𝝇 𝓍𝒾
𝝇 𝑙𝑜𝑔 𝛿𝒾

2 𝑑𝒾𝝇 𝓍𝒾
𝝇 𝛿𝒾

𝝇 𝑙𝑜𝑔 𝛿𝒾
𝑑𝒾 𝛿𝒾

𝓺

𝒾

1 𝜟𝒾

𝓺

𝒾

𝑙𝑜𝑔 𝛿𝒾
𝝇 𝓍𝒾

𝝇 𝑑𝒾 𝛿𝒾
𝝇 𝑙𝑜𝑔 𝛿𝒾

𝑑𝒾 𝛿𝒾
, 

𝜕𝐿𝒾,𝓺 𝑽
𝜕𝝇

𝜟𝒾

⎣
⎢
⎢
⎢
⎡

1
𝝇

𝝇 𝓍𝒾
𝝇 𝝇 1

𝓍𝒾
𝝇 1 𝛿𝒾
𝛿𝒾

𝓺

𝒾

2
𝝇 𝓍𝒾

𝝇 𝑑𝒾
𝝇 𝓍𝒾

𝝇 1 𝛿𝒾 𝛿𝒾
𝝇

𝑑𝒾 𝛿𝒾

⎦
⎥
⎥
⎥
⎤

1 𝜟𝒾

𝓺

𝒾
⎣
⎢
⎢
⎢
⎡ 𝝇 𝓍𝒾

𝝇 1 𝛿𝒾
𝛿𝒾

𝝇 𝓍𝒾
𝝇 𝑑𝒾 𝝇 𝓍𝒾

𝝇 1 𝛿𝒾 𝛿𝒾
𝝇

𝑑𝒾 𝛿𝒾 ⎦
⎥
⎥
⎥
⎤

, 
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and 

𝜕𝐿𝒾,𝓺 𝑽

𝜕𝝇
𝜟𝒾

𝓺

𝒾

 

⎣
⎢
⎢
⎢
⎡ 1
𝝇

𝝇 𝝇 𝓍𝒾
𝝇 1 𝑙𝑜𝑔 𝓍𝒾 𝝇 1

𝝇 𝓍𝒾
𝝇 𝑙𝑜𝑔 𝓍𝒾 𝑒𝑥𝑝 𝝇 𝝇 𝓍 𝝇

𝛿𝒾
2 𝝇 𝝇 𝓍𝒾

𝝇 𝑙𝑜𝑔 𝓍𝒾 𝑑𝒾 𝝇 𝝇 𝓍𝒾
𝝇 𝑙𝑜𝑔 𝓍𝒾 1 𝛿𝒾 𝛿𝒾

𝝇

𝑑𝒾 𝛿𝒾 ⎦
⎥
⎥
⎥
⎤

 

1 𝜟𝒾

⎣
⎢
⎢
⎢
⎡ 𝝇 𝝇 𝓍𝒾

𝝇 𝑙𝑜𝑔 𝓍𝒾 𝑒𝑥𝑝 𝝇 𝝇 𝓍 𝝇

𝛿𝒾
𝝇 𝝇 𝓍𝒾

𝝇 𝑙𝑜𝑔 𝓍𝒾 𝑑𝒾 𝝇 𝝇 𝓍𝒾
𝝇 𝑙𝑜𝑔 𝓍𝒾 1 𝛿𝒾 𝛿𝒾

𝝇

𝑑𝒾 𝛿𝒾 ⎦
⎥
⎥
⎥
⎤𝓺

𝒾

. 

The explicit form of 𝝇  , 𝝇  and 𝝇  cannot be obtained, so we use numerical 
methods. 

2.2. Test criteria for the new model 

Let 𝑋 ,𝑋 , . . . ,𝑋𝓺 be grouped in 𝑟 sub-intervals  𝐼 , 𝐼 ,⋯ , 𝐼   as 

𝐼𝒿 𝑎 𝒿 ; 𝑎 𝒿  |  𝒿 , ,⋯, ,  

which are mutually disjoint. The limits 𝑎 ⋅  of the intervals 𝐼𝒿 are calculated such that: 

𝜌𝒿 𝜌𝒿 𝑽 𝑓𝑽 𝓍𝒾 𝑑𝓍
𝒿

𝒿

, 
(4) 

𝑎 𝒿 𝐹
𝒿

| 𝒿 , ,⋯, ,     

and 

0 𝑎 𝑎 . . . 𝑎 𝒿 𝑎 𝒿 ∞. 

The new test statistic 𝓣 ,  is defined by 

𝓣 ,
1
𝓤𝒿

𝓺

𝒿

𝓤𝒿 𝑒𝒿 𝓠, 
 

(5) 

where 𝒆𝓳 is the number of expected failures (NEF) in the grouped intervals and 𝓤𝒋 is 
the number of observed failures (NOF) in grouping intervals where 

𝓠 𝓦 𝐆 𝓦, 

 𝓦 𝓒𝓐 𝟏𝓩 𝓦 , … ,𝓦 , 

 𝐆 𝐠ℒℒ , 
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𝓦ℒ 𝓒ℒ𝒿𝓐𝒿 𝓩𝒿

𝒿

, 

 𝓩𝒿 𝓺
𝓤𝒿 𝑒𝒿 , 

𝐠ℒℒ 𝚤ℒ̂ℒ 𝓒ℒ𝒿𝓒ℒ 𝒿𝓐𝒿
𝒿

,  𝒿 1,2, … , 𝑟, 𝒾 1,2, … ,𝓺, , ℒ,ℒ 1,2, … , 𝑠. 

The elements of 𝓒 defined by 

𝓒ℒ𝒿
1
𝓺

𝜟𝒾

𝓺

𝒾: 𝒾∈ 𝒿

𝜕

𝜕𝐕ℒ
ln𝐻𝑽 𝓍𝒾 , 

(6) 
 
where 𝐻𝑽 𝓍𝒾  refers to the cumulative hazard rate function (CHRF) of the NOLLIW 
distribution. 

2.3. Test quadratic form of the modified criteria 

The quadratic form of the modified test statistic can be written as 

𝓣 ,    ∑
𝓤𝒿

𝒿 𝓤𝒿 𝑒𝒿 𝓦 𝚤̂ ∑ 𝓒 𝒿𝓒 𝒿𝓐𝒿𝒿 𝓦, (7) 

where matrices 𝓦, 𝓒 are defined in Abouelmagd et al. (2019a,b), Mansour et al. 
(2020a,b) and Yadav et al. (2020) with more details and 𝐈 is the estimated information 
matrix. 

2.4. Simulations via the BB algorithm 

In this subsection we are interested in solving the nonlinear system of equations 

0
𝜕
𝜕𝝇

𝐿𝒾,𝓺 𝑽 | , ,  

where the three functions 

𝜕
𝜕𝝇

𝐿𝒾,𝓺 𝑽 |𝐉 :ℜ ℜ →ℜ  

refer to nonlinear functions with continuous partial derivative. We are interested 
in situations where 𝑝 is large, and where the Jacobian of 

𝝇
𝐿𝒾,𝓺 𝑽  is either unavailable 

or requires a prohibitive amount of storage.  The Quasi-Newton methods can be used 
for obtaining an approximation of 𝐉 𝑝 , which, along with the vector of solutions, are 
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updated at each iteration. Using the R statistical software and the BB algorithm of Ravi 
and Gilbert  (2009), we generated 𝑁 10,000 with different size 𝓺 15, 25, 50,
130, 350, 500  from the NOLLIW model using the initial values 𝝇 1.5,  𝝇
2,  𝝇 1.3 . Firstly, we compute the MLEs and then the criteria 𝓣 , . The results which 
are given in Table 1 is obtained by inverting the CDF of the new model by setting 

𝑈 𝐹𝑽 𝓍
𝝇 𝝇 𝓍 𝝇

𝝇 𝝇 𝓍 𝝇 𝝇 𝓍 𝝇 𝝇 , 

where 𝑈 follows the uniform (0,1) model to obtain the quantile function. Since the 
quantile function of the NOLLIW model has no closed form, we use the numerical 
methods to generate the random numbers. Based on Table 1, it is seen that the MSE 
decreases as n increases. For example, we have the following results: 

I. MSE (𝝇 , 𝓺 = 15, 25, 50, 130, 350, 500) = (0.0077, 0.0059, 0.0040, 0.0026, 
0.0017, 0.00009). 

II. MSE (𝝇 , 𝓺 = 15, 25, 50, 130, 350, 500) = (0.0115, 0.0092, 0.0083, 0.0075, 
0.0058, 0.0029). 

III. MSE (𝝇 , 𝓺 = 15, 25, 50, 130, 350, 500) = (0.0088, 0.0068, 0.0042, 0.0039, 
0.0022, 0.0017). 
 

Table 1:  MLEs of a1, a2, a3 and MSE. 

𝝇 , MSEs↓
 & n→ 𝓺 =15 𝓺 =25 𝓺 =50 𝓺 =130 𝓺 =350 𝓺 =500 

𝝇  1.4632 1.4696 1.4775 1.4854 1.4967 1.49980 

MSE 0.0077 0.0059 0.0040 0.0026 0.0017 0.00009 

       

 𝝇  1.9442 1.9359 1.9372 1.9278 1.9187 1.9955 

MSE 0.0115 0.0092 0.0083 0.0075 0.0058 0.0029 

       

𝝇  1.3239 1.3251 1.3196 1.3113 1.3079 1.3016 

MSE 0.0088 0.0068 0.0042 0.0039 0.0022 0.0017 
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2.5. Test statistic 𝓣𝒓,𝜺
𝟐  under censored simulations 

For testing 𝐻  that a certain right censored data came from NOLLIW model, we 
compute 𝓣 ,  for 𝑁 10,000 simulated samples with 𝓺 25, 50, 130, 350,500. Then, 
we calculate empirical levels of significance when 𝓣 , 𝜒 ,  corresponding to 
theoretical levels of significance (𝜀 1%, 5%, 10%), where 𝑛𝑝 is the number of 
parameters. The results which are given in Table 2 is obtained by inverting the CDF of 
the new model by sitting 𝑈 𝐹𝑽 𝓍 , where 𝑈 follows the uniform (0,1) model to obtain 
the quantile. Since the quantile function has no closed form, we use the numerical 
methods to generate the random numbers. The generated samples are considered as 
a right censored data. Then using equation (5), the value of the new test (𝓣 , ) 
is calculated for 𝓺 25, 50, 130, 350,500 under 𝜀 1%, 5%, 10%. Finally the values 
of the 𝓣 ,  test is compared with the corresponding significance level. The following 
results can be highlighted: 

I. 𝓣 , 0.0071, 0.0076, 0.0084, 0.0092, 0.0098 𝜀 1%. 
II. 𝓣 , 0.0442, 0.0466, 0.0474, 0.0483, 0.0499 𝜀 5%. 
III. 𝓣 , 0.0935, 0.0952, 0.0961, 0.0970, 0.0992 𝜀 5%. 

The results are reported in Table 2 which means that the test proposed can be 
employed for fitting data from NOLLIW version. Based on Table 2, the new model 
performs well under the new test.  

Table 2:  Simulated levels of significance for 𝓣 ,  test for NOLLIW model. 

N=10,000 𝓺 =25 𝓺 =50 𝓺 =130 𝓺 =350 𝓺 =500 

𝜀 1% 0.0071 0.0076 0.0084 0.0092 0.0098 

𝜀 5% 0.0442 0.0466 0.0474 0.0483 0.0499 

𝜀 10% 0.0935 0.0952 0.0961 0.0970 0.0992 

2.6. Censored real data analysis 

In this section, we present three applications to distribute NOLLIW into three real 
data sets. First, we consider the bone marrow transplant data (data set I) (Klein and 
Moeschberger (2003)) for patients suffering from acute lymphoblastic leukemia. These 
data consists of time (in days) to death or on study time after allogenic bone marrow 
transplant for 38 patients. The bone marrow transplant is a standard treatment for 
acute leukemia. Recovery following bone marrow transplantation is a complex process. 
Immediately following transplantation, patients have depressed platelet counts and 
have higher hazard rate for the development of infections but as the time passes the 
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hazard decreases, where starred values denote to censored observations. Below is the 
time to death (in days) data after bone marrow transplant:  
(1,86,107,110,122,156,162,172,194, 243,262, 262, 269,276, 350*, 371, 417, 418, 
466,487,526,530*,716,781,996∗,1111*,1167*,1182*,1199∗,1 79, 1330*, 1377*, 1433*, 
1462*,1496*, 1602*,2081*,226∗).   

The second data set (data set II) consists of sample data from 50 patients with acute 
myeloid leukemia, reported to the International Register of Bone Marrow Transplants 
of John et al. (1997). These patients had an allogeneic bone marrow transplant where 
the HLA (Histocompatibility Leukocyte Antigen) homolog marrow was used to rebuild 
their immune systems. The data required for this study are shown below:  
(0.030, 0.493, 0.855, 1.184, 1.283, 1.480, 1.776, 2.138, 2.5, 2.763, 2.993, 3.224, 3.421, 
4.178, 4 .441*, 5.691, 5.855* ,6.941*, 6.941, 7.993*, 8.882, 8.882, 9.145*, 11.480, 11.513, 
12.105*, 12.796, 12.993*, 13.849*, 16.612*, 17.138*, 20.066, 20.329*, 22.368*,26.776*, 
28.717*,28.717* ,32.928*,33.783*,34.211*,34.770*, 39.539*, 41.118*, 45.033*, 46.053*, 
46.941*, 48.289*, 57.401*, 58.322*, 60.625*). 

The third data (data set III) are called the lymphoma data set and consisting of 
times (in months) from diagnosis stage up to death for 31 individuals with the advanced 
non-Hodgkin’s lymphoma clinical symptoms. Among these 31 observations 11 of the 
times are censored, because those patients were still alive at the last time of follow-up:  
(2.5, 4.1, 4.6, 6.4, 6.7, 7.4, 7.6, 7.7, 7.8, 8.8, 13.3, 13.4, 18.3, 19.7, 21.9, 24.7, 27.5, 29.7, 
30.1*, 32.9, 33.5, 35.4*, 37.7*, 40.9*, 42.6*, 45.4*, 48.5*, 48.9*, 60.4*, 64.4*, 66.4*). The 
test statistic is used to verify if the lymphoma data can be modelled by NOLLIW 
distribution.  

Finally, we consider the censored reliability data of (Crowder et al. (1991)). In their 
experiment, Crowder et al. (1991) obtained information about the strengths of a certain 
type of braided cord after the weather, the forces of 48 pieces of cord having resisted for 
a determined time were studied. The right censored force values observed are given 
below:  
(26.8*, 29.6*, 33.4*, 35*, 36.3, 40*, 41.7, 41.9*, 42.5*, 43.9, 49.9, 50.1, 50.8,51.9, 52.1, 52.3, 
52.3, 52.4, 52.6, 52.7, 53.1, 53.6, 53.6, 53.9, 53.9, 54.1, 54.6, 54.8, 54.8,55.1, 55.4, 55.9, 56, 
56.1, 56.5, 56.9, 57.1, 57.1, 57.3, 57.7, 57.8, 58.1, 58.9, 59, 59.1, 59.6, 60.4, 60.7). 

All results of this application are summarized in Table 3 and Table 4. Table 3 gives 
the results of 𝜌𝒿, 𝓤𝒿, 𝓒 𝒿 ,𝓒 𝒿,𝓒 𝒿 and 𝑒𝒿 for the four real data sets where 𝜌𝒿, 𝓤𝒿, 
𝓒 𝒿,𝓒 𝒿 ,𝓒 𝒿 and 𝑒𝒿 are the main components of the modified test statistic. However, 
Table 4 gives the values of 𝓣 ,  versus 𝜒 , .  

The values of 𝓣 ,  in Table 4 are calculated based on the corresponding values 
obtained in Table 3.  Since 𝜒 % 11.0705, the four values of 𝓣 ,  are 10.956, 7.6235, 
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6.8580 and 6.8956. These results show that the NOLLIW distribution can be used 
in modelling  the four mentioned real data sets according to the modified 
Bagdonavičius -Nikulin goodness-of-fit test statistic for right censored validation. 

Table 3:  Values of 𝜌𝒿, 𝓤𝒿, 𝓒 𝒿,𝓒 𝒿,𝓒 𝒿 and 𝑒𝒿. 

Data set 𝜌𝒿 𝓤𝒿 𝓒 𝒿 𝓒 𝒿 𝓒 𝒿 𝑒𝒿 

I & r=5 185.5 8 1.0236 0.5632 1.8289 7.6 

 320.5 7 0.9532 0.2351 1.7421 7.6 

 510.5 6 0.8124 -1.523 1.0231 7.6 

 1220.5 9 1.1526 0.6310 2.0513 7.6 

 2081 8 1.0856 0.5231 1.9045 7.6 

       

II & r=5 1.923 7 1.3526 0.9238 2.1235 10 

 8.562 13 2.0956 1.6485 2.9425 10 

 16.432 9 1.4526 0.8231 2.4513 10 

 34.526 11 1.748 1.5237 2.7412 10 

 60.625 10 1.6245 1.4032 2.6143 10 

       

III & r=4 7.500 6 0.9352 0.5631 0.5417 7.75 

 15.65 6 0.4587 -0.4581 0.4689 7.75 

 31.45 7 1.3026 -0.4956 0.7864 7.75 

 66.40 12 0.3145 0.2031 0.2153 7.75 

       

IV & r=5 43.5 9 0.9326 0.5326 1.4362 9.6 

 52.9 11 1.1306 0.7541 1.5962 9.6 

 55.2 10 1.0053 0.6138 1.4012 9.6 

 57.2 8 0.7654 0.4319 1.2312 9.6 

 60.7 10 1.0103 0.5322 1.3496 9.6 
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Table 4:  The values of 𝓣 ,  and 𝜒 ,  for each data. 

Data set 𝑟 
𝐕 

𝓣 ,  &  𝜒 ,  Rank 
𝝇  𝝇  𝝇  

I 5 1.8235 1.2856 1.5982 10.956<𝜒 , . =11.0705 3 

II 5 1.5032 1.0203 1.1052 11.936<𝜒 , . =11.0705 4 

III 4 1.6385 1.6230 1.2865 7.2365<𝜒 , . = 9.4877 1 

IV 5 1.3746 0.8263 1.4256 9.8569<𝜒 , . =11.0705 2 

Based on Table 3 and Table 4, we conclude that: 

1. For the right censored data of bone marrow transplant which contains from 
38 patients, it is seen that 𝓣 , . 10.956 however 𝜒 , . =11.0705. Since 𝓣 , .  
is less that 𝜒 , . , we can say by accepting the null hypothesis that the bone 
marrow transplant data follow the odd log-logistic inverted Weibull distribution 
as well and that odd new log-logistic inverted Weibull distribution can be used 
and applied in modelling  the bone marrow transplant data. 

2. Data of allogeneic bone marrow transplant (50 patients), it is seen that 𝓣 , .

11.936 however 𝜒 , . =11.0705. Since 𝓣 , .  is less that 𝜒 , . , we can say by 
accepting the null hypothesis that the acute myeloid leukemia data follow the odd 
log-logistic inverted Weibull distribution as well and that new odd log-logistic 
inverted Weibull distribution can be used and applied in modelling  the acute 
myeloid leukemia data. 

3. Lymphoma data (times up to death) (31 patients), it is noted that 𝓣 , .

7.2365 however 𝜒 , . =9.4877. Which means that 𝓣 , .  is less that 𝜒 , . . 
Therefore, we can say by accepting the null hypothesis that the leukemia data 
follow the odd log-logistic inverted Weibull distribution as well and that odd log-
logistic inverted Weibull distribution can be used and applied in modelling  the 
leukemia data. 

4. Strength data (38 pieces), it is concluded that 𝓣 , . 9.8569 however 
𝜒 , . =11.0705). Hence, we can say by accepting the null hypothesis that the 
strength data follow the odd log-logistic inverted Weibull distribution as well and 
that odd log-logistic inverted Weibull distribution can be used and applied 
in modelling  the strength data. 
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Table 5:   Comparing the NOLLIW and the two-parameters Weibull under the 𝓣 ,  test. 

Data  

set 

𝑟 Models and testing results Decision 

NOLLIW model 

I 5 10.956<𝜒 , . =11.0705 Accept H  

II 5 11.936<𝜒 , . =11.0705 Accept H  

III 4 7.2365<𝜒 , . = 9.4877 Accept H  

IV 5 9.8569<𝜒 , . =11.0705 Accept H  

    

  The two-parameters Weibull model   

I 5 12.5362>𝜒 , . =11.0705 Reject H  

II 5 13.4521 𝜒 , . =11.0705 Reject H  

III 5 10.5236<𝜒 , . =11.0705 Accept H  

IV 5 9.5236<𝜒 , . =11.0705 Accept H  

 

Based on Table 5, we conclude that: 

I. The bone marrow transplant data (data set I) follow the odd log-logistic 
inverted Weibull distribution. However, these data does not follow the two-
parameters Weibull model since 12.5362>𝜒 , . =11.0705. 

II. The acute myeloid leukemia data (data set II) also follow the odd log-logistic 
inverted Weibull distribution. However, these data does not follow the two-
parameters Weibull model since 13.4521 𝜒 , . =11.0705. 

III. The leukemia data (data set III) can be modelled using the odd log-logistic 
inverted Weibull distribution and the two-parameters Weibull model. 
However, the odd log-logistic inverted Weibull distribution is better than the 
two-parameters Weibull model since 7.2365<𝜒 , . = 9.4877 for the odd log-
logistic inverted Weibull distribution and 10.5236<𝜒 , . =11.0705 for two-
parameters Weibull model. 

IV. The strengths data (data set IV) can be modelled using the odd log-logistic 
inverted Weibull distribution and the two-parameters Weibull model. 
However, the odd log-logistic inverted Weibull distribution is better than the 
two-parameters Weibull model since 9.8569<𝜒 , . =11.0705 for the odd log-
logistic inverted Weibull distribution and 9.5236<𝜒 , . =11.0705 for two-
parameters Weibull model. 
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3. Concluding remarks 

In this paper, a modified Bagdonavičius -Nikulin goodness-of-fit test statistic is 
presented and applied for distributional validation under the right censor case. The 
modified test statistic (𝓣 , ) is given along with all its relevant components. Four right 
censored data sets are analyzed under the new modified test statistic for checking the 
distributional validation. According to the modified Bagdonavičius -Nikulin goodness-
of-fit test statistic, the new odd log-logistic inverted Weibull model can be used 
in modelling  the censored medicine and reliability real data sets. Below are the results 
of the modified test statistic under the right censor data sets: 

I. Data of bone marrow transplant (38 patients): 
 𝓣 , . 10.956 (<𝜒 , . =11.0705). By accepting the null hypothesis, we 
can conclude that the bone marrow transplant data also follow the odd log-
logistic inverted Weibull distribution and that the bone marrow transplant 
data can be modelled using the odd new log-logistic inverted Weibull 
distribution. 

II. Data of allogeneic bone marrow transplant (50 patients): 
𝓣 , . 11.936 (<𝜒 , . =11.0705). By accepting the null hypothesis, we 
can deduce that the acute myeloid leukemia data also follow the odd log-
logistic inverted Weibull distribution, and that the acute myeloid leukemia 
data can be modelled through using new odd log-logistic inverse Weibull 
distribution. 

III. Lymphoma data (times up to death) (31 patients):  
𝓣 , . 7.2365 (<𝜒 , . =9.4877). By accepting the null hypothesis, we can 
claim that the leukemia data also follow the odd log-logistic inverted Weibull 
distribution, and that the leukemia data can be modelled using the odd log-
logistic inverted Weibull distribution. 

IV. Strength’s data (38 pieces):  
𝓣 , . 9.8569 (<𝜒 , . =11.0705). Therefore, if the null hypothesis is 
accepted, we can infer that the strength data also follow the odd log-logistic 
inverted Weibull distribution and that the odd log-logistic inverted Weibull 
distribution may be used to describe the right censored strength data. 

V. The bone marrow transplant data follows the odd log-logistic inverted 
Weibull distribution. However, these data does not follow the two-
parameters Weibull model since 12.5362>𝜒 , . =11.0705. 

VI. The acute myeloid leukemia data follows the odd log-logistic inverted 
Weibull distribution. However, these data does not follow the two-
parameters Weibull model since 13.4521 𝜒 , . =11.0705. 
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VII. The leukemia data can be modelled using the odd log-logistic inverted 
Weibull distribution and the two-parameters Weibull model. However, the 
odd log-logistic inverted Weibull distribution is better than the two-
parameters Weibull model since 7.2365<𝜒 , . = 9.4877 for the odd log-
logistic inverted Weibull distribution and 10.5236<𝜒 , . =11.0705 for two-
parameters Weibull model. 

VIII. The strengths data can be modelled using the odd log-logistic inverted 
Weibull distribution and the two-parameters Weibull model. However, the 
odd log-logistic inverted Weibull distribution is better than the two-
parameters Weibull model since 9.8569<𝜒 , . =11.0705 for the odd log-
logistic inverted Weibull distribution and 9.5236<𝜒 , . =11.0705 for two-
parameters Weibull model. 
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Investigation of half-normal model using informative priors under 
Bayesian structure 

Sania Khawar Kiani1, Muhammad Aslam2, M. Ishaq Bhatti3 

Abstract 

This paper considers properties of half-normal distribution using informative priors under 
the Bayesian criterion. It employs the squared root inverted gamma, Chi-square and Rayleigh 
distributions as the prior distribution to construct the Posterior distributions of the 
respective distributional parameters. Hyperparameters are elicited via prior predictive 
distribution. The properties of posterior distribution are studied, and their graphs are 
presented using a real data set. A comprehensive simulation scheme is conducted using 
informative priors. Bayes estimates are obtained using the loss functions (squared error loss 
function, modified loss function, quadratic loss function and Degroot loss function). 
Statistical inferences interval estimates and Bayesian hypothesis testing are presented to 
demonstrate the usefulness of the study. 

Key words: informative prior, squared root inverted gamma distribution (SRIG), Bayesian 
hypothesis testing, loss functions. 

1.  Introduction 

Bayesian Inference is an approach to Statistical Inference, which is distinct 
from frequentist inference. Bayesian statistics, named for Thomas Bayes, is a set of fields 
of statistics in which the evidence about the true state of the world is expressed in terms 
of degrees of belief or, more specifically, Bayesian probabilities. Moravveji etal. (2019) 
presents a Bayesian approach for the estimation of the parameters of two-piece scale 
mixtures of normal distributions. This is a rich family of light/heavy-tailed 
symmetric/asymmetric distributions that includes, as a special case, the heavy-tailed 
scale mixtures of normal distributions, and is flexible in computations for modelling 
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symmetric and asymmetric data. A Bayesian approach is possible from the specification 
of hierarchical representations of the proposed family4. 

The half-normal distribution (HND) is linked with skewed positive data 
in describing lifetime process under fatigue. Various studies are done on the 
characteristics of HND under Bayesian with the choice of various priors. For example, 
Bland and Altman (1999) studied the half-normal model for dealing with the 
relationships between measurement and magnitude error whereas Cohen (1992) 
studied the problem of inference of truncated distributions, including the truncated 
normal through a classical approach. Classical inference for half-normal model is 
examined by Pewsey (2002, 2004). Later, Cooray and Ananda (2008) defined the 
generalized HND derived from a model for static fatigue, which is then followed by 
Gauss et al. (2012), who study the Kumaraswamy generalized half-normal distribution 
for modelling skewed positive data. Gupta (2018) estimates the location parameter of a 
HND is considered. Some unbiased as well as biased estimators are derived. 
Admissibility and minimaxity of Pitman estimator are proved. A complete class of 
estimators among multiples of the maximum likelihood estimator is obtained. 

Dobler (2015) developed Stein’s method for HND and applied it to derive rates of 
convergence in distributional limit theorems for three statistics of the simple symmetric 
random walk: the maximum value, the number of returns to the origin and the number 
of sign changes up to a given time ‘n’. Dobler compares the characterizing operator of 
the limiting HND with suitable characteristics of the discrete approximating 
distributions. Jeniffer et al. (2014) study the extended generalized half-normal 
distribution for modelling skewed fatigue life data. The new model contains as special 
cases the half-normal and generalized half-normal (Cooray and Ananda, 2008) 
distributions. Several of its structural properties are derived, including the density 
function, moments, quantile and generating functions, mean deviations and order 
statistics. They investigate maximum likelihood estimation of the model parameters. 
Alzaatreh and Knight (2013) propose the gamma-HND. Various structural properties 
of the gamma-HND are derived. The shape of the distribution may be unimodel or 
bimodal. Results for moments, limit behaviour, mean deviations and Shannon entropy 
are provided. To estimate the model parameters, the method of maximum likelihood 
estimation is proposed. Three real-life data sets are used to illustrate the applicability of 
the gamma-HND. For the first time, Cordeiro (2012) study the Kumaraswamy 
generalized HND for modelling skewed positive data. The half-normal and generalized 
half-normal (Cooray and Ananda, 2008) distributions are special cases of the new 
model. Several of its structural properties are derived, including explicit expressions for 
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the density function, moments generating and quantile functions, mean deviations, and 
moments of the order statistics.  

Some recent important works related to simulation, the choice of complex priors 
related to HND, are done by various authors including Van Erp and Brown (2020) and 
Al Amer et al. (2021), Sindhu and Hussain (2022), Ariyo et al. (2022), Bruch and 
Felderer (2022), Martin et al. (2022), among others. Here, we would like to summarize 
their work for the ready reference of the readers. For example, Ariyo et al. (2022) 
explored the performance of three Bayesian model-selection criteria when vague priors 
are used for the covariance parameters of the random effects in a linear mixed-effects 
model using simulation study. They considered five different specifications of inverse-
Wishart (IW) prior, five different separation priors and a joint prior. The results show 
that marginals perform far better over the conditional and the superiority of joint and 
separation priors over IW in all settings with selection criteria on a practical data set. 
Second is the work of Bruch and Felderer (2022), who considered prior choice for the 
variance parameter in multilevel regression and poststratification selective data and 
their Monte Carlo simulation study was done on the similar way as that of ours. They 
observed that prior choices are challenging when data results from selective inclusion 
mechanism which may be subject to bias in the estimation of a proportion based on a 
sample that is subject to a highly selective inclusion mechanism. 

Moreover, similar work is done by Martin et al. (2022) using Python instead of SAS. 
They explored Bayesian modelling and computation in Python with the aim to help 
beginner Bayesian practitioners to become intermediate modellers. Beside SAS, they 
used PyMC3, Tensor-flow Probability and Arvi-Z approaches and other libraries 
focusing on the practice of applied statistics with a summary of references to the package 
used in, whereas Sindhu and Hussain (2022) derived and performed predictive 
inference and parameter estimation from the half-normal distribution for the left 
censored data. They also derive the posterior and predictive distribution in conjunction 
with informative vis-à-vis uninformative priors. They used SAS and simulated left 
censored samples from a half-normal distribution are utilized to interpret the results. 

In this paper, the posterior distributions of the parameter using informative priors 
are derived in Section 2. The prior predictive distributions are derived in Section 3. 
Section 4 presents the elicitation of the hyperparameters via prior predictive 
distribution. The graphs of posterior distributions using a real data set are drawn in 
Section 5. In Section 6, the expressions of Bayes estimates under different loss functions 
are obtained. Section 7 presents Bayes estimates and Posterior risks using real data set. 
Section 8 contains credible intervals and hypothesis testing using a real data set. 
A simulation study is conducted using Mathematica and SAS packages5 in Section 9. 
Section 10 contains some concluding remarks. 
                                                           

5 For the use of other software and computing subroutines one can refer the work of Martin et al. (2022) 
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2. Posterior Distribution of the Parameter Using Informative Priors 

A random variable X is said to be half-normal distribution with location parameter 
zero and unknown scale parameter 𝜃 if its p.d.f is: 

𝑓 𝑥;𝜃 𝑒𝑥𝑝  ,   𝜃 0, 0 𝑥 ∞                       2.1 

Let nxxx ...,,2,1 be a random sample taken from HND with unknown parameter 𝜃 
and its likelihood function is: 

𝐿 𝜃 𝐱 𝑒𝑥𝑝 ∑       2.2 

2.1. Posterior Distribution using Informative Priors 

The posterior distribution using informative priors, i.e. squared root inverted 
gamma prior, inverted chi-square prior and inverse Raleigh prior, are presented in the 
following sections. 

2.1.1.  Posterior Distribution Using Squared Root Inverted Gamma Prior 
The squared root inverted gamma (SRIG) with hyperparameters   ‘a’ and ‘b’ is 

defined as: 
𝑝 𝜃  𝜃 𝑒𝑥𝑝  , 𝑎, 𝑏,𝜃 0             2.3 

Using equations (2.2) and (2.3), the posterior distribution of the parameter 𝜃 given 
data x is: 
𝑝 𝜃|𝐱 ∝ 𝑝 𝜃 𝐿 𝜃, 𝑥  

𝑝 𝜃|𝐱 ∝
∑

𝜃 𝑒𝑥𝑝 𝑏 ∑ ,     0 𝜃 ∞             2.4 

which is the density kernel of (SRIG) distribution, so the posterior distribution of 𝜃|𝐱 
is 

𝑆𝑅𝐼𝐺 𝛼,𝛽  𝑤ℎ𝑒𝑟𝑒 𝛼 𝑎  and 𝛽 𝑏
∑ . 

2.1.2. Posterior Distribution using Inverted Chi-square Prior 
The inverted chi-square (IC) with hyperparameter ‘𝜈’ and is defined as: 

𝑝 𝜃 𝜃 𝑒𝑥𝑝 ,      𝜈,𝜃 0                          2.5 

Using equations (2.2) and (2.5), the posterior distribution of the parameter 𝜃|𝐱  is: 

𝑝 𝜃|𝐱 ∝
∑

𝜃 𝑒𝑥𝑝
∑

,       0 𝜃 ∞              2.6 

which is the density kernel of (SRIG) distribution, so the posterior distribution of 𝜃|𝐱 is 

𝑆𝑅𝐼𝐺 𝛼,𝛽  𝑤ℎ𝑒𝑟𝑒 𝛼  and 𝛽
∑ . 
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2.1.2. Posterior Distribution using Inverse Rayleigh Prior 
The inverse Rayleigh (IR) with Hyperparameter ‘c’ is defined as: 

𝑝 𝜃 𝑒𝑥𝑝 ,     𝑐,𝜃 0                                     2.7 
Using equations (2.2) and (2.7), the posterior distribution of the parameter 𝜃|𝐱  is: 

𝑝 𝜃|𝐱 ∝
∑

𝜃 𝑒𝑥𝑝
∑

𝑐 ,     0 𝜃 ∞             2.8 

which is the density kernel of (SRIG) distribution, so the posterior distribution of 𝜃|𝐱 
is 

𝑆𝑅𝐼𝐺 𝛼,𝛽  𝑤ℎ𝑒𝑟𝑒 𝛼 1 and 𝛽
∑

𝑐. 

3. Prior Predictive Distribution Using Informative Priors 

The prior predictive distribution is the model predicts over the observed variables 
before any of data are considered. The prior predictive distribution is also known as 
marginal distribution of an unobserved value which is the prior distribution of 𝜃 and 
single variable p.d.f integrating out this parameter. The derivations of the prior 
predictive distribution using informative priors are given below. Let Y be the random 
variable having the HND with unknown parameter 𝜃. 

The prior predictive distribution can be obtained by the following equation 
            𝑝 𝑦 𝑝 𝜃 𝑓 𝑦,𝜃 𝑑𝜃                                          3.1 

where y represents future random variable. 

3.1. Prior Predictive Distribution using Squared root Inverted Gamma Prior 
The prior predictive distribution using equation (2.3) and (3.1) is: 

𝑝 𝑦  ,𝑦 0              3.2 

The above equation is used for the elicitation of hyperparameters ‘a’ and ‘b’. 

3.2. Prior Predictive Distribution using Inverted Chi-Square Prior 
The prior predictive distribution using equation (2.5) and (3.1) is: 

𝑝 𝑦  ,𝑦 0      3.3 

The above equation is used for the elicitation of Hyperparameter ‘𝜈’. 
3.3. Prior Predictive Distribution using Inverse Rayleigh Prior 

The prior predictive distribution using equation (2.7) and (3.1) is: 
             𝑝 𝑦

√

,𝑦 0                                            3.4  

The above equation is used for the elicitation of Hyperparameter ‘c’. 
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4. Elicitation of Hyperparameters 

The methods of elicitation through prior predictive distribution are defined by 
Aslam (2003). For the elicitation of the hyperparameters of the informative priors, we 
use prior predictive distributions given in Ssection 3 and consider the intervals that are 
used in the elicitation. 

4.1.   Elicitation of Hyperparameters of Squared root inverted Gamma Prior 
Using the prior predictive distribution given in equation (3.2), expert’s probabilities 

are to be 0.15 and 0.10, which are associated with the intervals 0.01 𝑦 0.5 and 3
𝑦 5 respectively. 

2
𝜋

𝑏 Γ 𝑎

Γ 𝑎 𝑏

.

.

𝑑𝑦 0.15 

2
𝜋

𝑏 Γ 𝑎

Γ 𝑎 𝑏
𝑑𝑦 0.10 

To elicit the hyperparameters ‘a’ and ‘b’, the above equations are simultaneously 
solved through the program developed in SAS package using ‘PROC SYSNLIN’ 
commands and the values of the hyperparameters ‘a’ and ‘b’ are found to be 0.7136 and 
0.1330 respectively . 

4.2.   Elicitation of Hyperparameter of Inverted chi-square prior 
Using the prior predictive distribution given in equation (3.3).The expert’s 

probability for the interval (0, 0.5) is to be 0.5. 

2
𝜋

𝑏 Γ

Γ

.

0.18 

The above equation is used to elicit the hyperparameter of inverted chi-square ‘𝑣’ 
by applying ‘PROC SYSNLIN’ and the value of the hyperparameter ‘v’ is found to be 
0.8963. 

4.3.   Elicitation of Hyperparameter of Inverse Rayleigh Prior 
Using the prior predictive distribution given in equation (3.4), expert’s probability 

is to be 0.08, which is associated with the interval 4 𝑦 6. 

3𝑐

2√2
0.08 

The above equation is used to elicit the hyperparameter of inverse Rayleigh ‘𝑐’ by 
applying ‘PROC SYSNLIN’ and the value of the hyperparameter ‘c’ is found to be 
0.8531. 
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5. Graphs of Posterior Distribution Using Real Data Set 

This section represents the graphs of the posterior distribution using informative 
priors. We draw graphs in SAS package.   

5.1. Real Data Set 
The real data set is used for analysis. From Serge et al. (2010), the data set of maximum 

flood levels (in millions cubic feet per second) for the Susquehanna River at Harrisburg, 
Pennsylvania over four-year periods. We have the following 20 observations: 

0.654,  0.613,  0.402,  0.379,  0.269,  0.740,  0.416,  0.338,  0.315,  0.449,  0.297,  0.423,  
0.379,  0.3235, 0.418, 0.412, 0.494, 0.392, 0.484, 0.268. 

The mean, variance and CV of the above data are as follows. 
𝑋 0.423  𝜎 = 0.016 CV= 0.295 

5.1.1.  Graphs of Posterior Distributions 
The graphs of posterior distribution using SRIG prior with parameters 𝛼

10.7136, 𝛽 2.07245, IC prior with parameters 𝛼 10.224075, 𝛽 2.3945, and 
IR prior with parameters 𝛼 11,𝛽 2.79255 are presented below in Figures 5.1, 5.2 
and 5.3. 

 

𝑃 𝜃|𝐱                                                                 𝑃 𝜃|𝐱  

            

   𝜃                                                                                 𝜃 
Figure 5.1: Graph using SRIG prior                               Figure 5.2: Graph using IC prior 
 
                                           𝑃 𝜃|𝐱  

 

𝜃 
Figure 5.3: Graph using IR prior 



26                                                                                  S. K. Kiani et al.: Investigation of half-normal model… 

 

 

The graphs of posterior distributions using informative priors in Figures 5.1, 5.2 
and 5.3 are similar and positively skewed. 

5.2 Properties of Posterior Distribution Using Real Data Set  
The properties of posterior distribution using a real data set mentioned in 5.1 are 

determined and given below. 

Table 5.1:  Properties of Posterior Distribution 

n=20 Mean Variance Mode C.V 
SRIG Prior     1.3724     0.0054      0.4299      5.3638% 

IC Prior     1.4854     0.2342      0.4769      32.5835% 
IR Prior     1.5950     0.1414      0.4927      23.5793% 

From the above Table 5.1, if we compare informative priors, squared root inverted 
Gamma prior is more efficient than other priors, as variance is minimum using Squared 
root inverted Gamma prior. 

6. Bayes Estimates Under Different Loss Functions 

In statistics, typically a loss function is used for parameter estimation, and the event 
in question is a function of the difference between estimated and true values for an 
instance of data. In this section, we have used four different loss functions. The details 
are given below. 

6.1.  Squared Error Loss Function 

The loss function: 𝐿 𝜃,𝜃 𝜃 𝜃  is called squared error loss function (SELF), 
where 𝜃 is the parameter and 𝜃 is an estimator. 

By minimizing the risk function 𝜌 𝜃 𝐸𝐿 𝜃,𝜃  with respect to 𝜃, we have the 
Bayes estimator 

𝜃 𝐸 𝜃            6.1 
which is the posterior mean under SELF. 

The Bayes posterior risk is 
𝜌 𝜃 𝐸 𝜃 𝐸 𝜃                                           6.2 

which is the posterior variance, and it is the Bayes posterior risk under SELF. 

6.2. Quadratic Loss Function  

The loss function: 𝐿 𝜃,𝜃 1  is called quadratic loss function (QLF).  

By minimizing the risk function, we have 𝜃  , which is the Bayes estimator 
under QLF. 

The Bayes posterior risk is                                  

𝜌 𝜃 1 . This is the Bayes posterior risk under quadratic loss function. 
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6.3.  Modified Loss Function  

The loss function 𝐿 𝜃,𝜃
  is called modified loss function (MLF).  

By minimizing the risk function, we have 𝜃  , which is the Bayes estimator 
under MLF. 

The Bayes posterior risk is 𝜌 𝜃 𝐸 𝜃 .This is the Bayes posterior risk 
under modified loss function. 

6.4.  Degroot Loss Function  

The loss function 𝐿 𝜃,𝜃  is called Degroot loss function (DLF).  

By minimizing the risk function, we have 𝜃 , which is the Bayes estimator 
under DLF. 

The Bayes posterior risk is                                  
𝜌 𝜃           6.3 

This is the Bayes posterior risk under Degroot loss function. The expressions of 
Bayes estimators and posterior risks using SRIG, IC and IR priors are given in Tables 
6.1, 6.2 and 6.3 respectively. 

 

Table 6.1:  Bayes Estimators and Posterior Risks Assuming SRIG Prior 

Loss Functions Bayes Estimators Posterior Risks 
SELF 

𝜃 𝑏
∑𝑥

2

Γ 𝑎

Γ 𝑎
 𝜌 𝜃

2𝑏 ∑𝑥
2𝑎 𝑛 2

𝑏
∑𝑥

2

Γ 𝑎

Γ 𝑎
 

QLF 
𝜃 𝑏

∑𝑥
2

Γ 𝑎

Γ 𝑎
 𝜌 𝜃 1

1 Γ 𝑎

Γ 𝑎
 

MLF 
𝜃 𝑏

∑𝑥
2

Γ 𝑎

Γ 𝑎
 𝜌 𝜃 𝑏

∑𝑥
2

Γ 𝑎

Γ 𝑎

Γ 𝑎

Γ 𝑎
 

DLF 
𝜃 𝑏

∑𝑥
2

Γ 𝑎

Γ 𝑎
 

𝜌 𝜃

∑
𝑏

∑

𝑏
∑
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Table 6.2:  Bayes Estimators and Posterior Risks Assuming IC Prior 
Loss Functions Bayes Estimators Posterior Risks 

SELF 
𝜃

∑𝑥 1
2

Γ

Γ
 

𝜌 𝜃
∑𝑥 1
𝑣 2𝑛 2

∑𝑥 1
2

Γ

Γ
 

QLF 
𝜃

∑𝑥 1
2

Γ

Γ
 𝜌 𝜃 1

1 Γ

Γ
 

MLF 
𝜃

∑𝑥 1
2

Γ

Γ
 

𝜌 𝜃

∑𝑥 1
2

Γ

Γ

Γ

Γ
 

DLF 
𝜃

∑𝑥 1
2

Γ

Γ
 

𝜌 𝜃

∑ ∑

∑
 

 

Table 6.3:  Bayes Estimators and Posterior Risks Assuming IR Prior 
Loss Functions Bayes Estimators Posterior Risks 

SELF 
𝜃

∑𝑥 𝑐
2

Γ

Γ 1
 

𝜌 𝜃
∑𝑥 2𝑐

𝑛

∑ 𝑥 𝑐
2

Γ

Γ 1
 

QLF 
𝜃

∑𝑥
2

𝑐
Γ

Γ 2
 𝜌 𝜃 1

1 Γ

Γ 2
 

MLF 
𝜃

∑𝑥
2

𝑐
Γ 1

Γ
 𝜌 𝜃

∑𝑥
2

𝑐
Γ

Γ 1

Γ 1

Γ
 

DLF 
𝜃

∑𝑥
2

𝑐
Γ

Γ
 

𝜌 𝜃

∑ ∑
𝑐

∑
𝑐
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We have simulated the values of the Bayes estimators and posterior risks given 
in Appendix under different loss functions. If we compare the results of the Bayes 
estimates and posterior risks, we can see the simulated values are closer to the true 
parameter as we increase our sample sizes under different loss functions. Bayes 
estimates and posterior risks have minimum values for SRIG prior, which shows SRIG 
prior has more efficient results than other priors. While comparing the loss functions, 
the SELF has more precise results than all other loss functions. We can conclude that 
among all prior distributions SRIG has better results. 

7. Bayes Estimation and Posterior Risks Using Real Data Set 

By using the above loss functions, the Bayes estimates and posterior risks of the 
parameter through informative priors, i.e. SRIG, IC and IR priors, are as follows, with 
posterior risks in parentheses.   

Table 7.1:  Bayes Estimates and Posterior Risk under Different loss Functions 

If we compare informative priors, we observe that posterior risk using Squared root 
inverted gamma prior is less than other priors hence SRIG prior gives more efficient 
results. We observe that MLF performance in terms of posterior risk is better than other 
loss functions. 

8. Bayesian Point and Interval Estimates Using Real Data Sets 

In this section, we obtained Bayesian point and interval estimates. The Bayesian 
analog of a classical confidence is called a credible set.  For details about credible sets, 
see Saleem and Aslam (2009), Lynn et al. (2003) and Saleem and Raza (2011), among 
others. The Bayesian credible intervals are obtained by using the posterior distribution 
of the respective parameter of interest. 

8.1. Credible Intervals  
A credible interval or Bayesian confidence interval is an interval in which domain 

of a posterior probability distribution is used for interval estimation. Credible intervals 
are not unique on a posterior distribution.  

The credible intervals are constructed as: 

1 α p χ ,
2 β

A
χ ,,  

n=20 Prior    Distributions 
Loss Functions SRIG IC IR 

SELF 1.3724(0.0067) 1.4854(0.0070) 1.5951(0.0068) 
QLF 1.3781(0.0231) 1.4922(0.0242) 1.7470(0.0225) 
MLF 1.5067(0.0110) 1.6382(0.0128) 1.7470(0.0122) 
DLF 1.3691(0.0028) 1.4815(0.0053) 1.5915(0.0041) 
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We have, 

C , C
,

,
,

.                                     8.1 

Thus C 𝜃 C  is the (1  ) 100% credible interval where ‘α’ and ‘β’ 
are the respective parameters of posterior distribution. 

The Credible intervals for real data set by using equation (8.1) are given in Table 8.1. 

Table 8.1:  Credible Intervals using Informative Priors 

Prior Distributions 90% Credible Interval 95% Credible Interval 99% Credible Interval 

SRIG (0.3452,0.4788) (0.3358,0.4960) (0.3185,0.5326) 
IC (0.3349,0.5054) (0.3532,0.5238) (0.3349,0.5630) 
IR (0.3724,0.5155) (0.3622,0.5339) (0.3437,0.5731) 

In comparison, we can observe that 90% credible intervals are narrower than 99% 
and 95%.When we compare informative priors’ credible intervals under squared root 
inverted gamma prior are shorter than all other priors. 
8.2 Bayesian Hypothesis Testing  

Hypothesis testing has been subject to polemic since its early formulation by the 
Neyman and Pearson in the 1930s. It is more difficult to carry out a point null 
hypothesis test in a Bayesian analysis. Bayesian model comparison is a method 
of selection based on the Bayes factors. Bayes Factor is ratio of probabilities for null and 
alternative hypotheses. 

Jeffreys (1961) gives the following typology for comparing 𝐻  𝑣𝑠 𝐻   where 𝐻  is 
used for null hypothesis and H   is used for alternative hypothesis. (i) B 1 H  is 
supported, (ii) 10 B 1  Minimal evidence against H  (iii) 10 B 10  
Substantial evidence against H .  

(iv) 10 B 10  Strong evidence against H  (v) B 10  Decisive evidence 
againstH . 

Table 8.2:  Hypothesis testing using Real Data Set 

H  𝑣𝑠  H  
Using SRIG Prior Using IC Prior Using IR Prior 

B.F B.F B.F 
H : θ 0.34 
H :θ 0.34 

0.0268 0.0031 0.0009 

H : θ 0.43 
H :θ 0.43 

0.6696 0.2049 0.1280 

H : θ 0.55 
H :θ 0.55 

8.5737 2.7522 2.1075 

H : θ 0.68 
H :θ 0.68 

115.713 26.6151 21.592 
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The above Table 8.2 shows: 
 While considering the hypothesis 

𝐻 :𝜃 0.34 Versus  𝐻 : 𝜃 0.34 
Bayes factor using squared root inverted gamma priors lies between 10 𝐵

10  . So we conclude that there is substantial evidence against the posterior 
distribution under 𝐻 , and 𝐵 10 so we conclude decisive evidence against the 
posterior distribution under 𝐻 . 
 While considering the hypothesis 

𝐻 :𝜃 0.43  Versus 𝐻 :𝜃 0.43 
As 10 𝐵 1  we have minimal evidence against 𝐻 for all priors. 

 While considering the hypothesis 
𝐻 :𝜃 0.55  Versus 𝐻 :𝜃 0.55 

As 𝐵 1, so we strongly supported 𝐻  using all informative priors. 
 While considering the hypothesis 

𝐻 :𝜃 0.68  Versus 𝐻 :𝜃 0.68 
As 𝐵 1, so we strongly supported 𝐻 using all informative priors. 

9. Properties of Posterior Distribution using Simulation Study 

Simulation is the process of imitating a real phenomenon with a set of mathematical 
formulas. Here, we discuss some properties of posterior distribution through 
a simulation study of parameter 𝜃. We have done all simulations in Mathematica 
package. 

Table 9.1:  Properties of Posterior Distribution under SRIG Prior 

n 𝜃 2 𝜃 4 
Mean Variance Mode Mean Variance Mode 

50 1.9907 1.2314 1.9980 3.9425 1.2268 3.9792 
100 1.9964 1.2088 1.9996 3.9945 1.2096 3.9987 
500 2.0050 1.1984 2.0048 4.0510 1.1914 4.0070 

1000 2.0007 1.1871 2.0006 4.0014 1.1804 4.0003 
 

Table 9.2:  Properties of Posterior Distribution under IC Prior 

n 𝜃 2 𝜃 4 
Mean Variance Mode Mean Variance Mode 

50 1.9867 1.2173 1.9825 3.9839 1.2040 3.9971 
100 1.9969 1.2054 1.9963 3.9914 1.2039 3.9997 
500 2.0968 1.1978 2.0963 4.0775 1.1907 4.0553 

1000 2.0012 1.1882 2.0010 4.0003 1.1847 4.0072 
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Table 9.3:  Properties of Posterior Distribution under IR Prior 

n 𝜃 2 𝜃 4 
Mean Variance Mode Mean Variance Mode 

50 1.9867 1.2173 1.9825 3.9839 1.2040 3.9971 
100 1.9969 1.2054 1.9963 3.9914 1.2039 3.9997 
500 2.0968 1.1978 2.0963 4.0775 1.1907 4.0553 

1000 2.0012 1.1882 2.0010 4.0003 1.1847 4.0072 
 
From the Tables 9.1, 9.2 and 9.3, it is observed that as we increase our sample sizes, 

our simulated values through mean tend to true values of parameter. Similarly, mode is 
closely to the true parameter as we increase sample sizes. Squared root inverted gamma 
prior is more precise than all other priors in the case of comparing informative priors. 
We have also simulated values of variances, which can show as we increase the sample 
sizes it becomes less. 

10. Concluding Remarks  

We have presented the Bayesian analysis of half-normal model using informative 
(squared root inverted gamma, inverted chi-square and inverse Rayleigh) priors. 
Initially, we derive posterior distributions using informative priors. The SAS package is 
used to draw graphs of posterior distributions. The properties of posterior distribution 
(mean, median, mode, variance and coefficient of variation) are discussed through 
simulation as well as real data set. The credible intervals for 90%, 95%, and 99% using 
informative priors are constructed and the Bayes factors of different hypothesis are 
computed. By the comparison of results, with increasing the sample size the Bayes 
estimates converge to the parametric values and their risks tend to be smaller. As under 
informative priors the Bayes risks for the estimates under SRIG are smaller than the 
Bayes risks assuming IC and IR priors, thus SRIG is more suitable prior. If we compare 
the Bayes risk under different loss functions, namely SELF, QLF, MLF and DLF, then 
the MLF is a better loss function for estimating the parameter 𝜃.  
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Appendix  

Bayes Estimates and posterior risks under Different Loss Functions 
 

Table 1:  Bayes Estimates of Informative Priors using SELF 

Priors SRIG Prior IC Prior IR Prior 

N 𝜃 2 𝜃 4 𝜃 2 𝜃 4 𝜃 2 𝜃 4 

50 2.0083 3.9706 2.0506 3.9758 2.0167 3.9662 

100 2.0044 3.9901 2.0224 3.9964 2.0426 3.9912 

500 1.9923 4.0637 1.9849 4.0396 1.9429 4.0826 

 
Table 2:  Bayes Estimates of Informative Priors using QLF 

Priors SRIG Prior IC Prior IR Prior 

n 𝜃 2 𝜃 4 𝜃 2 𝜃 4 𝜃 2 𝜃 4 

50 1.9698 3.9856 2.0720 3.9937 1.9897 3.9927 

100 1.9904 3.9942 2.0892 4.0463 1.9983 3.9987 

500 2.0097 4.0468 2.0048 4.0930 2.0562 4.0963 

 
Table 3:  Bayes Estimates of Informative Priors using MLF 

Priors SRIG Prior IC Prior IR Prior 

n 𝜃 2 𝜃 4 𝜃 2 𝜃 4 𝜃 2 𝜃 4 

50 2.0387 4.0204 1.9835 3.9913 2.0214 4.0443 

100 2.0932 4.0439 1.9991 3.9978 2.0610 4.0728 

500 2.0083 4.0992 2.0437 4.0933 1.9886 4.0027 

1000 2.0037 4.0070 2.0679 4.0013 1.9989 4.0002 

 
Table 4:  Bayes Estimates of Informative Priors using DLF 

Priors SRIG Prior IC Prior IR Prior 

n 𝜃 2 𝜃 4 𝜃 2 𝜃 4 𝜃 2 𝜃 4 
50 1.9862 3.9999 2.0160 3.9915 1.9925 4.0202 

100 1.9999 4.0537 2.0028 3.9996 1.9957 4.0210 

500 2.0193 4.0860 2.0921 4.0928 2.0868 4.0114 

1000 2.0641 4.0025 2.0944 4.0047 2.0029 3.9993 
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Table 5:  Posterior Risks of Informative Priors using SELF 

Priors SRIG Prior IC Prior IR Prior 

n 𝜃 2 𝜃 4 𝜃 2 𝜃 4 𝜃 2 𝜃 4 

50 1.2116 1.2376 1.2070 1.2112 1.2296 1.2314 

100 1.2048 1.2092 1.1927 1.2042 1.2059 1.2094 

500 1.1881 1.1880 1.1885 1.1905 1.1914 1.1902 

1000 1.1809 1.1847 1.1864 1.1886 1.1880 1.1888 

 
Table 6:  Posterior Risks of Informative Priors using QLF 

Priors SRIG Prior IC Prior IR Prior 

n 𝜃 2 𝜃 4 𝜃 2 𝜃 4 𝜃 2 𝜃 4 

50 1.2225 1.2427 1.2143 1.2189 1.2281 1.2412 

100 1.2153 1.2338 1.2095 1.2161 1.2109 1.2218 

500 1.1967 1.2113 1.1918 1.1905 1.1912 1.1912 

1000 1.1871 1.1883 1.1882 1.1879 1.1871 1.1863 

 
Table 7:  Posterior Risks of Informative Priors using MLF 

Priors SRIG Prior IC Prior IR Prior 

n 𝜃 2 𝜃 4 𝜃 2 𝜃 4 𝜃 2 𝜃 4 

50 1.2151 1.2363 1.2556 1.2690 1.2352 1.2252 

100 1.2058 1.2287 1.2340 1.2566 1.2253 1.2007 

500 1.1979 1.2052 1.2075 1.2116 1.1943 1.1946 

1000 1.1873 1.1964 1.1991 1.1923 1.1838 1.1877 

 
Table 8:  Posterior Risks of Informative Priors using DLF 

Priors SRIG Prior IC Prior IR Prior 

n 𝜃 2 𝜃 4 𝜃 2 𝜃 4 𝜃 2 𝜃 4 
50 1.2431 1.2492 1.2151 1.2158 1.2226 1.2456 

100 1.2364 1.2146 1.2007 1.2097 1.2193 1.2134 

500 1.2079 1.1983 1.1878 1.1912 1.1992 1.1886 

1000 1.1875 1.1876 1.1822 1.1884 1.1954 1.1805 
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Abstract 

We examined the relationships between the compositional changes in demographic and 
socioeconomic factors and the changes in the prevalence of material deprivation in rural and 
urban areas in Poland. Using the European Union Statistics on Income and Living 
Conditions (EU-SILC) data for 2019–2020, we applied the Fairlie decomposition approach 
for a logit model. We found that the important characteristics affecting a gap in material 
deprivation between rural and urban areas are: equivalized income, the level of education, 
the type of household, and the presence of disabled or unemployed people in the household. 
A non-significant effect of the pandemic on the material deprivation gap between rural and 
urban  areas was observed. 

Key words: rural-urban differences, COVID-19, logit model, Fairlie decomposition,  
EU-SILC. 

1.  Introduction 

In recent years, there has been growing interest in material deprivation. This issue 
refers to the inability to satisfy needs considered basic in European conditions. 
By focusing on the financial inability to satisfy these needs, the analysis of material 
deprivation enables a more direct measurement of the population’s standard of living 
than income indicators.  

The relevancy of material deprivation research in the European Union (EU) has 
grown significantly since 2010 as a result of the adoption of the Europe 2020 Strategy 
(Guio et al., 2016). As of this time, material deprivation indicators have been used by 
all EU Member States and the European Commission to monitor national and EU 
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progress towards the EU’s social protection and social inclusion objectives (Fusco et al., 
2013; Guio, 2018). Apart from reports of statistical offices, there are currently many 
scientific papers devoted to material deprivation. Research literature includes studies 
relating to material deprivation in individual countries (Šoltés and Ulman, 2015; Dudek 
and Szczesny, 2021a) as well as in the entire EU (Bárcena-Martín et al., 2014; Bedük, 
2018; Dudek, 2019; Łuczak and Kalinowski, 2020).  

The literature indicates an existing poverty gap between rural and urban areas  
in Central and Eastern European countries (Bernard, 2019; Swain, 2016). When  
it comes to Poland, Dudek and Szczesny (2021a) found a higher level of material 
deprivation among rural than urban households. However, they found that  
in regression models including typical socioeconomic variables and degree of 
urbanisation of the place of residence, rural-urban differences were statistically 
insignificant. Thus, it is essential to pinpoint the causes of the rural-urban gap 
in material deprivation. This problem was taken up in the present study.  

The primary source of information on material deprivation in the EU is the EU 
Statistics on Income and Living Conditions (EU-SILC) survey. As the EU-SILC survey 
in 2020 was conducted in Poland in the fall, it is possible to investigate the effect of the 
COVID-19 pandemic on material deprivation. Thus, we use pre-COVID data (2019) 
and 2020 data to examine the impact of the COVID-19 pandemic on rural-urban 
differences in material deprivation.  

In this study, we pose two research questions: 
(i)  How do rural-urban differences in material deprivation vary according to 

socioeconomic factors? 
(ii)  Has the COVID-19 pandemic affected rural-urban differences? 

In other words, the main aim of this paper is to identify factors influencing rural-
urban differences in material deprivation of Polish households. In addition, the study 
aims to investigate the extent to which these differences are explained by given 
socioeconomic features. For these purposes, it proposes using the Fairlie 
decomposition approach. This approach works by decomposing the difference 
in proportions based on a probit or logit binary model. 

Our paper contributes to the literature by exploiting new information collected 
in 2019–2020 through the EU-SILC survey to provide a snapshot of material 
deprivation among Polish households when the country continues struggling with the 
COVID-19 pandemic. The paper also contributes to the literature by providing the first 
econometric evidence for factors affecting the rural-urban gap in material deprivation 
in Poland using the Fairlie decomposition approach. 
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2.  Methodology 

2.1.  Fairlie decomposition method 

Decomposition techniques are most commonly used in studying gender pay gaps 
using linear regression models (see Słoczyński, 2012; Zajkowska, 2013; Śliwicki and 
Ryczkowski, 2014; Landmesser et al., 2015, Landmesser, 2017). Such studies mainly use 
the Blinder-Oaxaca decomposition technique, dividing the group differences into two 
parts: a part explained by compositional differences and a part that is ‘attributable to 
the coefficients’ (Blinder 1973; Oaxaca 1973). This technique can be extended to non-
linear models, including models with binary dependent variables.  

Following the Blinder-Oaxaca concept, Fairlie (2005) proposed the idea of 
decomposition for binary probit and logit models. Fairlie initially used this method to 
analyse racial differences in the digital divide (Fairlie, 2005) and race differences among 
business owners (Fairlie and Robb, 2007). Over the past five years, the Fairlie technique 
has been widely used in various fields of science, e.g. in analyses of the gender gap 
in food insecurity (Broussard, 2019), rural-urban inequalities in health (Rahimi et al., 
2021), gender differences in saving behaviour (Boto-García et al., 2022). However, 
it has not been used in material deprivation analysis before.  

Thus, this article provides the first results on rural-urban differences in material 
deprivation using the Fairlie approach. Below we present the concept of this approach. 

The standard Blinder-Oaxaca decomposition for a linear regression can be 
expressed as: 

𝑌 𝑌 𝑋 𝑋  𝛽 𝑋 𝛽 𝛽        (1) 
where  

A – group A, 
B – group B, 
𝑌 ,𝑌   –  the average values of the dependent variable for group A and B,   

 respectively, 
𝑋 ,𝑋   – row vectors of average values of independents variables for group A and 

 B, respectively, 
𝛽 ,𝛽   –  vectors of parameter estimates for group A and B, respectively.  

Unlike in linear models, where 𝑌  𝑋  𝛽  and 𝑌  𝑋  𝛽 , which formula (1) 
implies, in models with a nonlinear function F, 𝑌  does not necessarily equal 𝐹 𝑋  
and 𝑌  does not necessarily equal 𝐹 𝑋 . However, the following dependencies occur 
in the logit model:  

𝑌 ∑  and  𝑌 ∑        (2) 

where NA and NB are the sample size for group A and B, respectively. 
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Thus, following Fairlie (2005), the decomposition can be written as:  

𝑌 𝑌 ∑ ∑ ∑ ∑    

 (3) 

The first term in brackets measures the disparity due to the differences 
in characteristics (the ‘characteristic effect’), and the second term in brackets measures 
the disparity due to the different effects of the observed characteristics (the ‘coefficient 
effect’). The second term also captures the portion of the binary outcome variable gap 
due to group differences in unmeasurable or unobserved endowments. 

The estimation of the total contribution is the difference between the average values 
of the predicted probabilities. Assuming that NA=NB, using parameter estimates from 
the logit model for the pooled sample, 𝛽∗, the contribution of X1 to the rural-urban gap 
can be written as:  

∑ 𝐹 𝛼∗ 𝑋 𝛽∗ 𝑋 𝛽∗ 𝐹 𝛼∗ 𝑋 𝛽∗ 𝑋 𝛽∗     (4) 

Similarly, the independent contribution of X2 can be expressed as: 

∑ 𝐹 𝛼∗ 𝑋 𝛽∗ 𝑋 𝛽∗ 𝐹 𝛼∗ 𝑋 𝛽∗ 𝑋 𝛽∗       (5) 

Standard errors for (4) and (5) can be calculated by the delta method (Fairlie, 2005). 
In practice, the sample sizes of the two groups (NA and NB) may differ. In such 

a case, a one-to-one matching of observations from the two samples is needed to be 
calculated. To address this problem, random subsamples of equal sizes are drawn.  

Fairlie (2017) recommended the replication of the decomposition from a minimum 
of 1000 subsamples and finding the mean values of estimates from each decomposition 
to obtain an accurate decomposition estimate. More detailed information in this regard 
was provided by Fairlie (2017). 

In our study, we used the STATA program (module) written by Jann (2006) to carry 
out the analysis. This program enables: 
 to draw a hypothetical sample with replacement from both groups, whereby the 

probability of being selected from the sample is proportionate to the sampling 
weight; 

 to solve the path dependence problem in the detailed decomposition, with multiple 
estimations of material deprivation with randomised order of the independent 
variables being performed, and the obtained effects being averaged over all possible 
orderings. 

Thus, using the ‘Fairlie’ module in STATA (Stata-Corp, College Station, Texas, 
United States of America), we carried out the decomposition analysis to enable the 
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quantification of how much of the gap between the rural and urban groups is 
attributable to differences in specific measurable characteristics.  

In the Fairlie decomposition technique, a positive coefficient would result 
in a positive contribution to the rural-urban gap in material deprivation, and it is 
interpreted as supporting (increasing) the rural-urban material deprivation inequality 
(if the disparity is positive). A negative coefficient would similarly yield a negative 
contribution to the material deprivation inequality and consequently works to decrease 
the inequality if the inequality is positive. 

2.2.  Data 

To study the ways in which differences between rural areas (thinly populated areas) 
and urban areas (densely populated or intermediate populated areas) in material 
deprivation in Poland were affected via various mechanisms, we use 2019–2020 data 
from the EU-SILC cross-sectional files. EU-SILC provides annual population 
representative information on material deprivation and several demographic and 
socioeconomic variables regarding EU countries.  

Usually, the EU-SILC survey in Poland is carried out in April – June. However, 
in 2020 it was conducted by the Central Statistical Office and 16 statistical offices from 
September 28 to December 4, 2020. The change of the survey date was dictated by the 
appearance of a pandemic threat during the survey conducted so far (Statistics Poland, 
2022). Thus, the surveyed Poles in the fall of 2020 had already experienced some effects 
of the pandemic caused by the lockdown. 

The analysed sample includes 19,874 Polish households from the 2019 wave and 
15,281 Polish households from the 2020 wave.  

The study considers those indicators that were considered both under the Europe 
2020 and Europe 2030 strategies (see: Poverty in Poland…, 2021). All indicators 
analysed are binary indicators corresponding to given material deprivation items.  

These items relate to the inability of a household to: 
1) avoid arrears on mortgage or rent, utility bills, hire purchase instalments or other 

loan payments (the feature short name in our analysis: ‘arrears’); 
2) afford a meal with meat, chicken, fish (or vegetarian equivalent) every second 

day (the short name: ‘food’); 
3) face unexpected financial expenses (the short name: ‘unexpected’); 
4) afford to keep the home adequately warm (the short name: ‘warm’);  
5) afford a one-week annual holiday away from home (the short name: ‘holiday’); 

and 
6) afford a car/van for private use (the short name: ‘car’). 
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We consider the following set of socioeconomic factors for the decomposition: 

 the natural logarithm of annual equivalized household disposable income (using 
the modified OECD equivalence scale) from the previous year, with 2020 prices 
(the continuous variable ‘income’); 

 household type (single-person, 2 young adults (age<65), 2 older adults, 2 adults 
with 1 dependent child, 2 adults with 2 dependent children, 2 adults with at least 
3 dependent children, single parent with children, other with dependent children, 
other without dependent children; the ‘household type’ variable in the models); 

 region of Poland (7 regions; the 'region' variable); 

 presence of persons in households whose activities were limited due to health 
reasons (the ‘disability’ variable); 

 presence of unemployed in the household (the ‘unemployed’ variable); 

 presence of retirees in the household (the ‘retired’ variable); 

 the average age of household’s members (the ‘mean age’ variable in the models); 

 highest education level of household members (the ‘max education’ variable with 
three response categories: tertiary, upper secondary, lower than upper secondary). 

To assess the impacts of the COVID-19 pandemic in 2020 we use the dummy 
variable ‘year 2020’ defined as 1 for 2020 sample observations, and 0 for 2019. 

3.  Results 

The results of a preliminary analysis of income changes in Poland and the EU 
in 2019–2020 showed an increase in median annual equivalized income (measured 
in purchasing power standards – PPS). Poland saw a rise in income (12,366 in PPS 
in 2019, 13,381 in 2020), while the EU (27-country area) saw a decrease (17,478 in PPS 
in 2019, 17,337 in 2020) (Eurostat, 2022). Also, in Poland, the percentage of households 
showing various symptoms of material deprivation fell in 2020 compared to 2019 
(in contrast to the EU as a whole) (Eurostat, 2022). 

The main aim of this paper is to identify factors influencing rural-urban differences 
in material deprivation among Polish households. A preliminary comparison between 
rural and urban households in terms of given material deprivation items is presented 
in Figure 1. 
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Figure 1: Prevalence of material deprivation among rural and urban households. 

Source: Own work.  

 
Based on Figure 1, it can be noticed that material deprivation did not increase in the 

first pandemic year. Probably, it happened due to the improved income situation of 
Poles. However, in both analysed years, Polish households were mostly vulnerable 
regarding the items ‘holiday’ and ‘unexpected’. There were also visible rural-urban 
differences in these two items. The detailed results of the prevalence of deprivation 
presented in the Appendix revealed that statistically significant differences between 
rural and urban households occurred with respect to ‘holiday’, ‘unexpected’, ‘warm’, 
‘food’ and ‘car’ (the corresponding 95% intervals do not overlap). For the first four 
items, deprivation in the countryside is greater than in the city. Only deprivation 
regarding the ability to afford a car was significantly higher among urban households. 
For the remaining item ‘arrears’, this difference is not significant at the 0.05 level.  

The Fairlie decomposition for binary logit models was conducted to examine the 
factors affecting the rural-urban gap for each of the six deprivation symptoms. In our 
study, the process of randomly sampling households and estimating each variable’s 
contribution to the gap was repeated 1,000 times. The order of the variables was 
randomized on each run to address the issue of path dependence. 

The estimated parameters of the logit models enabled the identification of factors 
influencing the experience of material deprivation. Applying the decomposition 
technique to the logit model allowed us to extract the factors explaining the observed 
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differences in material deprivation. Table 1 shows detailed results for the 
decomposition regarding the two items for which the highest deprivation occurred – 
i.e. inability to pay for holidays and unexpected financial expenses by place of residence 
(rural vs urban areas).  

Table 1: Results for Fairlie decomposition of differences between rural and urban households 
concerning ‘holiday’ and ‘unexpected’ items 

Non-linear decomposition by place of residence 

Specification holiday unexpected 
Sample size 34 767 34 687 
The sample size for rural areas 11 773 11 745 
The sample size for urban areas 22 994 22 942 
Deprivation rate in rural areas 0.3879 0.3377 
Deprivation rate in urban areas 0.2296 0.2869 
Deprivation rate difference 0.1583 100% 0.0508 100% 
Explained difference 0.1022 65% 0.0623 122% 

Explained part 

Explanatory variable Coef.   Coef.   
Income 0.0440 ** 28% 0.0403 ** 79% 
Household type 0.0101 ** 6% -0.0229 ** -45% 
Region 0.0030 ** 2% -0.0014  -3% 
Disability 0.0083 ** 5% 0.0058 ** 11% 
Unemployed 0.0049 ** 3% 0.0062 ** 12% 
Retired -0.0004  0% -0.0007  -1% 
Mean age -0.0004  0% 0.0000  0% 
Max education 0.0328 ** 21% 0.0351 ** 69% 
Year 2020 0.0000  0% 0.0000  0% 

Total explained 0.1022 ** 65% 0.0623 ** 122% 

** – significant at 0.05 level; higher impacts in bold. 

Source: own work. 

There is a positive difference in deprivation rates between rural and urban 
households both in their inability to pay for holidays and coping with unexpected 
financial expenses. The explained effect is high (65% and 122%, respectively). 
The inequalities examined should be assigned in the majority to the differentiation of 
individual household characteristics (rather than to parameters in the estimated 
models). 

Regarding differences in deprivation concerning the inability to pay for holidays, 
the variables that significantly affect the magnitude of deprivation are equivalized 
income (‘income’), household type (‘household type’), region of Poland, the presence 
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of disabled or unemployed in the household, and the highest education level 
(‘max education’). Differences in deprivation due to unexpected expenses are affected 
by similar variables, except the ‘region’ variable. The variable denoting the year 2020 
was non-significant at the 0.05 level, suggesting an insignificant impact of the pandemic 
in explaining the rural-urban gap. 

The estimated positive coefficients indicate a positive contribution to the rural-
urban gap in material deprivation. The values of the variables standing by their support 
(increase) the observed rural-urban inequality in material deprivation. For example, for 
the ‘holiday’ item, the different educational levels of rural and urban residents account 
for 21% of the observed inequality. 

Negative coefficients yield a negative contribution to material deprivation 
inequality. Thus, the observed differences in deprivation regarding unexpected 
financial expenses are reduced by the dissimilarity of rural and urban household types 
(by 45%). 

The results of Fairlie decomposition for all analysed symptoms of material 
deprivation in an aggregate manner are presented in Table 2 and Table 3. 

Table 2: Results of Fairlie decomposition for all material deprivation symptoms by place of residence 
(rural vs urban areas) – influence directions of variables 

Specification arrears holiday food unexpected warm car 

Pr(Y=1/G=rural)        0.063 0.388 0.053 0.338 0.052 0.048 
Pr(Y=1/G=urban) 0.065 0.230 0.045 0.287 0.042 0.068 
Difference -0.002 0.158 0.008 0.051 0.010 -0.020 
Explained part 0.011 0.102 0.012 0.062 0.010 0.009 

Influence directions of variables 
Income + + + + + + 
Household type – + – – – – 
Region ns + ns ns ns – 
Disability + + + + + + 
Unemployed + + + + + + 
Retired ns ns ns ns ns ns 
Mean age ns ns ns ns ns ns 
Max education + + + + + + 
Year 2020 ns ns ns ns ns ns 

+/– means positive/negative contribution of the variable in the explained part at the significance level 
of 0.05, ns – nonsignificant  

Source: own work. 

A positive difference in deprivation rates between rural and urban households is 
found in their inability to pay for holidays, afford food, face unexpected financial 
expenses, and keep the home warm. A negative difference occurs in the case of the 
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inability to avoid mortgage or rent arrears and the inability to afford a car. 
The explained effect is always positive, meaning that the household characteristics 
included in the analysis magnify the observed rural-urban differences in deprivation. 

Equivalized income, disability, unemployment, education level, and household 
type were the significant variables affecting differences in all symptoms of material 
deprivation by place of residence. The impact of the region of the household’s residence 
was relevant only for some deprivation items. It was also observed that the presence of 
retirees and the mean age of household members have no effect. Moreover, 2020 shows 
non-significance (at the significance level of 0.05), which allows us to conclude that the 
pandemic has no impact on the material deprivation gap in rural and urban areas. 

Table 3: Results of Fairlie decomposition for all material deprivation symptoms by place of residence 
– percentages of the explained part 

Specification arrears holiday food unexpected warm car 

Difference -0.002 0.158 0.008 0.051 0.01 -0.02 
Unexplained part -0.013 0.056 -0.004 -0.011 0 -0.029 
Explained part 0.011 0.102 0.012 0.062 0.01 0.009 
%Unexplained 650% 35% -50% -22% 0% 145% 
%Explained -550% 65% 150% 122% 100% -45% 

Components of the explained part 
Income -309% 28% 85% 79% 62% -31% 
Household type 197% 6% -52% -45% -41% 26% 
Region 34% 2% 13% -3% 6% 5% 
Disability -145% 5% 19% 11% 14% -6% 
Unemployed -116% 3% 21% 12% 18% -10% 
Retired 37% 0% -4% -1% -3% 2% 
Mean age 73% 0% 0% 0% -1% 5% 
Max education -308% 21% 74% 69% 49% -35% 
Year 2020 8% 0% 0% 0% -1% 0% 

Source: own work. 

The inequalities examined should be assigned in the majority to the differentiation 
of individual households’ characteristics in the inability to pay for holidays, afford food, 
face unexpected financial expenses, and keep the home warm. Most of the gap is 
attributed to the parameters in estimated models in the case of the inability to avoid 
mortgage arrears and the inability to afford a car. 

It can be noted that the following variables contribute the most to explaining the 
observed differences in material deprivation by place of residence: income, education 
level, household type, and presence of disabled or unemployed people. Variables that 
provide a negligible explanation for the observed differences are ‘region’, ‘mean age’, 
‘retired’, and ‘year 2020’.  



STATISTICS IN TRANSITION new series, September 2023 

 

47

4.  Discussion 

Several authors undertook the problem of rural-urban differences in Poland. 
For example, Landmesser (2009) compared the economic activity of people concerning 
their place of residence, Sompolska-Rzechula and Kurdys-Kujawska (2020) analysed 
subjective assessment of the quality of life of rural and urban residents, Kalinowski 
(2022) investigated poverty in the countryside, Głowicka-Wołoszyn et al. (2019) 
compared housing conditions and Wołoszyn and Wysocki (2020) focused on income 
inequalities among rural and urban households. Generally, the mentioned authors 
found a worse situation in rural areas compared to urban areas. 

When it comes to material deprivation, there needs to be more literature on 
comparisons between rural and urban households. Moreover, most of the research 
concern a comprehensive analysis of material deprivation (Dudek and Szczesny, 2021a 
and 2022b; Šoltés and Ulman, 2015). In our study, however, we analyse each symptom 
separately. This turned out to be important, as urban households were not better off 
in all items than in the countryside. We found that there was statistically greater 
deprivation in the urban areas due to the ‘car’ item. 

Not surprisingly, the most important factor influencing the rural-urban gap is 
income. However, as indicated in the paper (Dudek and Szczesny, 2021b), material 
deprivation does not coincide with income poverty. Therefore, it is worth considering 
demographic and socioeconomic factors that may be important in explaining this 
phenomenon. 

This study has some key strengths. Firstly, it uses the newest EU-SILC of nationally 
representative data. Secondly, it investigates the factors influencing differences 
in material deprivation between rural and urban areas. For this purpose, it proposes the 
Fairlie decomposition approach, which has not been used in material deprivation 
analysis before. Thus, this paper contributes to the literature by providing the first 
evidence for factors affecting the households’ material deprivation in Poland using the 
Fairlie approach. The main concern with the non-linear model is sensitivity to the order 
of independent variables included in the decomposition process (path dependency). 
The Fairlie method solves this problem by randomly ordering the variables across 
replications of the decomposition.  

The limitations of this study relate to the fact that the dependent variables are self-
reported and are likely to have reporting bias. Moreover, the data used are cross-
sectional and, therefore, we cannot establish any causality between material deprivation 
and different socioeconomic variables. Despite these limitations, this study gives an 
understanding and quantification of the drivers and magnitude of rural-urban 
inequalities in material deprivation.  
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5.  Conclusions 

The analysis revealed that both before and during the first year of the COVID-19 
pandemic, a significant proportion of Polish households exhibited symptoms of 
material deprivation. However, material deprivation in Poland decreased during the 
period studied. Probably, it was the increase in average income that mainly contributed 
to the decrease in deprivation. 

The study focuses on rural-urban differences in material deprivation. 
Decomposition analysis provided in-depth information about the phenomenon under 
study. We considered six items of material deprivation analysing each symptom (item) 
as a binary variable. Separate models were evaluated for each symptom. We used the 
Fairlie method as it was developed for non-linear regression models, including the logit 
and probit models. This method basically tests how much of the difference in material 
deprivation between rural and urban areas is due to differences in the variables included 
in the analysis. It also goes further to estimate the contribution of each variable to the 
explained material deprivation difference between rural and urban areas.  

It was found that for items ‘holiday’, ‘unexpected’, ‘food’ and ‘warm’ rural 
households were significantly more vulnerable than urban, however, a greater 
prevalence of ‘car deprived’ was in urban areas. Moreover, for ‘arrears’ there was no 
statistical difference in this regard. This means that it is worth analysing each material 
deprivation item separately.  

The detailed decomposition carried out revealed that the important characteristics 
affecting the occurrence of the rural-urban material deprivation gap are equivalized 
income, level of education, type of household, and the presence of disabled or 
unemployed people in the household. However, the results obtained allow us to 
conclude that there is a statistically insignificant effect of the pandemic in explaining 
rural-urban differences. It is important to monitor the pandemic effect in the coming 
years. This would allow the most vulnerable groups of households to be recognized and 
specific implications for social policy analysis and evaluation to be identified. This issue 
is crucial as reducing any form of poverty and social exclusion is one of the most 
important goals of the EU social policy.  
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APPENDIX 

Table A1:  95% confidence intervals for the proportions of households experiencing given material 
 deprivation item in rural and urban households  

Material 
deprivation item 

Rural Urban 

LCI UCI LCI UCI 

arrears 6.29 7.33 5.77 6.61 

holiday 42.41 44.45 25.65 27.14 

food 5.24 6.12 4.30 4.98 

unexpected 34.44 36.37 29.03 30.58 

warm 4.94 5.81 4.22 4.89 

car 4.22 5.05 5.84 6.66 

Source: own work. 
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Respondent-specific randomized response technique to estimate 
sensitive proportion 

Dipika Patra1, Sanghamitra Pal2, Arijit Chaudhuri3 

Abstract 

In estimating the proportion of people bearing a stigmatizing characteristic in a community 
of people, randomized response techniques are plentifully available in the literature. They 
are implemented essentially using boxes of similar cards of two distinguishable types. In this 
paper, we propose a more general procedure using five different types of cards. 
A respondent-specific randomized response technique is also proposed, in which 
respondents are allowed to build up the boxes according to their own choices. An immediate 
objective for this change is to enhance, sense of protection of privacy of the respondents. But 
as by-products, higher efficiency in terms of actual coverage percentages of confidence 
intervals and related features are demonstrated by a simulation study, and superior jeopardy 
levels against divulgence of personal secrecy are also reported to be achievable. 
AMS subject classification: 62D05 

Key words: protection of privacy, randomized response, sensitive issues, varying probability 
sampling. 

1.  Introduction 

Paying heed to Chaudhuri's (2011) text, we consider varying probability sampling 
designs in surveying finite survey population with the purpose of estimating the 
proportion of people bearing a sensitive feature like tax evasion, bearing criminal 
antecedents, etc. in a community of persons. Randomized Response (RR) Techniques 
(RRTs) with standard procedures given by Warner (1965), Simmons (his URL model), 
Boruch (his Forced Response model) (vide Chaudhuri (2011) for each) and others are 
well-known and documented. They essentially employ boxes filled with several 
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identically designed cards with two distinct types of visible marks. Standard procedures 
of unbiased estimation of the proportion of people bearing the sensitive characteristic, 
say, 𝐴, along with variance formulae and unbiased estimators thereof are available in 
the above location cited. In recent surveys also, RR technique is quite popular. Treating 
illegal waste disposal as a sensitive attribute, Chong et al. (2019) analyzed the social 
problem of waste disposal with RR technique. Arnab and Mothupi (2015) assessed the 
sexual habits of the University Students, using Warner’s (1965) and Greenberg et al.’s 
(1969) RR techniques. Barabesi et al. (2013) employed RR setups for the estimation of 
the size of hidden gang and the distribution function of a sensitive variable for the 
members of the group. Van der Heijden et al. (2000) applied the Forced Response 
technique and Kuk’s (1990) RR technique to obtain reliable data on welfare and 
unemployment benefits fraud which is highly relevant to policy decisions.Together 
with various applications of RRT, statistical tools were also developed to analyze RR 
data. For instance, Hout et al. (2007) discussed the univariate and multivariate logistic 
regression models to measure sensitive feature. They presented univariate model as 
a generalized linear model and introduced multivariate model to deal with several RR 
response variables. Also, Fox et al. (2018) considered a generalized linear model and 
generalized linear mixed model for RR design.  The literature to be cited below is rich 
giving procedures to provide methods and measures of levels of protection verifiable 
for the respondents' disclosures of privacy. 

In the existing literature of RRT, the interviewer constructs the RR device(s) and 
the respondents are requested to participate in the RR survey. In practice, respondents 
hesitate to participate in RR survey. Anticipating more participation in such survey, 
a new RR survey theory has been proposed, in which respondents are allowed to 
construct the RR devices. This proposed RR technique is termed as respondent-specific 
randomized response technique.  

The paper is organized as follows. Section 2 provides certain basics for RRT in the 
context of qualitative sensitive features. A brief description of the protection of privacy 
measures is included there. Section 3 is constructed to propose two general RR 
techniques covering varying probability sampling design. Section 3.1 describes Model 
1 in which five distinct types of cards are used in RR device. Section 3.2 proposes a novel 
RR device in which respondents are asked to build up the RR boxes according to their 
own choices. Section 4 is devoted to the measure the respondents’ privacy protection. 
Privacy is protected only for a RR-specific parametric combination and such a feature 
will be seen in this section. The effectiveness and competitiveness of the proposed RRTs 
are narrated through numerical findings, in Section 5. This article is ended with some 
concluding remarks in Section 6. 
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2. The Early Works 

Taking a cue from the pioneering work of Warner (1965), Greenberg et al. (1969) 
recommended unrelated question model with two questions of which one is about the 
sensitive characteristic 𝐴 and the other question is unrelated to the sensitive 
characteristic. The idea of this RR device is originated by Walt R. Simmons. The reason 
behind this extension is that like 𝐴, it is a complement, i.e. 𝐴  may be a sensitive 
characteristic. In that case, the respondents may hesitate to give out their true nature. 
Chaudhuri (2011) developed the RR devices and the estimation procedures for general 
sampling design. The extensions of the work are narrated in Chaudhuri (2011) 
(chapter 3), Chaudhuri et al. (2016). Boruch’s (1972) Forced RRT considers the RR 
device with three distinct types of cards. Instead of the unrelated question, he suggested 
to include the cards marked as “Yes” and “No”. Taking a cue from them, a new RR 
technique has been suggested in this paper with five different options in the RR device. 
In another proposed RR technique, respondents are allowed to build their RR devices 
choosing different cards according to their own choices. Then, the respondents will be 
comfortable to participate in RR survey. 

Several authors including Lanke (1975,1976), Leysieffer and Warner (1976), 
Anderson (1975 a,b,c), Diana and Perii (2013) have drawn the attention of many survey 
practitioners to measure the degree of protection of the responses. However, their 
measures are confined to Simple Random Sampling (SRS) with replacement. 
Chaudhuri, Christofides and Saha (2009) covered the protection of privacy measure for 
RRTs using general sampling design. With the approach of Chaudhuri et al. (2009) and 
Pal et al. (2020) the protection of privacy measure has been derived here for the 
proposed generalized RR techniques. 

3. Proposed RR Techniques Using Five-types of Cards 
A potentially useful generalized RRT is proposed in sub-section 3.1 as Model 1. 

Additionally, a respondent-specific randomized response technique is also introduced 
in the sub-section 3.2 as Model 2. 

3.1. Model 1: Generalized RR technique 

An ameliorated RR technique is proposed here employing two boxes filled with 
several identically designed cards with 5 distinct types of visible marks as, “ I possess 
𝐴”, “I possess 𝐴 ”, “I possess innocuous character 𝐵”, “Yes” and “No” having 
proportions 𝑝 , 1 𝑝 𝑤 , 1 𝑝 𝑤 , 1 𝑝 𝑤  and 1 𝑝 1 𝑤 𝑤 𝑤  
respectively in the 𝑘 𝑘 1,2  box 𝑝 𝑝 ,𝑤 𝑤 𝑤 1, 0 𝑝 , 𝑝 ,  𝑤 ,
𝑤 ,  𝑤 1 .   
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Let 𝑈 1,2 …𝑁  be a finite population on which the variables 𝑦 and 𝑥 are defined. 
The variables 𝑦 and 𝑥 are introduced relating to the sensitive attribute 𝐴 and the 
innocuous characteristic 𝐵 respectively. 

Thus, for  𝑖  𝑖 ∈ 𝑈  person, 

𝑦
1 , 𝑖𝑓 𝑖  𝑝𝑒𝑟𝑠𝑜𝑛 𝑏𝑒𝑎𝑟𝑠 𝐴
0 , 𝑖𝑓 𝑖 𝑝𝑒𝑟𝑠𝑜𝑛 𝑏𝑒𝑎𝑟𝑠 𝐴

 

and                                             𝑥 1 , 𝑖𝑓 𝑖  𝑝𝑒𝑟𝑠𝑜𝑛 𝑏𝑒𝑎𝑟𝑠 𝐵
0 , 𝑖𝑓 𝑖 𝑝𝑒𝑟𝑠𝑜𝑛 𝑏𝑒𝑎𝑟𝑠 𝐵 .

 

The aim is to estimate the population proportion 𝜃 ∑ 𝑦  ;  𝜃 ∈ 0,1 . 

A sample 𝑠 of size 𝑛 is drawn from the population 𝑈 by any sampling design 𝑃 𝑠 . 
A sampled person 𝑖 𝑖 ∈ 𝑠, 𝑖 1,2, … ,𝑛  is requested to draw a card randomly from the 
1st box without divulging the card-type. The respondent must give out the truthful 
response in terms of yes or no according to the card type marked as  “I possess 𝐴”, 
“I possess 𝐴 ” or “I possess innocuous character 𝐵”. The person is also instructed to 
report yes or no if the card is marked as “Yes” or “No”. Figure 3.1 successfully explains 
the proposed strategy.  

 

 
 

Figure 3.1:  Model 1: Generalized RR Technique  
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Thus, the randomized response from 𝑖  𝑖 ∈ 𝑠  person is 

𝐼
1               𝑖𝑓 𝑡ℎ𝑒 𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒 𝑖𝑠   𝑦𝑒𝑠
0                𝑖𝑓 𝑡ℎ𝑒 𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒 𝑖𝑠    𝑛𝑜. 

Therefore, 
𝑃 𝐼 1  𝑝 𝑦 1 𝑝 𝑤 1 𝑦 𝑤 𝑥 𝑤  

and 𝑃 𝐼 0 𝑝 1 𝑦 1 𝑝 𝑤 𝑦 𝑤 1 𝑥 1 𝑤 𝑤 𝑤 . 

The person is also requested to report another response described as earlier after 
drawing a card from the 2nd box, independently. 

Therefore, we may denote the 2nd response as, 

𝐽
1               𝑖𝑓 𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒 𝑖𝑠   𝑦𝑒𝑠
0                𝑖𝑓 𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒 𝑖𝑠    𝑛𝑜  ,   𝑖 ∈ 𝑠. 

Then, 
𝑃 𝐽 1  𝑝 𝑦 1 𝑝 𝑤 1 𝑦 𝑤 𝑥 𝑤  

and    𝑃 𝐽 0 𝑝 1 𝑦 1 𝑝 𝑤 𝑦 𝑤 1 𝑥 1 𝑤 𝑤 𝑤 . 

Denoting RR based expectations and variances as 𝐸  and 𝑉  throughout the study, 
we may write, 

𝐸 𝐼  𝑝 𝑦 1 𝑝 𝑤 1 𝑦 𝑤 𝑥 𝑤  
and                      𝐸 𝐽  𝑝 𝑦 1 𝑝 𝑤 1 𝑦 𝑤 𝑥 𝑤 . 

Therefore, 
𝐸 1 𝑝 𝐼 1 𝑝 𝐽 𝑝 1 𝑝 𝑝 1 𝑝 𝑦 𝑝 𝑝 𝑦  

𝐸
1 𝑝 𝐼 1 𝑝 𝐽

𝑝 𝑝
𝑦  ;     𝑝 𝑝  

leading to  
𝑟 , 𝑝 𝑝                                         (1) 

which is the unbiased estimator for 𝑦  . 

An unbiased estimator of the variance 𝑉 𝑟  is given by 
𝑣 𝑟 𝑟 𝑟 1 𝐼 𝐽 ,                               (2) 

since 𝑦 𝑦 , 𝑥 𝑥 , 𝐼 𝐼  and 𝐽 𝐽 . The details of the proof are given below. 

Considering  𝑣∗ 𝑟 1 𝑝 1 𝑝 𝐼 𝐽  we get, 

𝐸 𝑣∗ 𝑟 1 𝑝 1 𝑝 𝐸 𝐼 𝐽  
1 𝑝 1 𝑝 𝐸 𝐼 𝐸 𝐽 2𝐸 𝐼 𝐸 𝐽  
1 𝑝 1 𝑝 1 𝑝 𝐸 𝐼 1 𝑝 1 𝑝 1 𝑝 𝐸 𝐽

𝐸 1 𝑝 𝐼 1 𝑝 𝐽  
1 𝑝 𝑝 𝑝 𝐸 𝐼 1 𝑝 𝑝 𝑝 𝐸 𝐽

𝐸 𝑝 𝑝 𝑟 ;  𝑢𝑠𝑖𝑛𝑔 𝑒𝑞. 1  
𝑝 𝑝 𝐸 1 𝑝 𝐼 1 𝑝 𝐽 𝑝 𝑝 𝐸 𝑟 ;  𝑠𝑖𝑛𝑐𝑒 𝐼 𝐼 , 𝐽 𝐽  

𝑝 𝑝 𝐸 𝑟 𝑝 𝑝 𝐸 𝑟 ;  𝑢𝑠𝑖𝑛𝑔 𝑒𝑞.  1  
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𝑝 𝑝 𝐸 𝑟 𝑦  

𝑝 𝑝 𝐸 𝑟 𝑦 ;  𝑠𝑖𝑛𝑐𝑒 𝑦 𝑦  

𝑝 𝑝 𝐸 𝑟 𝐸 𝑟 𝑝 𝑝 𝑉 𝑟 . 

Therefore, 𝑣∗ 𝑟 𝑣 𝑟  is the unbiased estimator for 𝑉 𝑟 . 
Employing Horvitz-Thompson (1952) estimator in estimating the population 
proportion 𝜃 ∑ 𝑦∈ , the final unbiased estimator can be written as    

𝑒 ∑ ∈  .                                                                      (3) 

Hence, an unbiased variance estimator is 

𝑣 𝑒 ∑ ∑ ∑ ∈                       ∈  (4) 

where 𝑣 𝑟  is derived in (eq.2). 
 
Composition of Such Randomized Device: 

Let the sampled persons be approached with two boxes. In the 1st box, let there be 
𝑚 identically designed cards of which 𝑚  ,𝑚 ,𝑚  and 𝑚  cards have visible marks as  “I 
possess 𝐴”, “I possess 𝐴 ”, “I possess innocuous character 𝐵” and “Yes” respectively. 
The remaining 𝑚 𝑚 𝑚 𝑚 𝑚  cards have a mark “No”. 

Then, the proportion of cards is     
“I possess 𝐴”: “I possess 𝐴 ”: “I possess 𝐵”: “Yes”: “No” 

𝑚 :𝑚 :𝑚 :𝑚 : 𝑚 𝑚 𝑚 𝑚 𝑚                         

: : : :                                          

: : : : .       

Now, taking   𝑝   and  𝑤 ; 𝑗 2,3,4,  the above proportion becomes 

𝑝 : 1 𝑝 𝑤 : 1 𝑝 𝑤 : 1 𝑝 𝑤 : 1 𝑝 1 𝑤 𝑤 𝑤  where  0 𝑤
1, 𝑗 2, 3, 4  and  𝑤 𝑤 𝑤 1 are obvious conditions. 

The proportion of the above cards in the 2nd box may be done by changing only 
(adding or removing) a fixed number of  “I possess 𝐴” marked cards used in the 1st box. 
Thus, the number of other-types of cards will remain unchanged as in the 1st  box. 

Then, one can easily see that the proportion of cards in the 2nd box is now changed to 
𝑝 : 1 𝑝  𝑤 : 1 𝑝  𝑤 : 1 𝑝  𝑤 : 1 𝑝 1 𝑤 𝑤 𝑤  
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Remark: 
1. The proposed generalized RR technique (Model 1) reduces to Warner’s (1965) RRT  

if  𝑤 1,  𝑤 0, 𝑤 0 . 
2. The proposed Model 1 reduces to Greenberg et al.’s (1969) RRT  

if  𝑤 0,𝑤 1,𝑚 0. 
3. The proposed Model 1 reduces to the Forced RRT  

if  𝑤 0, 𝑤 0,𝑤 1. 

3.2. Model 2: Respondent-specific RR Technique 

Intending to enhance the sense of responses’ privacy, we modify the RR technique 
recounted in the previous section (Section 3.1) giving freedom to the respondents to 
construct their RR devices with the same five distinct types of cards as mentioned 
earlier. In such a situation, this generalized RR technique, termed as Respondent-
specific RR technique is relevant. This is quite possible that respondents possessing the 
sensitive characteristic 𝐴 may prefer any other types of cards except “Yes” marked 
cards.  

With the following illustration, the implementation of this procedure can be easily 
understandable. Also, Figure 3.2 sheds light on the specifications of the RR devices. 

Let a sampled person be approached with two empty boxes and a sufficient number 
of cards marked as earlier. On request, the person has to build up 1st box (Box 1) by 
inserting total 𝑚 𝑓𝑖𝑥𝑒𝑑  number of cards. In the building process of Box 1, the person 
will put  𝑚  𝑓𝑖𝑥𝑒𝑑 𝑎𝑛𝑑 0  number of “I possess 𝐴” cards. The rest of the 𝑚 𝑚  
cards are marked other than “I possess 𝐴” marked cards. In other words, there is no 
restriction on the number of “I possess 𝐴 ”,  “I possess innocuous character 𝐵”, “Yes” 
and “No” marked cards. The 2nd box (Box 2) should be built up with 𝑚 𝑎  number 
of cards in total where the number of “I possess 𝐴” cards is 𝑚 𝑎  and the remaining 
cards are present here in the same number as given in the Box 1. The value of “𝑎” should 
be decided by the interviewer. Then, the respondents are requested to draw a card 
randomly from each of the boxes and respond accordingly. The reason to fix up 
𝑚 0 ,𝑚 𝑚  and 𝑎 0  for all respondents by the interviewer is discussed later.  

Therefore, the proportions of “I possess 𝐴”, “I possess 𝐴 ”, “I possess innocuous 
character 𝐵”, “Yes” and “No” marked cards in the 1st box and 2nd box become 
𝑝 : 1 𝑝   𝑤 : 1 𝑝   𝑤 : 1 𝑝  𝑤 : 1 𝑝 1 𝑤 𝑤 𝑤   and          
𝑝 : 1 𝑝   𝑤 : 1 𝑝   𝑤 : 1 𝑝  𝑤 : 1 𝑝 1 𝑤 𝑤 𝑤  respectively.  
It is noteworthy that 𝑤 ,𝑤  and 𝑤  are unknown to the interviewer and depend on 
the choice of the sampled person. However, 𝑝  𝑎𝑛𝑑 𝑝  𝑝  are known to the 
interviewer due to the fixed values of 𝑚,𝑚  and 𝑎. 

Survey practitioners may use computerized RR devices like a virtual picker wheel. 
With the help of Google form investigators may record only the answers from the 
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respondents. The Google form should contain links of virtual RR devices and the 
options “yes” and “no” for each device. Respondents can enter into a particular RR 
device clicking on the link, mentioned in the form. 

For example, the link https://pickerwheel.com/pw?id=LeCbM only allows 
respondents to click on the spin button of the virtual RR device. Picker wheel will show 
the choice or the statement while the spinning of the wheel is stopped. The respondent 
is requested to select option “yes” (“no”) in Google form if the selected choice is “yes” 
(“no”). Otherwise he/she will provide a truthful response in terms of “yes” or “no” 
according to the statement visible on the computer screen.  

Another link, https://pickerwheel.com/pw?id=aawQs is also a virtual RR device 
which can be edited by the respondents to construct their own RR device in the case of 
Model 2. But, they should follow the instructions given by investigators, strictly. 

 

 
Figure 3.2:  Model 2: Respondent-Specific RR Technique  

 
Let 𝐼  and 𝐽  be the two independent responses of 𝑖  sampled person which are 

defined as follows: 
𝐼

1               𝑖𝑓 𝑡ℎ𝑒 𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒 𝑖𝑠   𝑦𝑒𝑠
0                𝑖𝑓 𝑡ℎ𝑒 𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒 𝑖𝑠    𝑛𝑜 

and  
𝐽

1               𝑖𝑓 𝑡ℎ𝑒 𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒 𝑖𝑠   𝑦𝑒𝑠
0                𝑖𝑓 𝑡ℎ𝑒 𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒 𝑖𝑠    𝑛𝑜. 

Then, taking RR based expectations on 𝐼  and  𝐽 , we get an unbiased estimator of 
𝑦   as  

𝑟
1 𝑝 𝐼 1 𝑝 𝐽

𝑝 𝑝
;   𝑝 𝑝  .    
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Hence, the unbiased estimator of the population proportion 𝜃  is given by  

𝑒
1
𝑁

𝑟
𝜋

∈

 . 

Therefore, the unbiased variance estimator is 

𝑣 𝑒
1
𝑁

𝜋 𝜋 𝜋
𝜋

𝑟
𝜋

𝑟

𝜋
𝑣 𝑟
𝜋

∈

 
∈

 

where 𝑣 𝑟 𝐼 𝐽 . 

4. Protection of Privacy for the Proposed RRTs  

Chaudhuri et al. (2009) investigated the possibility of protecting the privacy of the 
respondent in RR context using varying probability sampling designs. Pal et al. (2020) 
recently developed the measure of privacy protection when an opportunity for 
divulging out the direct response is also given to each respondent along with a specific 
RR device. The respondents provide either direct response or randomized response, 
without divulging the type of response so exercised. We refer to Pal et al. (2020) here 
for a detailed account of the measure of privacy protection with two independent 
randomized responses. 

Denoting the responses of the above respondent specific RR device as 𝑅,𝑅 , the 
posterior probability and measure of jeopardy of the 𝑖  respondent may be written as 
𝐿 𝑅,𝑅  and 𝐽 𝑅,𝑅  respectively. 

Considering the prior probability 𝐿  0 𝐿 1  for the 𝑖  respondent and 
applying Bayes’ theorem, we get 

𝑃𝑟𝑜𝑏 𝐴 𝑅,𝑅
𝑅 𝐴 𝑅 𝐴

𝑅 𝐴 𝑅 𝐴 𝑅 𝐴 𝑅 𝐴
𝐿 𝑅,𝑅 .                  (5) 

Then, for 𝑖  person, the response-specific jeopardy measure  

𝐽 𝑅,𝑅
, ⁄

, ⁄
                                                        (6) 

indicates the risk of divulging the respondent’s status due to the responses 𝑅,𝑅 .  

Consequently, Chaudhuri et al. (2009) and Pal et al. (2020) suggested arithmetic 
mean 𝐽 ̅  and geometric mean 𝐽  respectively as an overall measure of jeopardy. 

Here, the possible responses 𝑅,𝑅  are (1,1),(0,0),(1,0) and (0,1).  

Then, substituting 𝑅,𝑅 ≡ 1,1  in (eq.5), we get the posterior probability for the 
response (1, 1) as, 

  𝐿 1,1
𝐿 𝑃 𝐼 1|𝑦 1 𝑃 𝐽 1|𝑦 1

𝐿 𝑃 𝐼 1|𝑦 1 𝑃 𝐽 1|𝑦 1 1 𝐿 𝑃 𝐼 1|𝑦 0 𝑃 𝐽 1|𝑦 0
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𝐿 𝑝 1 𝑝 𝑤 𝑤 𝑝 1 𝑝 𝑤 𝑤
𝐿 𝑝 1 𝑝 𝑤 𝑤 𝑝 1 𝑝 𝑤 𝑤 1 𝐿 1 𝑝 1 𝑝 𝑤 𝑤 𝑤

. 

 (7.1) 
and substituting the same in (eq.6), the response specific jeopardy measure for the 
response (1, 1) is 

𝐽 1,1 .                                (7.2) 

Note that  𝐽 1,1 → 1 if  𝑝 1 𝑝 𝑤 𝑤 → 1 𝑝 𝑤 𝑤 𝑤     ;   𝑘 1,2. 

That imply 𝑝 → 1 𝑝 𝑤  ;   𝑘 1,2. 

i.e. the proportion of “I possess 𝐴” cards tending to the proportion of “I possess 𝐴 ” 
cards and 𝑝 → 𝑝  are the advisable conditions for protecting the response (1,1) but the 
condition 𝑝 → 𝑝  entails that the variance estimate 𝑣 𝑟  defined in eq. 2  tends to 
infinite. 

Similarly, for the response (0, 0), 

𝐿 0,0
𝐿 𝑃 𝐼 0|𝑦 1 𝑃 𝐽 0|𝑦 1

𝐿 𝑃 𝐼 0|𝑦 1 𝑃 𝐽 0|𝑦 1 1 𝐿 𝑃 𝐼 0|𝑦 0 𝑃 𝐽 0|𝑦 0
 

𝐿 1 𝑝 1 𝑝 1 𝑤
𝐿 1 𝑝 1 𝑝 1 𝑤 1 𝐿 𝑝 1 𝑝 1 𝑤 𝑤 𝑝 1 𝑝 1 𝑤 𝑤

 

 (8.1) 
and 

𝐽 0,0
1 𝑝 1 𝑝 1 𝑤

𝑝 1 𝑝 1 𝑤 𝑤 𝑝 1 𝑝 1 𝑤 𝑤
. 

 (8.2) 
The necessary conditions for  𝐽 0,0 → 1 are 𝑝 1 𝑝 1 𝑤 𝑤 →

1 𝑝 1 𝑤     ;   ∀ 𝑘 1,2. That imply 𝑝 → 1 𝑝 𝑤  ;   ∀𝑘 1,2. 

In other words, the advisable conditions for protecting the response (0,0) are 𝑝 →
𝑝  and the proportion of “I possess 𝐴” cards tending to the proportion of  “I possess 
𝐴 ” cards. But it entails that 𝑣 𝑟 → ∞. 

Now, substituting 𝑅,𝑅 ≡ 1,0  in (eq. 5) and (eq.6), we get  

𝐿 1,0
𝐿 𝑃 𝐼 1|𝑦 1 𝑃 𝐽 0|𝑦 1

𝐿 𝑃 𝐼 1|𝑦 1 𝑃 𝐽 0|𝑦 1 1 𝐿 𝑃 𝐼 1|𝑦 0 𝑃 𝐽 0|𝑦 0
 

𝐿 𝑝 1 𝑝 𝑤 𝑤 1 𝑝 1 𝑤
𝐿 𝑝 1 𝑝 𝑤 𝑤 1 𝑝 1 𝑤 1 𝐿 1 𝑝 𝑤 𝑤 𝑤 𝑝 1 𝑝 1 𝑤 𝑤

 

 (9.1) 
         and 

𝐽 1,0                                   (9.2) 
          respectively. 
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This 𝐽 1,0 → 1  if  𝑝 1 𝑝 𝑤 𝑤 → 1 𝑝 𝑤 𝑤 𝑤   and               
 𝑝 1 𝑝 1 𝑤 𝑤 → 1 𝑝 1 𝑤  which imply 𝑝 → 1 𝑝 𝑤  and 𝑝 →
1 𝑝 𝑤 . 

i.e. if  the proportion of “I possess 𝐴” cards tends to the proportion of  “I possess 𝐴 ” 
cards  and 𝑝 → 𝑝 , then 𝐽 1,0  converges to 1 with 𝑣 𝑟 → ∞. 

For the response (0, 1), 

𝐿 1,0
𝐿 𝑃 𝐼 0|𝑦 1 𝑃 𝐽 1|𝑦 1

𝐿 𝑃 𝐼 0|𝑦 1 𝑃 𝐽 1|𝑦 1 1 𝐿 𝑃 𝐼 0|𝑦 0 𝑃 𝐽 1|𝑦 0
 

𝐿 𝑝 1 𝑝 𝑤 𝑤 1 𝑝 1 𝑤
𝐿 𝑝 1 𝑝 𝑤 𝑤 1 𝑝 1 𝑤 1 𝐿 1 𝑝 𝑤 𝑤 𝑤 𝑝 1 𝑝 1 𝑤 𝑤

 

(10.1) 
        and 

𝐽 0,1
𝑝 1 𝑝 𝑤 𝑤 1 𝑝 1 𝑤

1 𝑝 𝑤 𝑤 𝑤 𝑝 1 𝑝 1 𝑤 𝑤
. 

(10.2) 
Now, if 𝑝 → 1 𝑝 𝑤   ;𝑘 1,2   then  𝐽 0,1  converges to 1. But in such a case 

𝑣 𝑟 → ∞. 
Thus, considering the geometric mean 𝐽  as the overall measure of jeopardy for the 

proposed RRT, we get 
𝚥̃ 𝐽 1,1 𝐽 0,0 𝐽 1,0 𝐽 0,1  

𝑝 1 𝑝 𝑤 𝑤
𝑝 1 𝑝 1 𝑤 𝑤

 
𝑝 1 𝑝 𝑤 𝑤

𝑝 1 𝑝 1 𝑤 𝑤
 

1 𝑤
〖 𝑤〗 𝑤 𝑤

. 

(11) 
(eq. 11) converges to 1 
if  1 𝑤 → 〖 𝑤〗 𝑤 𝑤  i.e. 1 𝑤 𝑤 𝑤 → 𝑤   or 

𝑝 1 𝑝 𝑤 𝑤
𝑝 1 𝑝 1 𝑤 𝑤

𝑤 𝑤 𝑤
1 𝑤

  i.e.𝑝 → 1 𝑝 𝑤   ; 𝑘 1,2. 

In other words, the proposed RR techniques ensure maximum protection if the 
proportion of “Yes” and “No” cards are the same or the proportion of “I possess 𝐴” and 
“I possess 𝐴 ” cards are the same.  

Hence, it is advisable to apply this proposed RR techniques with the RR devices 
having at least one of the following properties: 

i) “Yes” and “No” cards are in the same proportion in the devices  
ii) “I possess 𝐴” and “I possess 𝐴  cards are the same in proportion for both devices.  

In Model 1, such restrictions on model parameters may be followed. However, 
in Model 2 i.e. Respondent-specific RR technique, the restrictions are not guaranteed 
as RR devices are made by respondents. 
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In the later section, the measure of jeopardy is calculated numerically for a different 
combination of  𝑝  and 𝑝 . 

5. Simulation Study 

In this section, we investigate the performance of the proposed RRTs using 
fivetypes of cards through a simulation study. For this, we consider a fictitious data 
consisting of reckless driving history with weekly expenses of 𝑁 116 undergraduate 
students under 20 years of age. Here, the parameter of interest is the proportion of the 
students who broke the traffic rules last year. Let the population proportion be defined 
as  𝜃 ∑ 𝑦∈  , treating 𝑦 as a qualitative sensitive variable - “Breaking the traffic rules”.  
For the above study, 𝜃  0.606838. The innocuous character 𝑥 is taken here as 
“Interested in painting”.  The size measure variable 𝑧- “Weekly expenditure” is used to 
draw samples in varying probability sampling scheme. 

In order to study the competitiveness concerning the proposed RRTs, the 
simulation study is performed for different sample sizes and the samples are drawn by 
Lahiri- Midzuno- Sen [1951, 1952, 1953] sampling strategy, where the first unit is 
selected with the probability 𝑝∗

∑
 and the remaining units are selected by SRS 

without replacement from the remaining units in the population after the first draw.  
Since the variable 𝑦 represents the sensitive feature 𝐴, it is not directly assessable 

and is estimated for each respondent through an unbiased estimator defined in eq.1. 
Then, employing eq. 3 and eq. 4, we get an unbiased estimate for the population 
proportion and unbiased variance estimate respectively. Here, the 1st order and 2nd 
order inclusion probabilities for Lahiri- Midzuno- Sen scheme are  𝜋 𝑝∗

∗

 

and 𝜋
∗ ∗

 respectively. 
To judge the efficacy of the RR models, different parametric combinations 𝑝 ,𝑝  

are taken in Table 5.1, considering 1000 replications of samples for each sample size. 
Efficacy of the proposed RRTs for different sample sizes are judged by the Average 
Coverage Probabilities (ACP), the Average Coefficient of Variation (ACV) and the 
Average Length (AL) of the 95% Confidence Intervals (CI) based on  𝑒 1.96 𝑣 𝑒 . 
The point estimator will be judged well if the ACV, the average over 1000 replications 

of estimated coefficient of variations 𝐶𝑉 100
,

,
, has a small magnitude, 

preferably less than 10% or at most 30%. The percentage of cases for which 95%  CI 
covers the true value of the parameter is called ACP. ACP values close to 95% will be 
preferred. AL is defined as 2 1.96 〖𝑣 𝑒〗 . Smaller ACV, AL values along with the 
ACP value close to 95% are preferred. In addition, absolute relative bias (ARB) of an 
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unbiased estimator and average variance estimate (AVE) are calculated as ̅  and 
∑ 𝑣 𝑒  respectively, where �̅� ∑ 𝑒  is the average of 1000 estimates of 𝜃.  
Figures 5.1-5.3, based on Table 5.1, represent the performance of proposed RRTs 

for different sample sizes. The values of ACV, ACP, AL, ARB and AVE for different 
parametric combinations are shown in the same graph. To do this, the values of AL, 
ARB and AVE from Table 5.1 are taken as 100 𝐴𝐿, 1000 𝐴𝑅𝐵 “𝑎𝑛𝑑” 1000 𝐴𝑉𝐸. 
The vertical axes of the graphs indicate the values and the horizontal axes indicate 
different parametric combinations 𝑝 ,𝑝  of the RRTs. 

As shown in Table 5.1,  
i) ACP values are greater than 95%. 
ii) ACV and AL values are decreasing as the sample size increases. If 𝑝  and 𝑝  are 

close to each other, ACV and AL values are relatively high.  

For example:  
if 𝑝 ,𝑝  (0.4, 0.6) and (0.4, 0.2), ACV values are beyond the acceptable range. 
iii) Considering the sample size 𝑛 25, the parametric combinations (0.4, 0.7) and 

(0.57, 0.79) are equally competitive and perform moderately as their ACV, AL and 
AVE values are much lower than others. Figure 5.1 sheds light on this fact.  

iv) The parametric combinations (0.4, 0.7) and (0.57, 0.79) perform well in terms of 
AVE, ACV, ACP, ARB and AL for both sample sizes 30 and 35. Figures 5.2 and 
5.3 highlight this finding. 

Table 5.1: ACV, ACP, AL, and ARB for the proposed RRTs using fivetypes of cards  
𝑢𝑛𝑘𝑛𝑜𝑤𝑛 𝜃 0.606838  

𝑝  𝑝  𝑛 
𝑒̅

1
1000

𝑒  

𝐴𝑉𝐸

1
1000

𝑣 𝑒  𝐴𝐶𝑉 𝐴𝐶𝑃 𝐴𝐿 𝐴𝑅𝐵 

0.4 0.6 25 0.61445 0.04718 41.07467 98.7 0.83896 0.01255 
0.4 0.6 30 0.61157 0.03981 35.25056 99 0.77313 0.00781 
0.4 0.6 35 0.62353 0.03267 30.60223 98.7 0.70227 0.02751 
0.4 0.2 25 0.68875 0.08238 46.29767 96.3 1.10524 0.13498 
0.4 0.2 30 0.65915 0.07464 43.47351 97.6 1.05719 0.08620 
0.4 0.2 35 0.65619 0.06093 42.15731 97.4 0.95809 0.08133 
0.4 0.7 25 0.62845 0.01998 23.3216 97.4 0.54935 0.03561 
0.4 0.7 30 0.61883 0.01730 21.89433 98 0.51232 0.01976 
0.4 0.7 35 0.62145 0.01408 19.54249 98.3 0.46274 0.02408 

0.57 0.79 25 0.62094 0.01941 23.46384 96.3 0.54168 0.02324 
0.57 0.79 30 0.62819 0.01629 21.01769 96.1 0.49702 0.03519 
0.57 0.79 35 0.62929 0.01336 18.78795 98.2 0.45075 0.03699 
0.57 0.3 25 0.65181 0.03375 30.09188 96.6 0.71012 0.07411 
0.57 0.3 30 0.65319 0.02885 27.31937 96.7 0.65903 0.07639 
0.57 0.3 35 0.65078 0.02344 24.54986 96.8 0.59563 0.07241 
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Figure 5.1:  Performances of the proposed RRTs for the sample size n=25 

 
Figure 5.2:  Performances of the proposed RRTs for the sample size n=30 

 
Figure 5.3:  Performances of the proposed RRTs for the sample size n=35 
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Table 5.2 demonstrates how well the privacy of sensitive features may be protected 
for the proposed models. For this purpose, the response-specific jeopardy measures 
𝐽 𝑅,𝑅  are computed taking different combinations of 𝑝 ,𝑝 ,𝑤 ,𝑤 ,𝑤 . The overall 
measure of jeopardy 𝐽  is shown in the last column of the mentioned table.  
As noted in Section 4,  

i)  𝐽 𝑅,𝑅 → 1  if  𝑝 → 𝑝  and the proportion of “I possess 𝐴” cards tends to the 
proportion of  “I possess 𝐴 ” cards, which also ensures that the overall measure of 
jeopardy tends to 1.  

In Table 5.2, we have tried to show such a condition taking the combinations of  
𝑝 ,𝑝 ,𝑤 ,𝑤 ,𝑤 values as (0.33,0.327, 0.49,0.2,0.3)  and (0.2,0.22,0.27,0.2,0.4). 

ii) In both RR devices if the proportion of “Yes” cards tends to the proportion of “No” 
cards, the measure of jeopardy  𝐽  will tend to 1.  

In Table 5.2, the following parameters, satisfying the above conditions, may be taken 
as  follows: 

  𝑝 ,𝑝 ,𝑤 ,𝑤 ,𝑤 :  (0.4, 0.45, 0.2,0.3,0.25) , (0.2,0.3,0.29,0.2,0.27) and 
(0.4,0.6,0.2,0.3,0.25). 

In Table 5.3 and Table 5.4, we have shown the response-specific jeopardy measure 
along with the overall measure of jeopardy following the suggestion in Chaudhuri et al. 
(2009) for Warner’s (1965) RRT and Greenberg et al.’s (1969) RRT. Here, the arithmetic 
mean 𝐽 ̅  of all the response-specific jeopardy measure is considered as the overall 
measure of jeopardy. We refer to Chaudhuri et al. (2009) for detailed derivation of the 
measures. The results in Table 5.2 can be compared easily with Table 5.4. For better 
comparison, we have taken the same 𝑝 and 𝑝  values which represent the proportions 
of “I possess 𝐴” cards for proposed RRTs (see Section 3) and Greenberg et al.’s RRT. 
From there, we may conclude that the proposed RRTs perform better than the 
Greenberg et al.’s RRT in terms of protecting privacy.  

Table 5.2:  Protection of Privacy for Proposed RRTs 

𝒑𝟏 𝒑𝟐 𝒘𝟐 𝒘𝟑 𝒘𝟒 𝑱𝒊 𝟏,𝟏  𝑱𝒊 𝟎,𝟎  𝑱𝒊 𝟏,𝟎  𝑱𝒊 𝟎,𝟏  𝑱𝒊 
0.4 0.6 0.2 0.3 0.4 3.7119 0.1776 0.4795 1.375 0.8120 
0.4 0.6 0.2 0.3 0.2 4.7619 0.2406 0.6349 1.8045 1.0704 
0.4 0.45 0.2 0.3 0.25 2.9593 0.3379 0.8892 1.1245 1 

0.33 0.38 0.49 0.2 0.3 1.1270 0.8476 0.8528 1.1201 0.9774 
0.33 0.327 0.49 0.2 0.3 0.9984 1.0022 1.0085 0.9922 1.0003 
0.57 0.69 0.2 0.45 0.2 7.8635 0.1176 0.6579 1.4056 0.9617 

0.6 0.5 0.2 0.45 0.2 4.9100 0.1905 1.2647 0.7395 0.9671 
0.2 0.22 0.27 0.2 0.4 0.9905 1.0141 0.9578 1.0488 1.0023 
0.2 0.3 0.29 0.2 0.27 1.1201 0.8892 0.7962 1.2509 0.998 
0.2 0.3 0.4 0.2 0.3 0.8598 1.2228 0.8006 1.3131 1.0254 
0.4 0.6 0.2 0.3 0.25 4.4340 0.2255 0.5935 1.6849 1 
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Table 5.3:  Protection of Privacy for Warner’s RRT 

𝒑𝟏 𝑱𝒊 𝟏
𝒑𝟏

𝟏 𝒑𝟏
 𝑱𝒊 𝟎

𝟏 𝒑𝟏
𝒑𝟏

 𝑱  

0.2 0.25 0.4 2.125 
0.33 0.49254 2.0303 1.26142 
0.4 0.66667 1.5 1.08333 

0.51 1.04081 0.96078 1.0008 
0.57 1.32558 0.75439 1.03998 
0.6 1.5 0.66667 1.08333 

0.69 2.22581 0.44927 1.33754 
 

Table 5.4:  Protection of Privacy for Greenberg et al.’s RRT 

𝒑𝟏 𝒑𝟐 
𝑱𝒊 𝟏,𝟏

𝒑𝟏𝒑𝟐
𝟏 𝒑𝟏 𝟏 𝒑𝟐

 

𝑱𝒊 𝟎,𝟎
𝟏 𝒑𝟏 𝟏 𝒑𝟐

𝒑𝟏𝒑𝟐
 

𝑱𝒊 𝟏,𝟎
𝒑𝟏 𝟏 𝒑𝟐
𝒑𝟐 𝟏 𝒑𝟏

 

𝑱𝒊 𝟎,𝟏
𝒑𝟐 𝟏 𝒑𝟏
𝒑𝟏 𝟏 𝒑𝟐

 𝑱  

0.4 0.6 1 1 0.4444 2.25 1.1736 
0.4 0.45 0.5455 1.8333 0.8149 1.2273 1.1052 

0.33 0.38 0.3019 3.3126 0.8036 1.2444 1.4156 
0.57 0.69 2.9505 0.3389 0.5955 1.6791 1.3910 
0.6 0.5 1.5 0.6667 1.5 0.6667 1.0833 
0.2 0.3 0.1071 9.3333 0.5833 1.7143 2.9345 

6. Concluding Remarks 

In this work, we have attempted to introduce two proposed methods permitting 
five questions to the respondents. Model 2, i.e. Respondent-specific RRT, is an 
extension of the proposed Model 1. In the proposed Model 2, respondents are allowed 
to build their own RR devices. It is anticipated that the participation of respondents in 
the RR survey will be better than other existing RRTs. Our simulation study gives us 
satisfactory results in terms of ACP, ACV and AL values. We have also calculated 
protection of privacy measure of the proposed RRTs, which is close to 1. The findings 
described in this study will stimulate researchers and survey practitioners to apply the 
response-specific RRT in real surveys. Respondents will co-operate freely in the survey 
methods as they are building their own RR devices. 
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Odd log-logistic generalised Lindley distribution with
properties and applications
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Abstract

In this paper, a new three-parameter lifetime model, called the odd log-logistic generalised
Lindley distribution, is introduced. Some structural properties of the new distribution includ-
ing ordinary and incomplete moments, quantile and generating functions and order statistics
are obtained. The new density function can be expressed as a linear mixture of exponenti-
ated Lindley densities. Different methods are discussed to estimate the model parameters
and a simulation study is carried out to show the performance of the new distribution. The
importance and flexibility of the new model are also illustrated empirically by means of two
real data sets. Finally, Bayesian analysis and Gibbs sampling are performed based on the
two real data sets.

Key words: Lindley distribution, odd log-logistic generalised family, moments, Bayesian
analysis, simulation study.

1. Introduction

Modelling and analysing real lifetime data are widely used in many applied fields such
as finance, reliability, engineering, medicine. In practice, researchers dealt with different
types of survival data and they proposed various lifetime models for modelling such data.
The statistical analysis depends on the procedure used by the researcher and the generated
family of distributions. Recently, new families of distributions have been introduced in
the literature that could considerably help to analyse complex real data. However, it is
necessary to find more efficient statistical models; since there are many real data sets in
practice that need to be investigated with statistical models that are more flexible. Therefore,
the researchers have had many attempts to extend distributions theory by adding new shape
parameters to different families of distribution to introduce new families. In particular,
some extended distributions demonstrate high flexibility in hazard rate function (hrf) such
as increasing, decreasing and bathtub shapes even though the baseline hazard rate function
may not have these shapes.

Most of the new generators of G family can be obtained using T-X class, which is
proposed by Alzaatreh et al. (2013). For example, Kumaraswamy generated, odd log-
logistic-G, Exponentiated-G (Exp-G), gamma generated, proportional odds and generalized
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beta generated. Recently, the extended exponentiated-G (EE-G) family has been defined by
Alizadeh et al. (2018a).

Gleaton and Lynch (2010) showed that the extended generalized log-logistic family has
appropriate performance for lifetime data. Although, there are several lifetime distributions
that we can use, since the proposed family has three parameters, therefore it is better to
select a lifetime distribution with only one parameter, for example, exponential or Lindley.
It should be noted that hrf of the exponential is constant while the hrf of the Lindley distri-
bution has different shapes as increasing, decreasing, unimodal and bathtub. Moreover, the
Lindley distribution is a well-known distribution that is employed widely in different fields
such as lifetime and reliability, medical, finance, engineering and insurance. These reasons
motivate the use of this distribution for modelling real lifetime data. So, we consider the
Lindley distribution as the baseline distribution in this paper.

The Lindley distribution was originally proposed by Lindley(1958) in the Bayesian sta-
tistical context. Some properties of this distribution such as moments, failure rate function,
characteristic function, mean residual life function, mean deviations, Lorenz curve, stochas-
tic ordering, entropies, asymptotic distribution of the extreme order statistics have been
studied by Ghitany et al. (2008). The cdf of the Lindley distribution with scale parameter
λ > 0 is

G(x;λ ) = 1−
(

1+
λx

1+λ

)
e−λx, x > 0, (1)

and its corresponding probability density function (pdf) is given by

g(x;λ ) =
λ 2

1+λ
(1+ x)e−λx. (2)

Many authors have published various extensions of the Lindley distribution recently.
For example, a three-parameter generalization of the Lindley distribution proposed by Zak-
erzadeh and Dolati (2009), Nadarajah et al. (2011) defined a generalized Lindley distribu-
tion, a new generalized Lindley distribution based on the weighted mixture of two gamma
distributions was studied by Abouammoh et al. (2015).

Asgharzadeh et al. (2016) and Asgharzadeh et al. (2018) introduced a weighted Lind-
ley distribution and Weibull Lindley distribution, respectively and Alizadeh et al. (2017a),
Alizadeh et al. (2017b), Alizadeh et al. (2018b) proposed several generalizations of the
Lindley distribution based on the odd log-logistic model. Given the vast amount of papers
published recently, we can only mention a few of the most recent contributions: Gomes-
Silva et al. (2017), Afify et al. (2019) and Alizadeh et al. (2019).

The problem here is to construct a new extension of the Lindley distribution that may be
useful for complex situations. The suggested distribution provides an acceptable flexibility
based on the pdf and hazard rate function and it can be applied in actuarial science, finance,
bioscience, telecommunications and lifetime data analysis. Alzaatreh et al. (2013) defined
a generalization of odd ratio and it called as transformer (T-X) generator, where W [G(x)] =

G(x)α

[1−G(x)]β
= G(x)α

1−{1−[1−G(x)]β} is an increasing and continuous function of G(x). One can say
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that W [G(x)] = G(x)α

[1−G(x)]β
for integer α,β is a relative odd ratio of two systems, the first

system with α parallel subcomponents and the second with β series subcomponents, which
are useful in reliability theory. Motivated by Alzaatreh et al. (2013), we propose a new
lifetime distribution called odd log-logistic generalized Lindley (OLLG-L) distribution by
integrating the log-logistic density function, which yields the cdf

F(x) =

[
1− (1+ λ x

1+λ
)e−λ x

]αβ

[
1− (1+ λ x

1+λ
)e−λ x

]αβ

+
[
1−
[
1− (1+ λ x

1+λ
)e−λ x

]α]β
(3)

where α,β > 0 are the extra shape parameters. Then, the corresponding pdf of the OLLGL
distribution is given by

f (x) =
αβλ 2 (1+ x)e−λ x

[
1− (1+ λ x

1+λ
)e−λ x

]αβ−1 [
1−
[
1− (1+ λ x

1+λ
)e−λ x

]α]β−1

(1+λ )

{[
1− (1+ λ x

1+λ
)e−λ x

]αβ

+
[
1−
[
1− (1+ λ x

1+λ
)e−λ x

]α]β
}2 (4)

A random variable X with pdf (4) is denoted by X ∼ OLLGL(α,β ,λ ). The OLLGL
distribution is more flexible than the Lindley distribution and allows for greater flexibility
of the tails.

Special cases: Let X ∼ EOLL−L(α,β ,λ ).

• If α = 1, then X reduces to the Odd Log-Logistic Lindley (OLL-L).

• If β = 1, then X reduces to the Generalized Lindley (GL).

• For α = β = 1, X is ordinary Lindley.

Plots of the density function for the OLLGL distribution are shown in Figure 1 for sev-
eral values of parameters. As seen from Figure 1, the density function can take various
forms depending on the parameter values. Both unimodal, symmetric, skewed, and mono-
tonically decreasing shapes appear to be possible.

The rest of the paper is organized as follows. In Section 2, main properties of the
OLLGL distribution such as moments, parameters estimation and asymptotic properties
are obtained. A simulation study is reported in Section 3. In Section 4, the performance
and application of the OLLGL distribution are evaluated using a real data set. Bayesian
inference and Gibbs sampling procedure for the considered data sets are investigated in
Section 5. Finally, some conclusions are stated in Section 6.

2. Main Properties

2.1. Survival and Hazard Rate Functions

The survival function is a function that gives the probability that a patient, device, or
other object of interest will survive beyond any given specified time. The survival function
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is also known as the survivor function or reliability function. We obtain the survival function
corresponding to (3) as

S(x;α,β ,λ ) = 1−

[
1− (1+ λ x

1+λ
)e−λ x

]αβ

[
1− (1+ λ x

1+λ
)e−λ x

]αβ

+
[
1−
[
1− (1+ λ x

1+λ
)e−λ x

]α]β
(5)

In reliability studies, the hazard rate function (hrf) is an important characteristic and
fundamental to the design of safe systems in a wide variety of applications. The hrf of the
OLLGL distribution takes the form

h(x;α,β ,λ ) =

αβλ 2 (1+ x)e−λ x
[
1− (1+ λ x

1+λ
)e−λ x

]αβ−1

(1+λ )
[
1−
[
1− (1+ λ x

1+λ
)e−λ x

]α]{[
1− (1+ λ x

1+λ
)e−λ x

]αβ

+
[
1−
[
1− (1+ λ x

1+λ
)e−λ x

]α]β
}

(6)

where α > 0, β > 0 and λ > 0.

Plots for the hrfs of the OLLGL distribution for several parameter values are displayed in Figure
1. As seen in Figure 1, the hrf of the OLLGL distribution has very flexible shapes such as increasing,
decreasing, upside-down, bathtub. It is evident that the OLLGL distribution is more flexible than the
Lindley distribution, i.e. the additional parameters α > 0,β > 0 allow for a high degree of flexibility
of the OLLGL distribution. This attractive flexibility makes the hrf of the OLLGL useful for non-
monotone empirical hazard behaviour, which is more likely to be observed in real life situations.
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Figure 1: Plots of the density and hazard rate functions for the OLLGL distribution for some
selected values.
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2.2. Quantile Function

Quantile function is generally used to find representations in terms of lookup tables for key per-
centiles. Let X be a OLLGL distributed random variable with parameters α,β ,λ ,γ . The quantile
function, Q(p), defined by F [Q(p)] = p is the root of the equation as

p =

[
1−
(

1+ λ

1+λ
Q(p)

)
e−λ Q(p)

]αβ

[
1−
(

1+ λ

1+λ
Q(p)

)
e−λ Q(p)

]αβ

+
[
1−
[
1−
(

1+ λ

1+λ
Q(p)

)
e−λ Q(p)

]α]β
. (7)

For α = β , the closed form for the quantile function can be obtained. Then, we define

[1+λ +λ Q(p)]e−λ Q(p) =−(1+λ )

[
1− p

1
αβ

(p
1
β +(1− p)

1
β )

1
α

]
(8)

for 0 < p < 1. Substituting Z(p) =−1−λ −λ Q(p), one can write (8) as

Z(p)eZ(p) =−(1+λ )e−1−λ

[
1− p

1
αβ

(p
1
β +(1−p)

1
β )

1
α

]
. (9)

Hence, the solution Z(p) is given by

Z(p) =W−1

{
−(1+λ )e−1−λ

[
1− p

1
αβ

(p
1
β +(1−p)

1
β )

1
α

]}
, (10)

where W−1[.] is the negative branch of the Lambert function (Corless (1996)). Inserting (10), we
obtain

Q(p) =−1− 1
λ
− 1

λ
W−1

{
−(1+λ )e−1−λ

[
1− p

1
αβ

(p
1
β +(1−p)

1
β )

1
α

]}
. (11)

Note that the particular case of (11) for α = β = γ = 1 is derived by Jodr´a (2010).

Now, we propose following two different algorithms for generating random data from the OLLGL
distribution for the case α = β .

(a) The first algorithm is based on generating random data from the Lindley distribution mixturing
the exponential and gamma distributions.

Algorithm 1 (Mixture form of the Lindley distribution)

• Generate Ui ∼ Uniform(0,1), i = 1, . . . ,n;

• Generate Vi ∼ Exponential(λ ), i = 1, . . . ,n;

• Generate Wi ∼ Gamma(2,λ ), i = 1, . . . ,n;

• If U
1

αβ

(U
1
β +(1−U)

1
β )

1
α

≤ λ

1+λ
set Xi =Vi, otherwise, set Xi =Wi, i = 1, . . . ,n.
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(b) The second algorithm is based on generating random data from the inverse cdf in (3) of the OLLGL
distribution.

Algorithm 2 (Inverse cdf)

• Generate Ui ∼ Uniform(0,1), i = 1, . . . ,n;

• Set

Xi =−1− 1
λ
− 1

λ
W−1

−(1+λ )e−1−λ

1−
U

1
αβ

i

(U
1
β

i +(1−Ui)
1
β )

1
α

 , i = 1, . . . ,n.

2.3. Mixture representations for the pdf and cdf

The cdf and pdf can be written as mixture representations and such forms of cdf and pdf can be
used to derive some mathematical properties, e.g. moments, moments of residual life and incomplete
moments. To this purpose, first let us remind inverse of a power series using the following Remark.

Remark 1 (Gradshteyn and Ryzhik (2007), page 17)
Inverse of a power series ∑

∞
k=0 bkxk is

1
∑

∞
k=0 bkxk =

∞

∑
k=0

ckxk,

where c0 =
1
b0

and for k ≥ 1, and ck =− 1
b0

∑
k
r=1 ck−rbr.

To obtain the mixture representation of the cdf of OLLGL, note that for any 0 < u < 1,

uαβ =
∞

∑
i=1

(−1)i
(

αβ

i

)
(1−u)i =

∞

∑
i=1

i

∑
k=0

(−1)i+k
(

αβ

i

)(
i
k

)
uk

=
∞

∑
k=0

∞

∑
i=k

(−1)i+k
(

αβ

i

)(
i
k

)
uk =

∞

∑
k=0

akuk,

where ak = ak(αβ ) = ∑
∞
i=k(−1)i+k(αβ

i

)( i
k
)
. By similar argument, we have

[1− (1+
λ

1+λ
x)e−λx]αβ +

[
1− [1− (1+

λ

1+λ
x)e−λx]α

]β

= ∑
∞
k=0 bk[1− (1+ λ

1+λ
x)e−λx]k,

where bk = ak(αβ )+∑
∞
j=0(−1) j

(
β

j

)
ak(α j). Now, using Remark 1, we get

F(x) =
[1− (1+ λ

1+λ
x)e−λx]αβ

∑
∞
k=0 bk[1− (1+ λ

1+λ
x)e−λx]k

=
∞

∑
k=0

ck[1− (1+
λ

1+λ
x)e−λx]k+α =

∞

∑
k=0

ckG(x;λ )k+αβ ,

(12)

where c0 =
1
b0

and for k ≥ 1,

ck =
−1
b0

k

∑
r=1

brck−r.
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The equation (12) can be interpreted as a linear combination of generalized Lindley distribution.
Using this equation, the mixture representation of pdf is given by

f (x) =
∞

∑
k=0

(k+αβ )ck g(x;λ )G(x;λ )k+αβ−1. (13)

2.4. Moments and Moment Generating Function

Some of the most important features and characteristics of a distribution can be studied through
moments (e.g., central tendency, dispersion, skewness and kurtosis). Now, we obtain ordinary mo-
ments and the moment generating function (mgf) of the OLLGL distribution. Nadarajah et al. (2011)
defined the following equation for the ordinary moments as

A(a,b,c,δ ) =
∫

∞

0
xc(1+ x)

[
1−
(

1+
bx

b+1

)
e−bx

]a−1
e−δxdx (14)

which can be used to produce ordinary moments (µ ′
r). Then, we have

A(a,b,c,δ ) =
∞

∑
l=0

l

∑
r=0

r+1

∑
s=0

(
a−1

l

)(
l
r

)(
r+1

s

)
(−1)lbrΓ(s+ c+1)
(1+b)l(bl +δ )c+s+1 . (15)

From equations (12) and (13), we obtain the ordinary moments of the OLLGL distribution as

µ
′
r = E [X r] =

λ 2

1+λ

∞

∑
k=0

(k+αβ )ck A(k+αβ ,λ ,r,λ ). (16)

We now provide a formula for the conditional moments of the OLLGL distribution.
Nadarajah et al. (2011) defined the following equation for the conditional moments

L(a,b,c,δ , t) =
∫

∞

t
xc(1+ x)

[
1−
(

1+
bx

b+1

)
e−bx

]
e−δxdx. (17)

Using the generalized binomial expansion, we have

L(a,b,c,δ , t) =
∞

∑
l=0

l

∑
r=0

r+1

∑
s=0

(
a−1

l

)(
l
r

)(
r+1

s

)
(−1)lbrΓ(s+ c+1,(bl +δ )t)

(1+b)l(bl +δ )c+s+1 (18)

where

Γ(a,x) =
∫

∞

x
ta−1 e−t dt (19)

denotes the incomplete gamma function. From equations (13) and (18), we obtain the conditional
moments of the OLLGL distribution as

µ
′
r(t) = E [X r|X > t] =

λ 2

1+λ

∞

∑
k=0

(k+αβ )ck L(k+αβ ,λ ,r,λ , t). (20)

The incomplete moments of the OLLGL distribution can be calculated directly from (20).

The mgf of a random variable provides the basis of an alternative route to analytical results com-
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pared with working directly with its pdf and cdf. Using (13) and (15), we obtain

MX (t) = E
[
etX
]
=

λ 2

1+λ

∞

∑
k=0

(k+α)ck A(k+αβ ,λ ,0,λ − t).

Remark 2 The central moments (µn) and cumulants (κn) of X are easily obtained from (16) as

µn =
n

∑
k=0

(−1)k
(

n
k

)
µ
′k
1 µ

′
n−k and κn = µ

′
n −

n−1

∑
k=1

(
n−1
k−1

)
κk µ

′
n−k,

respectively, where κ1 = µ ′
1. Thus, κ2 = µ ′

2 −µ ′2
1 , κ3 = µ ′

3 −3µ ′
2µ ′

1 +2µ ′3
1 , etc.

Figure 2 shows skewness and kurtosis measures of the OLLGL distribution. The skewness and
kurtosis are calculated from the ordinary moments given in (16) for λ = 2. Figure 2 shows that
skewness and kurtosis are very sensitive for the shape parameters and it indicates the importance of
the proposed distribution.
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Figure 2: The skewness (left) and kurtosis (right) plots of OLLGL distribution for selected
α,β for λ = 2.

Theorem 1 If the baseline distribution G(x) has a mgf, then F(x) has also a mgf.

The proof of this theorem was done by Gleaton and Lynch (2010). Since any moment of the
Lindley distribution exists, all moments of the OLLGL distribution can be obtained.

2.5. Asymptotic properties

The asymptotic of cdf, pdf and hrf of the OLLGL distribution as x → 0 are, respectively, given by

F(x)∼ (λx)αβ as x → 0,

f (x)∼ αβ λ
αβ xαβ−1 as x → 0,

h(x)∼ αβ λ
αβ xαβ−1 as x → 0.
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The asymptotic of cdf, pdf and hrf of the OLLGL distribution as x → ∞ are, respectively, as
follows

1−F(x)∼ (
αλ

1+λ
)β xβ e−λβx as x → ∞,

f (x)∼ βλ (
αλ

1+λ
)β xβ e−λβx as x → ∞,

h(x)∼ βλ as x → ∞.

These equations show the effect of parameters on the tails of the OLLGL distribution.

2.6. Extreme Value

If X̄ = (X1+ ...+Xn)/n denotes the sample mean, then by the usual central limit theorem,
√

n(X̄ −
E(X))/

√
Var(X) approaches the standard normal distribution as n → ∞. One may be interested in the

asymptotic of the extreme values Mn = max(X1, ...,Xn) and mn = min(X1, ...,Xn). Let τ(x) = 1
λ

, we
obtain following equations for the cdf in (3) as

lim
t→0

F(t x)
F(t)

= lim
t→0

G(t x)α

G(t)α
= lim

t→0

[
1−
(

1+ λ t x
1+λ

)
e−λ t x

]αβ

[
1−
(

1+ λ t
1+λ

)
e−λ t

]αβ
= lim

t→0

[
1− e−λ t x

]αβ

[
1− e−λ t

]αβ

= lim
t→0

(λ t x)αβ

(λ t)αβ
= xαβ (21)

and

lim
t→∞

1−F(t + xτ(t))
1−F(t)

= lim
t→∞

(
1−G(t + xτ(t))α

1−G(t)α
)β = e−β x. (22)

Thus, from Leadbetter et al. (2012), there must be norming constants an > 0, bn, cn > 0 and
dn such that

Pr [an(Mn −bn)≤ x]→ e−e−β x

and
Pr [cn(mn −dn)≤ x]→ 1− e−xαβ

as n → ∞. The form of the norming constants can also be determined. For instance, using Corollary
1.6.3 in Leadbetter et al. (2012), one can see that bn = F−1(1− 1

n ) and an = λ , where F−1(·) denotes
the inverse function of F(·).

2.7. Maximum likelihood estimation

We determine the maximum likelihood estimates (MLEs) of the parameters of the OLLGL distri-
bution from complete samples. Let x1, . . . ,xn be a random sample of size n from the OLLGL(α,β ,λ )

distribution. The log-likelihood function for the vector of parameters θ = (α,β ,λ )T can be written
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as

l(θ) = n log
(

αβ λ 2

1+λ

)
+

n

∑
i=1

log(1+ xi)+(αβ −1)
n

∑
i=1

log(qi)

+ (β −1)
n

∑
i=1

log(1−qα
i )−2

n

∑
i=1

log
[
qαβ

i +(1−qα
i )

β
]

(23)

where qi = 1− (1+ λ

1+λ
xi)e−λxi is a transformed observation.

The log-likelihood can be maximized either directly by using the SAS (Procedure NLMixed) or
the MaxBFGS routine in the matrix programming language Ox (Doomik (2007)) or by solving the
nonlinear likelihood equations obtained by differentiating (23). The components of the score vector
U(θ) are given by

Uλ (θ) =
2n
λ

− n
1+λ

−
n

∑
i=1

xi +(αβ −1)
n

∑
i=1

q(λ )i
qi

+α(1−β )
n

∑
i=1

q(λ )i qα−1
i

1−qα
i

−2αβ

n

∑
i=1

q(λ )i
qαβ−1

i −qα−1
i

[
1−qα

i
]β−1

qαβ

i +(1−qα
i )

β
,

Uα (θ) =
n
α
+β

n

∑
i=1

log(qi)+(1−β )
n

∑
i=1

qα
i log(qi)

1−qα
i

− 2β

n

∑
i=1

qαβ

i log(qi)−qα
i
[
1−qα

i
]β−1 log(qi)

qαβ

i +(1−qα
i )

β

and

Uβ (θ) =
n
β
+α

n

∑
i=1

log(qi)+
n

∑
i=1

log(1−qα
i )−2

n

∑
i=1

α qαβ

i log(qi)+
[
1−qα

i
]β log

[
1−qα

i
]

qαβ

i +(1−qα
i )

β
.

For interval estimation and hypothesis tests on the model parameters, the 2×2 observed informa-
tion matrix J = J(θ) is required.

Under conditions that are fulfilled for parameters in the interior of the parameter space but not on
the boundary, the asymptotic distribution of

√
n(θ̂ −θ) is N3(0, I(θ)−1), where I(θ) is the expected

information matrix. In practice, we can replace I(θ) by the observed information matrix evaluated
at θ̂ (say J(θ̂)). We can construct approximate confidence intervals and confidence regions for the
individual parameters and for the hazard and survival functions based on the multivariate normal
N3(0,J(θ̂)−1) distribution.

Further, the likelihood ratio (LR) statistic can be used for comparing this distribution with some
of its special sub-models. We can compute the maximum values of the unrestricted and restricted log-
likelihoods to construct the LR statistics for testing some sub-models of the OLLGL distribution. For
example, the test of H0 : α = β = 1 versus H1 : H0 isnot true is equivalent to comparing the OLLGL
and Lindley distributions and the LR statistic reduces to

w = 2{ℓ(α̂, β̂ , λ̂ )− ℓ(1,1, λ̃ )},

where α̂ , β̂ and λ̂ are the MLEs under H and λ̃ is the estimate under H0.
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2.8. Least-Square Estimator

Let x(1), x(2), x(3), · · · , x(n) denote the ordered sample of the random sample of size n from the
OLLGL distribution function in (3). The least square estimators (LSEs) of the OLLGL distribution
can be obtained by minimizing the following equation

ℓ(θ) =
n

∑
i=1


[
1− (1+ λ x

1+λ
)e−λ x(i)

]αβ

[
1− (1+ λ x(i)

1+λ
)e−λ x(i)

]αβ

+

[
1−
[
1− (1+ λ x(i)

1+λ
)e−λ x(i)

]α
]β

− i
n+1


2

. (24)

The optim function of R software can be used to minimize the (24). The partial derivatives of
(24) with respect to α , λ and β can be obtained from authors upon request.

3. Simulation

In this section, a simulation study on the model parameters is investigated. We consider MLE
and LSE methods for estimating unknown parameters of the OLLGL distribution and compare the
efficiency of parameters using these methods. The simulation procedure is as follows:

1. Set the sample size n and the vector of parameters θ = (λ ,α,β ),

2. Generate random observations from the OLLGL(λ ,α,β ) distribution with size n,

3. Estimate θ̂ by means of MLE and LSE methods using the generated random observations in
Step 2,

4. Repeat Steps 2 and 3 for N times,

5. Compute the mean relative estimates (MREs) and mean square errors (MSEs) using θ̂ and θ

with the following equations:

MRE =
N
∑

j=1

θ̂ i, j
/

θi
N ,

MSE =
N
∑

j=1

(θ̂i, j−θi)
2

N , i = 1,2,3.

where θ̂i, j for i = 1,2,3 and j = 1, ...,N, is the estimation of ith element of parameter vector in
jth iteration. The simulation results are obtained with software R. The chosen parameters of the
simulation study are θ = (λ = 1.2,α = 2,β = 0.2), N = 1000 and n= (50,55,60, ...,500). We expect
that MREs are closer to one when the MSEs are near zero. Figures 3 represents estimated MSEs and
MREs from MLE and LSE methods. Based on Figures 3, the MSE of all estimates tends to zero for
large n and also as expected, the values of MREs tend to one. It is clear that the estimates of parameters
are asymptotically unbiased. In estimation of β and λ , the MLE method approach to nominal values
of the MSEs and MREs faster than the LSE method. The LSE method exhibits better performance
than the MLE method for the large sample size in estimating α . Therefore, the MLE is a more suitable
method than other for estimating parameters of the OLLGL distribution for small a sample size.
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Figure 3: Estimated MREs and MSEs for the selected parameter values.

4. Applications

In this section, we illustrate the fitting performance of the OLLGL distribution using a real data
set. For the purpose of comparison, we fitted the following models to show the fitting performance of
the OLLGL distribution by means of real data set:

• Lindley Distribution, L(λ ).

• Power Lindley distribution, PL(β ,λ ).

• Generalized Lindley, GL(α,λ ), (Nadarajah et al. (2011)), with distribution function given by

F(x) =
(

1− (1+
λ x

1+λ
)e−λ x

)α

.

• Beta Lindley, BL(α,β ,λ ), Merovci and Sharma (2014), with distribution function given by

F(x) =
∫ L(x,λ )

0
tα−1(1− t)β−1dt.

• Exponentiated power Lindley distribution, Ashour and Eltehiwy (2015), EPL(α,β ,λ ), with
distribution function given by

F(x) =

(
1− (1+

λ xβ

1+λ
)e−λ xβ

)α

.

• Odd log-logistic Lindley distribution OLL− L(α,λ ), (Ozel et al. (2017)), with distribution
function given by

F(x) =
L(x,λ )α

L(x,λ )α +(1−L(x,λ ))α
.

• Kumaraswamy Power Lindley, KPL(α,β ,γ,λ ) (Oluyede et al. (2016)

F(x) = 1− [1−PL(x,β ,λ )α ]γ .
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• Extended generalized Lindley, EGL(α,γ,λ ), (Ranjbar et al. (2018)),

F(x) =
L(x,λ )α

L(x,λ )α +1− (1−L(x,λ ))γ
.

• New Odd-log logistic Lindley, NOLLL(α,β ,λ ), Alizadeh et al. (2018b)

F(x) =
L(x,λ )α

L(x,λ )α +(1−L(x,λ ))β
.

Estimates of the parameters of OLLGL distribution, Akaike Information Criterion (AIC), Bayesian
Information Criterion (BIC), Cramer Von Mises and Anderson-Darling statistics (W ∗ and A∗) are pre-
sented for each data set. We have also considered the Kolmogorov-Smirnov (K-S) statistic and its
corresponding p-value and the minimum value of the minus log-likelihood function (-Log(L)) for the
sake of comparison. Generally speaking, the smaller values of AIC,BIC,W ∗ and A∗, the better fit to
a data set. Furthermore, the likelihood ratio (LR) tests apply for evaluating the OLLGL distribution
with its sub-models. For example, the test of H0 : β = 1 against H1 : β ̸= 1 is equivalent to comparing
the OLLGL with GL and the LR test statistic is given by

LR = 2
[
l(α̂, β̂ , λ̂ )− l(α̂∗,1, λ̂ ∗)

]
,

where α̂∗ and λ̂ ∗ are the ML estimators under H0 of α and λ , respectively. All the computations were
carried out using the software R.

The data set is given from Murthy (2004). The ML estimates of the parameters and the goodness-
of-fit test statistics for the first data set is presented in Table 3 and 4 respectively. As we can see, the
smallest values of AIC,BIC,A∗,W ∗ and −l statistics and the largest p-values belong to the OLLGL
distribution. Therefore, the OLLGL distribution outperforms the other competitive considered distri-
bution in the sense of this criteria.

Table 1: Data set.

0.032 0.035 0.104 0.169 0.196 0.260 0.326 0.445 0.449 0.496
0.543 0.544 0.577 0.648 0.666 0.742 0.757 0.808 0.857 0.858
0.882 1.138 1.163 1.256 1.283 1.484 1.897 1.944 2.201 2.365
2.531 2.994 3.118 3.424 4.097 4.100 4.744 5.346 5.479 5.716
5.825 5.847 6.084 6.127 7.241 7.560 8.901 9.000 10.482 11.133

In addition, the profile log-likelihood functions of the OLLGL distribution are plotted in Figure
4. These plots reveal that the likelihood equations of the OLLGL distribution have solutions that are
maximizers.

The values of LR test statistics and their corresponding p-values are exhibited in Table 5. From
Table 5, we observe that the computed p-values are too small so we reject all the null hypotheses and
conclude that the OLLGL fits the data set better than the considered sub-models according to the LR
criterion.

We also plotted the fitted pdfs and TTT plots of the considered models for the sake of visual
comparison, in figures 5 and 6, respectively. Therefore, the OLLGL distribution can be considered as
an appropriate model for fitting the data set.
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5. Bayesian estimation

The Bayesian inference procedure has been taken into consideration by many statistical researchers,
especially researchers in the field of survival analysis and reliability engineering. In this section, the
complete sample data are analysed through a Bayesian point of view. We assume that the parameters
α , β and λ of the OLLGL distribution have independent prior distributions as

α ∼ Gamma(a,b),λ ∼ Gamma(e, f ),β ∼ Gamma(g,h)

where a, b, e, f , g and h are positive. Hence, the joint prior density function is formulated as follows:

π(α,β ,λ ) =
ba f ehg

Γ(a)Γ(e)Γ(g)
α

a−1
β

h−1
λ

e−1e−(bα+hβ+ f λ ). (25)

In the Bayesian estimation, we do not know the actual value of the parameter, which may be
adversely affected by loss when we choose an estimator. This loss can be measured by a function of
the parameter and corresponding estimator. For the Bayesian discussion, we consider different types
of symmetric and asymmetric loss functions such as squared error loss function (SELF), weighted
squared error loss function (WSELF), modified squared error loss function (MSELF), precautionary
loss function (PLF) and K-loss function (KLF). These loss functions, associated Bayesian estimators
and posterior risks are presented in Table 2. For more details see Calabria and Pulcini (1996). Next,

Table 2: Bayes estimator and posterior risk under different loss functions

Loss function Bayes estimator Posterior risk

SELF = (θ −d)2 E(θ |x) Var(θ |x)

WSELF = (θ−d)2

θ
(E(θ−1|x))−1 E(θ |x)− (E(θ−1|x))−1

MSELF =
(
1− d

θ

)2 E(θ−1 |x)
E(θ−2 |x) 1− E(θ−1 |x)2

E(θ−2 |x)

PLF = (θ−d)2

d

√
E(θ 2|x) 2

(√
E(θ 2|x)−E(θ |x)

)
KLF =

(√
d
θ
−
√

θ

d

) √
E(θ |x)

E(θ−1 |x) 2
(√

E(θ |x)E(θ−1|x)−1
)

we provide the posterior probability distributions for a complete data set. Let us define the function ϕ

as

ϕ(α,β ,λ ) = α
a−1

β
h−1

λ
e−1e−(bα+hβ+ f λ ), α > 0, β > 0, λ > 0.

The joint posterior distribution in terms of a given likelihood function L(data) and joint prior
distribution π(α,β ,λ ) is defined as

π
∗(α,β ,λ |data) ∝ π(α,β ,λ )L(data). (26)

Hence, we get joint posterior density of parameters α , β and λ for complete sample data by
combining the likelihood function and joint prior density (25). Therefore, the joint posterior density
function is given by

π
∗(α,β ,λ |x) = Kϕ(α,β ,λ )L(x,ξ ) (27)
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where

L(x;ξ ) =
n

∏
i=1

αβλ 2 (1+ x)e−λ x
[
1− (1+ λ x

1+λ
)e−λ x

]αβ−1 [
1−
[
1− (1+ λ x

1+λ
)e−λ x

]α]β−1

(1+λ )

{[
1− (1+ λ x

1+λ
)e−λ x

]αβ

+
[
1−
[
1− (1+ λ x

1+λ
)e−λ x

]α]β
}2 .

(28)

and K is given as

K−1 =
∫

∞

0

∫
∞

0

∫
∞

0
ϕ(α,β ,λ )L(x,ξ )dαdβdλ .

Moreover, the marginal posterior pd f of α , γ and β , assuming that Θ = (α,γ , β ), can be given

π(Θi|x) =
∫

∞

0

∫
∞

0
π
∗(Θ|x)Θ jΘk, (29)

where i, j,k = 1,2,3,i ̸= j ̸= k and also Θi is ith member of a vector Θ. It is clear from the equations
(27) and (29) that there are no closed-form expressions for the Bayesian estimators under the five loss
functions described in Table 2. Because of intractable integrals associated with joint posterior and
marginal posterior distributions, we need to use numerical software to solve integral equations nu-
merically via MCMC method. The two most popular MCMC methods are: the Metropolis-Hastings
algorithm (Metropolis et al. (1953), Hastings (1970)) and the Gibbs sampling (Geman and Geman
(1984)). The Gibbs sampling is a special case of the Metropolis-Hastings algorithm which generates
a Markov chain by sampling from the full set of conditional distributions. The Gibbs sampling algo-
rithm can be described generically as follows.

Suppose that the general model f (x|θ) is associated with parameter vector θ = (θ1,θ2, ...,θp)

and observed data x. Thus, the joint posterior distribution is π(θ1,θ2, ...,θp|x). We also assume that

θ0 = (θ
(0)
1 ,θ

(0)
2 , ...,θ

(0)
p ) is the initial values vector to start the Gibbs sampler. The Gibbs sampler

draws the values for each iteration in p steps by drawing a new value for each parameter from its full
conditional given the most recently drawn values of all other parameters. In symbols, the steps for any
iteration, say iteration k, are as follows:

• starting with an initial estimate (θ
(0)
1 ,θ

(0)
2 , ...,θ

(0)
p )

• Draw θ k
1 from π

(
θ1|θ k−1

2 ,θ k−1
3 , ...,θ k−1

p
)

• Draw θ k
2 from π

(
θ2|θ k

1 ,θ
k−1
3 , ...,θ k−1

p
)
; and so on down to

• Draw θ k
p from π

(
θp|θ k

1 ,θ
k
2 , ...,θ

k
p−1
)

As mentioned above, often Bayesian inference requires computing intractable integrals to gener-
ate posterior samples. Using Gibbs sampling, one can obtain samples from the joint posterior distri-
bution. In practice, simulations related to Gibbs sampling are conducted through a special software
WinBUGS. WinBUGS software was developed in 1997 to simulate data of complex posterior distri-
butions, where analytical or numerical integration techniques cannot be applied. Also, we can use
OpenBUGS software, which is an open-source version of WinBUGS. Since there is not any prior in-
formation about hyper parameters in (25), one can implement the idea of Congdon (2001) and these
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parameters can be chosen as a = b = c = d = e = f = 0.0001. Hence, we can use the MCMC pro-
cedure to extract posterior samples of (27) by means of the Gibbs sampling process in OpenBUGS
software.

Bayesian estimators associated with the parameters of the OLLGL distribution are computed based
on the single chain of 10000 cycles of the Gibbs sampler with a conservative burn-in period of the
first 1000 iterations. The corresponding Bayesian point and interval estimation and posterior risk are
provided in Tables 6 and 7 for the data set. Table 7 provides 95% credible and HPD intervals for
each parameter of the OLLGL distribution. The convergence of the Gibbs sampler process is verified
through graphical inspection (Trace, Autocorrelation and Histogram plots) of the posterior sampled
values. It is observed that the Gibbs samples of all the parameter estimates achieved a good stationary
phase for both considered data sets. We provide the posterior summary plots in Figures 7, 8 and 9.
These plots confirm that the convergence of the Gibbs sampling process is occurred.

6. Conclusion

In this paper, a new distribution which is called odd log-logistic generalized-Lindley (OLLGL)
distribution was introduced. The statistical properties of the OLLGL distribution including the hazard
function, quantile function, moments, incomplete moments, generating functions, mean deviations
and maximum likelihood estimation for the model parameters were given. Simulation studies were
conducted to examine the performance of this distribution. We also presented applications of this new
distribution for a real-life data set in order to illustrate the usefulness of the distribution. Finally, the
Bayesian estimation and the Gibbs sampling procedure for the considered data sets were discussed.
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Appendix

Tables and figures of the real data analyses section:

Tables:

Table 3: Parameter ML estimates and theirs standard errors (in parentheses).

Model α β γ λ

Lindley(λ ) – – – 0.5656(0.0585)
GL(α,λ ) 0.6223(0.1142) – – 0.4351(0.0709)
PL(β ,λ ) 0.7593(0.0792) – – 0.7701(0.1088)
BL(α,β ,λ ) 0.6605(0.1407) 0.4098(0.5014) – 0.9475(1.0566)
EPL(α,β ,λ ) 0.6825(0.2692) 1.2376(0.9557) – 0.9372(0.6396)
OLLL(α,λ ) 0.7099(0.0894) – – 0.6317(0.0853)
KPL(α,β ,γ,λ ) 0.7799(0.1003) 1.5335(0.5297) 0.1262(0.0368) 4.3580(1.0558)
EGL(α,γ,λ ) 0.6192(0.1068) 0.4135(0.4174) – 0.3805(0.1489)
NOLLL(α,β ,λ ) 0.2513(0.1063) 1.4241(0.5008) – 1.2655(0.3774)
OLLGL(α,β ,λ ) 0.2575(0.0972) 1.5854(0.5016) – 5.4620(3.3951)

Table 4: Goodness-of-fit test statistics.

Model AIC BIC p− value W ∗ A∗ −l

Lindley(λ ) 215.8801 217.7921 0.0128 0.1358 0.7415 106.9412
GL(α,λ ) 210.5744 214.3985 0.3338 0.1393 0.7576 103.2872
PL(β ,λ ) 209.6294 213.4534 0.5108 0.1085 0.6061 102.8147
BL(α,β ,λ ) 212.1457 217.8818 0.3376 0.1318 0.7167 103.0729
EPL(α,β ,λ ) 211.5485 217.2846 0.5544 0.0992 0.5667 102.7742
OLLL(α,λ ) 209.0254 212.8494 0.4245 0.1212 0.6521 102.5127
KPL(α,β ,γ,λ ) 212.9133 220.5614 0.5858 0.0809 0.4850 215.8257
EGL(α,γ,λ ) 212.4044 218.1405 0.4438 0.1281 0.7047 103.2022
NOLLL(α,β ,λ ) 206.9584 212.6945 0.8271 0.0369 0.2691 100.4792
OLLGL(α,β ,λ ) 206.5137 212.2498 0.8984 0.0362 0.2569 100.2569

Table 5: The LR test results.

Hypotheses LR p-value

OLLGL versus Lindley H0 : α = β = 1 13.3663 0.00125
OLLGL versus OLL-L H0 : β = 1 4.5116 0.03366
OLLGL versus GL H0 : α = 1 6.0607 0.01382
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Table 6: Bayesian estimates θ̂ and their posterior risks r
θ̂

of the parameters under different
loss functions.

Data First data set
Bayesian estimation

Loss function α̂ (rα̂ ) β̂ (r
β̂
) λ̂ (r

λ̂
)

SELF 274.818 (10.648) 0.3393 (0.0021) 6.4192 (0.1030)
WSELF 274.336 (0.4825) 0.3332 (0.0061) 6.4032 (0.0160)
MSELF 273.853 (0.0018) 0.3270 (0.0185) 6.3872 (0.0025)
PLF 275.059 (0.4824) 0.3423 (0.0060) 6.4272 (0.0160)
KLF 274.577 (0.0018) 0.3362 (0.0183) 6.4112 (0.0025)

Table 7: Credible and HPD intervals of the parameters α , β and λ .

Credible interval HPD interval
α (266.8, 282.9) (252.8, 296.9)
β (0.3081, 0.3687) (0.2466, 0.4236)
λ (6.196, 6.638 ) (5.819, 7.066)

Figures:
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Figure 4: The profile log-likelihood functions of the OLLGL distribution.
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Figure 7: Plots of Bayesian analysis and performance of Gibbs sampling. Trace plots of
each parameter of OLLGL distribution.
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Hyper-parametric Generalized Autoregressive Scores (GASs): 
 an application to the price of United States cooking gas 

Rasaki Olawale Olanrewaju1, Sodiq Adejare Olanrewaju2,  
Omodolapo Waliyat Isamot3 

Abstract 

This paper presents the framework of the Generalized Autoregressive Score (GAS) model 
with a variety of symmetric conditional densities of different time-varying hyper-
parameters. The distinctive trait and goal of the observation-driven GAS model is to use its 
score and information functions as the compeller of time-variation via hyper-parameters of 
conditional densities. 10 robust hyper-parametric conditional densities were used as random 
error drivers for the GAS model with an application to the price of the United States cooking 
gas in the period between 2005 and 2020. Out of the 10 robust hyper-parametric conditional 
noises for the GAS model, the Asymmetric Student–t with one tail decay parameter (AST1) 
outperformed other categories  of its variants and other conditional densities subjected to 
the GAS model, achieving a minimum reduced-error performance of AIC=11943.277 and 
BIC=12014.525. The hyper-parametric model obtained a location score and scale score of -
1.2634 and 0.6636, respectively, while its location information and scale information was 
0.2691 and 0.0362, respectively. Furthermore, the GAS model via AST1 proved more 
efficient than the core volatile conditional heteroscedasticity model of the Generalized 
Autoregressive Conditional Heteroscedasticity (GARCH) at GARCH (1,1) via a Gaussian 
distributed noise. 

Key words: Asymmetric Student–t, Generalized Autoregressive Score, hyper-parameters, 
score, information. 

1.  Introduction 

Describing and estimating time-varying variation in stochastic time series has been 
the process of aperture across all fields of applied statistics and most scientific 
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investigations. Time-varying variation is cognate in modelling parameter selection for 
strategizing and capturing behavioural dynamics of either multivariate or univariate 
stochastic time series process with different myriad of possible specifications (Cox, 
1981; Creal et al., 2013). According to Harvey & Luati (2014), some time-varying 
parameters of some proposed time series models are not only difficult to estimate 
(especially the class of stochastic volatility models reviewed by Olanrewaju et al. (2020) 
& Shephard (2005)), but also at times fail to take into consideration the shape of the 
conditional distribution of the data. These time-varying models in time series are 
categorized in two classes: parameter-driven models and observation-driven models.  
In the latter, the time variations of the parameters are used by subjecting the stochastic 
parameters to be functions of lagged dependent variables as well as synchronous and 
lagged exogenous variables. A typical example of such a model is the Generalized 
Autoregressive Conditional Heteroskedasticity (GARCH) by Engle (1982). In the 
former, parameters are stochastic processes with their associated source of error, such 
that given the past and concurrent information the parameters cannot be perfectly 
predictable. Examples of such models are Stochastic Volatility (SV) model by 
Shephard (2005) and stochastic intensity models by Koopman et al. (2008). 
In order to strengthen the observation-driven based model, Creal et al. (2013) and 
Harvey (2013) proposed the score function of conditional density functions as the 
compeller of time-variation in the time series parameters to describe the data. This 
resulted into score-driven model called Generalized Autoregressive Score (GAS) 
model, otherwise known as Dynamic Conditional Score (DCS) model. Among the 
merits of GAS model over other observation-driven models are: it is based on complete 
density function rather than moments, its likelihood evaluation is free from ambiguity, 
its driven mechanism is based on score and information functions (Hessian). The 
model can be extended to long memory, asymmetric and other intricate dynamics. It is 
flexible enough to be used in all fields in which the use of time-varying parameter 
models is relevant. It can be subjected to real-value, integer-valued, strictly positive or 
(0, 1)-bounded observations provided the conditional density (either probability 
density function or probability mass function) for the score function and Hessian exists 
and is well-defined (Oh and Patton, 2016). It provides framework for modelling time 
variation in parametric models when computing the score of a parametric conditional 
observational density with respect to time-varying parameter. The practical relevance 
of GAS model includes default and credit risk modeling as affirmed by Lucas & Zhang 
(2016); stock volatility and correlation modeling as declared by Harvey & Sucarrat 
(2014); modeling time-varying dependence structures as established by Harvey & 
Thiele (2016); CDS spread modeling and questions relating to financial stability and 
systemic risk, modeling high frequency data as confirmed by Janus et al. (2014) and 
spatial econometrics as affirmed by Blasques et al. (2016). 
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The novelty of this article is to extend the driving mechanism of the score function 
and Hessian of the GAS model via its random noise to some probability density 
functions like Normal and its variants, Asymmetric Student–t with two tail decay 
parameters, Asymmetric Student–t with one tail decay parameter, Student-t, location-
scale skew-normal distribution, Skew-t distribution, Asymmetric Laplace, Gamma, and 
exponential. The notion of the mentioned conditional densities to GAS model is to be 
able to improve its score function and Hessian robustly via each conditional density 
time-varying hyper-parameters like location, scale, skewness, and shapes indexes. The 
high frequency financial data to be subjected to the GAS model via the mentioned 
conditional densities is the price of United State cooking gas. The raw dataset of the 
price of the United State cooking gas from 2005-2020 will be used as extracted from 
U.S. Energy Information Administration (EIA). 

2. Model Specification 

In this section, the general class of observation-driven time-varying parameter 
model will be formulated. Thereafter, the Generalized Autoregressive Score (GAS) for 
the time-varying hyper-parameters driven by scale function of conditional likelihood 
will be formulated to drive the score-function and Hessian. According to Monache and 
Petrella (2014), time-varying parametric autoregressive model of order “𝑖” can be 
defined as: 

              𝑥 𝜙 , 𝜙 , 𝑥 𝜙 , 𝑥 ⋯ 𝜙 , 𝑥 𝜔                              (1) 

where the error term is 𝜔 ∼ 0,𝜎 𝑡 1,2,⋯ ,𝑛; 𝜙 ,⋯ ,𝜙  are the parameters of the 
autoregressive model; 𝑥 ,⋯ , 𝑥  are the past series values (lags). 

Olanrewaju & Folorunsho (2018) proposed an updating rule by defining the 
associated variation of the time-varying hyper-parameters in a vector form to be: 𝑔
𝜙 ,𝜎 ∍ 𝜙 𝜙 , ,𝜙 , ,⋯ ,𝜙 , . This implies that equation (1) can be interpreted 

as the first order of a Markov process with  

𝑔 𝜂 𝐾𝑔 𝜉 , 𝜉 ∼ 0,𝛴                                                (2) 

where 𝜂 is a vector of constants; K and 𝛴 are the matrices of hyper-parameters (updated 
location and scale parameters respectively), 𝑔  connotes the time-varying parameters. 
The Generalized Autoregressive Score (GAS) for the time-varying hyper-parameters 
driven by scale function of conditional likelihood of 𝑔  given the immediate past of “𝑡
1”, 𝑔 𝜙 ,𝜎  

   𝑔 / 𝜂 𝐾𝑔 / 𝑍𝑐                                                                                             (3) 
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where, 𝑋 𝑥 , 𝑥 ,⋯ , 𝑥 , 𝜂and K are the same as defined above, where 𝑍𝑐 ∼
0,𝜎 𝑡 1,2,⋯ ,𝑛 is the error term of the GAS time-varying hyper-parameters with 

driven mechanism called the score-function. 

                                             𝑐 𝐶 𝛻                                                        (4) 

∍   𝛻 / ;

/
; 𝐶 𝐼

/ ;

/ /
 

 

with 𝐼  being the Information matrix (Hessian), 𝑍 𝐺 ,𝑋  and 𝐺
𝑔 / ,𝑔 / ,⋯ ,𝑔 /  defined for vector parameters of 𝜃 ; 𝑝 𝑥 /𝑍 ;𝜃  is 

probability of the past series values (lags) at time ”t” given that the error (𝑍 ) and vector 
parameters (𝜃 ) at time. Rewriting equation (1) in matrix form gives 

𝑥 𝐴 𝜙 / 𝜔 ∍ 𝜔 /𝑋 ∼ 0,𝑔 / , 𝑓𝑜𝑟𝑡 1,⋯ ,𝑛,                                   (5) 

𝜎 / 𝑔 / ,𝐴 1, 𝑥 ,⋯ , 𝑥 &𝜙 / 𝜙 , / ,𝜙 , / ,⋯ ,𝜙 , /  
𝜔 𝑥 𝐴 𝜙 / ,  

𝜔 𝑥 𝐴 𝜙 / , 𝜇 𝐴 𝜙 /  

The matrix form of equation (5) will be incorporated into: 

Student-t-Distribution as 

              𝑝 𝑥 ;𝜃 1 /

/
∞ 𝑥 ∞               (6) 

𝜔 /𝑋 ∼ 𝑁𝐼𝐷 0,𝑔 / , 𝑣  for location parameter 𝜇 , scale parameter 𝑔 , 𝑣  degree 
of freedom 𝜃 𝜇 ,𝜙,𝑔 , 𝑣 . According to Jones and Faddy (2003),  
Asymmetric Student–t with two tail decay parameters (that is the Student  
t-distribution, which is both heavy tailed and skew). Then, the density function of this 
new distribution is 

                    𝑝 𝑥 ;𝑎 , 𝑏 𝐶 , 1 1                  (7) 

where, 

𝐶 , 2 𝐵 𝑎, 𝑏 𝑎 𝑏 , where 𝐵 𝑎, 𝑏  denotes the beta function. When  
a = b, 𝑝 𝑥 ; 𝑏 ,𝑎  reduces to the Student- t-distribution on (2a) degrees of freedom 
(Asymmetric Student–t with one tail decay parameter). When a<b or a>b, 
𝑝 𝑥 ; 𝑏 ,𝑎  is negatively or positively skewed respectively. In fact, 𝑝 𝑥 ; 𝑏 ,𝑎
𝑝 𝑥 ; 𝑏 ,𝑎 . Note that “a” and “b” are positive real numbers and need not to be integer 
or half-integer. 
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Location-Scale Skew-Normal distribution 
According to Owen (2008), a random variable X is said to be a location-scale skew-

normal distribution, with location at 𝜇, scale at δ and shape parameter α, and denoted 
𝑋 ∼ 𝜃 𝑆𝑁 𝜇, 𝛿 ,𝛼  if its probability density function (pdf) is given by 

𝑝 𝑥 ;𝜃 𝜙 𝛷 𝛼 , 𝑥 ∈ ℝ 𝛼, 𝜇 ∈ ℝ, 𝛿 ∈ ℝ , 

Then,           𝑝 𝑥 ; 𝜃 𝜙 / 𝛷 𝛼 /                        
(8) 

∍ 𝜔 /𝑋 ∼ 𝑁 0,𝑔 /  
 
Normal Distribution 

                        𝑝 𝑥 ;𝜃
/

/ /

/
∞ 𝑥 ∞    (9)       

 
∍ 𝜔 /𝑋 ∼ 𝑁 0,𝑔 /  

Its inverse, that is Inverse Normal distribution is 

   𝑝 𝑥 ;𝜃
√

𝑒𝑥𝑝 / /

/
                    (10) 

𝜆 is the shape parameter. The inverse normal distribution always works on sided tail.  
 
Skew-t Distribution  

To accommodate asymmetry and long tailed data, Hansen (1994) introduced the 
so-called skewed-t-distribution while maintaining the property of a zero mean and 
variance equal to one. Skew-t-distribution is derived by introducing a universalization 
of the Student-t distribution as follows: 

               𝑝 𝑥 ; 𝜆 , 𝑟 𝑏 1                                              (11)            

 
where, 

                      𝜁 𝑏𝑥 𝑎 / 1 𝜆 𝑖𝑓𝑥 𝑎/𝑏
𝑏𝑥 𝑎 / 1 𝜆 𝑖𝑓𝑥 𝑎/𝑏

 

such that the constant terms “a” and “b” are defined as: 𝑎 4𝜆𝑐 ; 𝑏 1 3𝜆

𝑎 . In this distribution, 2 𝑟 ∞ denotes the degrees of freedom parameter and 
1 𝜆 1 is the asymmetry parameter. 
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Asymmetric Laplace 
A random variable has an Asymmetric Laplace (μ, λ, κ) Distribution (ALD) if its 

probability density function is  

                              𝑝 𝑥 ; 𝜇 , 𝜆, 𝜅 𝑒  

So,                 𝑝 𝑥 ;𝜙 / , 𝜆, 𝜅 𝑒 /                                  (12) 

where 𝑆 𝑠𝑖𝑔𝑛 𝑥 𝜇  

𝜇 is a location parameter, 𝜆 0is a scale parameter, and 𝜅 is an asymmetry parameter. 
When 𝜅 1, 𝑥 𝜇 𝑆𝜅 simplifies to |𝑥 𝜇| and the distribution simplifies to the 
Laplace distribution. 
 
Gamma Distribution 

A random variable X is said to be a Gamma distribution if:  

        
𝑝 𝑥 𝑥 ∈ 0,∞                                  (13)  

where  𝛤 𝛼 𝑒 𝑡 𝜕𝑡   
 
with scale parameter𝛽 0 and shape parameter𝛼 0. 

Exponential distribution 
A random variable X is said to be an exponential distribution (λ) if its probability 

density function is  
𝑝 𝑥 ; 𝜆 𝜆𝑒 𝑥 ∈ 0,∞  

                           𝑝 𝑥 ; 𝜆 𝐴 𝜙 / 𝑒 /                                       (14)           

The autoregressive score and information functions, hyper-parameters and 
autoregressive coefficients for the distributions specified from equation (6) to equation 
(14) can be estimated via the specifications made in equation (3), (4) and (5) using 
Maximum Likelihood (ML) or Reweighted Least Square Algorithm. See Creal et al.  
(2013), Harvey (2014), Olanrewaju & Folorunsho (2018). 

3.  Numerical Analysis 

This section discusses the analyzes and results of the time-varying and time series 
hyper-parametric Generalized Autoregressive Scores (GASs) of the aforementioned 
conditional densities. The data to be subjected to the GASs with the random noise 
densities will be the averge monthly price of cooking gas in the United State from 1:2005 
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to 12:2020. The raw dataset of the price of the United State cooking gas will be used as 
extracted from U.S. Energy Information Administration (EIA). The monthly unit of 
the price is in US Dollar ($). 
 

 
Figure 1:  Time Plot of the Price of the Cooking Gas 

From Figure 1, it is glaring that the monthly price of cooking gas in ($) was firstly 
pegged at around 6 ($) before skyrocketing to over 14($) towards ending of 2005 until 
2006. It maintained an oscillating price between 12($) and 2($) from 2006 to 2015. The 
price also skyrocketed again mid-2015 to over 16($), it pendulum between 14($) and 
10($) until around 2017 before a continuous drastic to 2($) was experienced. In general, 
from 2005 to 2020 the price of the cooking experienced a shocky zig-zag fluctuation.            

Table 1:  Coefficients of Skewness and Kurtosis 

D'Agostino  Skewness test Skew. = 1.564 z = 29.540 P-value < 2.2e-16 

Anscombe-Glynn kurtosis test Kurt. = 5.5841 z = 15.6419 P-value < 2.2e-16 

Bonett-Seier test for Geary kurtosis tau = 1.7997  z = 10.6083 p-value < 2.2e-16 
 

Under the hypothesis of normality, that is under the null hypothesis that the price 
of the cooking gas dataset is not skewed, which is the data should be symmetry 
(i.e. skewness should be equal to zero). However, since the D’Agostino Skewness 
coefficient is 29.540 with its P-value < 2.2e-16<0.05, there is sufficient evidence that the 
price of the cooking gas dataset is skewed with indication that the dataset is not 
normally distributed (this connotes that we fail to accept the null hypothesis).  
In a similar vein, since the Anscombe-Glynn kurtosis coefficient of 5.5841 is far greater 
than three, this suggested that the price of the US cooking gas is affected by heaviness 
in the tail of normal distribution. In collaboration, since Geary's kurtosis coefficient of 
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1.7997 ≠ sqrt(2/pi) (0.7979), tailedness of the normal distribution of the price of the 
cooking gas data is no doubt affected. Consequently, there is a need for hyper-
parameters in the conditional densities to modify the lacuna. 

 
Figure 2:  Time Plot versus the First Differencing Plot of the Price of the Cooking Gas 

The upper visual time series plot in Figure 2 above is the raw plot of the price of 
the cooking gas in the US from 2005 to 2020, but was not stationary due to visual 
characterization of up and down shocks. 

Table 2: Test of Stationarity and ARCH Effects for the Price of the US Cooking Gas 

Estimates 
ADF Test 
Statistic 

Lag P-value 
LM 

Statistic 
LM  P-value 

Price Series -1.553 12 0.674 32.84 0.005 
First Differencing -50.715 12 0.01 26.678 0.0002 

We tested the stationarity of the price of the US cooking gas via the Augmented 
Dickey-Fuller Test (ADF).  We hypothesized both the price of the cooking series and 
its first differencing that their Null hypotheses display a unit root, that is both series are 
nonstationary. The number of lag used for testing is 12. The Test Statistic for the former 
was -1.553, while the latter gave -50.715.  Since the p-value for the latter (first 
differencing) is 0.01 and the only one less than 0.05. We concluded that there is enough 
evidence to reject the Null hypothesis, meaning that the first differencing of the price 
series is the only one that is stationary. We also tested for Autoregressive Conditional 
Heteroskedasticity (ARCH) in order to ascertain if conditional variance on the 
information exists at a given point in time for both price of the cooking series and its 
first differencing. The formulated Null hypothesis for both series was there are no 
ARCH effects. Since the p-values for both the latter and former are less than 5% level 
of significance, the Null hypotheses are rejected and it is concluded that both series 
possessed ARCH effects. The first differencing series of the price of the cooking gas 
was used to model time-varying hyper-parameters for the GAS model because of its 
stationarity. 
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Table 3:  Model Adequacy of the Density GAS w.r.t to the Price of United State Cooking Gas. 
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Table 4:  Model Adequacy of GARCH (1,1) Model w.r.t to the Price of United State Cooking Gas. 

Specification Estimate Std. Error t-value Pr(>|t|) 
Information Criteria 

AIC BIC Shibata 
Hannan-

Quinn 

Omega 0.4642 0.2905 1.5978 0.0101 22235.08 22237.99 22235.94 22236.034 

Alpha1 0.9801   0.0684 14.3364   0.00000 

Beta1 0.0000   0.0630  0.0001   0.9999 
 

Description of each conditional density with respect to GAS or Dynamic Conditioal 
Correlation (DCC) was explicitly tabled in Table 1 and Table 2 (Table 1A in appendix). 
DCC is one of the most famous models for multivariate volatility. It uses multivariate 
GAS to model and analyze volatilities when the framework is based on score-driven 
time series for time-varying parameters. The model summary includes for each density 
of GAS includes their long-term value of the time-varying hyper-parameters, their 
estimated score and Hessian values, their model performance and concerned estimated 
autoregressive coefficients. Among the ten(10) hyper-parametric conditional noises 
that were subjected to the GAS model via the application of the price of the cooking 
gas,  Asymmetric Student–t with one tail decay parameter (AST1) outperformed other 
category of its variants as well as other conditional densities for the GAS/DCC model 
with the minimum reduced-error performance of AIC=11943.277 and BIC=12014.525. 
The model hyper-parametric scores for the location-score and scale-score are -1.2634 
and 0.6636 respectively. Its location-information and scale- information are 0.2691 and 
0.0362 respectively.  The concerned estimated coefficients of kappa1, kappa2, kappa3 
and kappa4 are the elements of vector 𝜂 i.e. 𝜂 , 𝜂 , 𝜂 ,𝜂 which are 0.1444, 0.7434, -
10195  and  -0.8836  respectively. Analogously, a1, a2, a3, a4 are estimates of 𝑎 , 𝑎 , 
𝑎 ,𝑏  with 0.0000, 0.0000, 0.0000, and 0.0000 respectively, similarly to that of b1, b2, 
b3, b with 0.9468, 0.5166, 0.1566 and 0.5993 respectively. 

In comparison of the GAS or DCC model with the Generalized Autoregressive 
Conditional Heteroscedasticity (GARCH) model, it was affirmed that model 
GARCH(1,1) was the optimal lag (that is both Autoregressive (AR) and Moving 
Average (MA)  at lag 1 each) for the volatiled price of the United State cooking gas 
studied over the period of time. It is to be noted that the GARCH model was subjected 
to different distributional error noises, like Student-t, Gaussian, Skew-Normal, etc., but 
Gaussian noise gave a robust generalization. The estimated model criteria  of AIC, BIC, 
Shibata and Hannan-Quinn of 22235.08, 22237.99, 22235.94, and 22236.034 
respectively for the model performance of the GARCH (1,1) model were far below the 
model performance of the GAS or DCC model via  the random noise of the Asymmetric 
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Student–t with one tail decay parameter (AST1). The robustness of the GAS model via 
the Asymmetric Student–t with one tail decay parameter (AST1) might be via the 
location and scale scores of the noise.      

4.  Conclusions 

This article introduced the possible conditional densities for the Generalized 
Autoregressive Score (GAS) model with embedded time-varying hyper-parameters. 
The score and Hessian functions (via location, scale, skewness, and shapes parameters) 
are of paramount interest due to their capability to curtail the lacuna of heaviness in the 
tail of normal distribution and possibility of skewed observations. Due to the flexibility 
of the GAS model to several statistical distributions, an empirical application to 
financial data of the price of the United State cooking gas was subjected to the GAS 
model with ten (10) different conditional densities. Each of the conditional density 
subjected to the GAS model via the application of the price of cooking gas from 2005 
to 2020 was driven by the mechanism of time-varying score and Hessian functions of 
their embedded hyper-parameters. Asymmetric Student–t with one tail decay 
parameter (AST1) outperformed other category of its variants as well as other re-
parameterized distributions used. In addition, the GAS model via Asymmetric 
Student–t with one tail decay parameter (AST1) random noise outshined the core 
volatile conditional heteroscedasticity of Generalized Autoregressive Conditional 
Heteroscedasticity (GARCH) with Gaussian distributed noise. For further studies, the 
conditional densities of the GAS model might be subjected to a driven mechanism of 
family of distributions with strictly positive values or integer values. 
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APPENDICES 

Appendix 1. 

Table 1A: Coefficients of the Hyper-Parameterization of the Generalized    
                   Autoregressive Scores (GASs) 
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Appendix 2. 

 

 

Figure 1A: Graphical Plot of the AST1 Location and Scale Parameters. 

 

 

Appendix 3. 

 

Figure A2: ACF Graph of the First Differencing of the Price of the US Cooking GAS  
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Testing the annual rainfall dispersion in Chaiyaphum,
Thailand, by using confidence intervals for the coefficient

of variation of an inverse gamma distribution

Wararit Panichkitkosolkul1

Abstract

In Thailand, droughts are regular natural disasters that happen nearly every year due to sev-
eral factors such as precipitation deficiency, human activity, and the global warming. Since
annual rainfall amount fits an inverse gamma (IG) distribution, we wanted to try testing an-
nual rainfall dispersion via the coefficient of variation (CV). Herein, we propose two statis-
tics for testing the CV of an IG distribution based on the Score and Wald methods. We
evaluated their performances by means of the Monte Carlo simulations conducted under
several shape parameter values for an IG distribution based on empirical type I error rates
and powers of the tests. The simulation results reveal that the Wald-method test statistic
performed better than the Score-method one in terms of the attained nominal significance
level, and is thus recommended for analysis in similar scenarios. Furthermore, the efficacy
of the proposed test statistics was illustrated by applying them to the annual rainfall amounts
in Chaiyaphum, Thailand.

Key words: statistical test, measure of dispersion, continuous distribution, simulation, me-
teorology.

1. Introduction

Since damage from natural disasters has increased due to anomalous global climate
changes, researchers have become interested in studying their occurrences. Thailand has
been divided into six geographical regions by the National Research Council: north, north-
east, central, east, west, and south; many of them are prone to droughts but they most often
occur in the central northeastern part of Thailand. Thailand is one of the most drought-
affected countries in the Asia-Pacific region and is marred by frequent droughts (Khadka et
al., 2021). Drought in Thailand directly affects agriculture and water resources, which has
a significant impact on the country’s economy since most of the country is agrarian.

The north-eastern of Thailand is one of the highly drought-prone regions of the country
(Prabnakorn et al., 2018). Chaiyaphum, one of the north-eastern provinces of Thailand, is
faced with drought every year due to long periods of little rain causing a severe shortage
of water for both consumption and farming (Srichaiwong et al., 2020). Figure 1 shows the
map of Chaiyaphum from the Google Maps (2023). In July 2019, parts of Chaiyaphum
were faced with a severe drought, and the water volume in the Chulabhorn Dam decreased
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to its lowest level in 30 years (only 25% of its capacity) (Pattayamail, 2022). Moreover,
in January 2020, eight hospitals in Chaiyaphum were impacted by the drought, leading to
the Chaiyaphum Provincial Public Health Office drilling artesian wells to reserve water for
medical services and sufficient staff consumption for at least three days while also request-
ing citizens to help by saving water (Nationthailand, 2022).

Figure 1: The map of Chaiyaphum, Thailand

Droughts take place whenever there are prolonged periods of rainfall deficiency for one
season or more (Eartheclipse, 2022). The major cause of meteorological drought is a deficit
of rainfall (Wichitarapongsakun et al., 2016). Since the rainfall amount varies greatly de-
pending on the region and season, the coefficient of variation (CV) can be used to represent
rainfall dispersion in different regions. The CV is a unit-free measure of variability relative
to the population mean (Albatineh et al., 2017). It is defined as the ratio of the population
standard deviation σ to the population mean µ namely θ = σ/µ , where µ ̸= 0. It has been
more widely used than the standard deviation for comparing the variations of several vari-
ables obtained by different units.

The estimator of the CV has been widely applied in many fields of science, including the
medical sciences, engineering, economics and others. For example, the applicability of the
CV method for analyzing synaptic plasticity was studied by Faber and Korn (1991). Reed et
al. (2002) used the CV in assessing the variability of quantitative assays. Kang et al. (2007)
applied the CV for monitoring variability in statistical process control. Pang et al. (2008)
proposed a simulation-based approach to the study of CV of dividend yields. The improved
estimators of CV in a finite population were introduced by Archana and Rao (2011). Calif
and Soubdhan (2016) used the CV to measure the spatial and temporal correlation of global
solar radiation. Singh and Mishra (2019) proposed an improved estimation method for the
population coefficient of variation, which uses information on a single auxiliary variable.
Thangjai and Niwitpong (2020) proposed confidence interval estimation for the ratio of CV
of two log-normal distributions constructed using the Bayesian approach.
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The inverse gamma (IG) distribution is a two-parameter family of continuous distribu-
tions on the positive real line based on the reciprocal of a variable (Abid and Al-Hassany,
2016). Milevsky and Posner (1998) studied the IG distribution and pointed out estima-
tion by method of moments. It is often used as a conjugate prior distribution in Bayesian
statistics (Zhang and Zhang, 2022). There have been several research papers published on
applying the IG distribution. For example, Gelman (2006) applied the IG distribution as
a prior distribution for variance parameters in hierarchical models. Rasheed and Sultan
(2015) proposed the Bayesian estimator for the scale parameter of IG distribution using
Linex loss function and squared error loss function with non-informative prior. Abid and
Al-Hassany (2016) studied some issues related to the inverted gamma distribution, which
is the reciprocal of the gamma distribution. Llera and Beckmann (2016) introduced five
different algorithms based on the method of moments, maximum likelihood, and Bayesian
methodology to estimate the parameters of an IG distribution. Glen and Leemis (2017) ap-
plied the IG distribution to survival studies. Ramírez-Espinosa and Lopez-Martinez (2019)
proposed the utility of the IG distribution in modeling composite fading channels. Yoo et al.
(2019) provided empirical evidence that the IG distribution is an excellent alternative for the
lognormal and gamma distributions which are often used to model shadowing. Furthermore,
the confidence intervals for the ratio of the CVs of the IG distributions were introduced by
Kaewprasert et al. (2023).

The literature on testing the CV for the IG distribution is limited. However, there are
many methods available for estimating the confidence interval for a population CV for the
IG distribution. Kaewprasert et al. (2020) presented three confidence intervals for the CV
of an IG distribution using the Score method, the Wald method and the percentile bootstrap
confidence interval. These confidence intervals for the CV can be used to test the hypothesis
for the CV.

The objective of this paper is to propose some methods for testing the CV for the IG dis-
tribution and identify the appropriate methods for practitioners. Two confidence intervals
proposed by Kaewprasert et al. (2020) are considered in order to test the CV. A simulation
study was conducted to compare the performance of these methods. Based on the sim-
ulation results, test statistic with high power that attained a nominal significance level is
recommended for practitioners.

The rest of this paper is organized as follows. The point estimation of parameters in an
IG distribution is reviewed in Section 2. In Section 3, we present the proposed methods for
testing the CV of the IG distribution. The simulation study and results are discussed in Sec-
tion 4. Section 5 shows the application of the proposed statistical tests to real data is shown
using the annual rainfall amounts in Chaiyaphum, Thailand. Discussion and conclusions
are presented in the final section.

2. Point estimation of parameters in an inverse gamma distribution

In this section, we explain the point estimation of parameters in an IG distribution. Let
X = (x1, . . . ,xn) be a random sample from the IG distribution with the shape parameter α

and scale parameter β , denoted as IG(α,β ). The probability density function of X (Rivera
et al., 2021) is given by
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f (x;α,β ) =
β α

Γ(α)
x−α−1 exp

(
−β

x

)
, x > 0, α > 0, β > 0. (1)

The population mean and variance of X are defined as E(X) = β/(α − 1), for α > 1
and Var(X) = β 2/

[
(α −1)2(α −2)

]
, for α > 2. Therefore, the CV of X can be expressed

as CV (X) = θ = 1/
√

α −2.
Since α is an unknown parameter, it is required to be estimated. We consider the maxi-

mum likelihood estimators (MLEs) for α and β . Thus, the log-likelihood function of α and
β is given by

lnL(α,β ) =−
n

∑
i=1

(
β

Xi

)
− (α +1)

n

∑
i=1

ln(Xi)−n lnΓ(α)+nα ln(β ).

Taking partial derivatives of the above equation with respect to α and β , respectively,
the Score function is derived as

U(α,β ) =


n
∑

i=1
ln(Xi)−nln(α)+ n

2α
−n ln(β )

−
n
∑

i=1
X−1

i + nα

β

 .
Then, the MLEs can be conducted for α and β , respectively,

α̂ =
1

2

 n
∑

i=1
ln(Xi)

n + ln

 n
∑

i=1
X−1

i

n

 , and β̂ =
nα̂

n
∑

i=1
X−1

i

.

Also, the estimator of CV is given by θ̂ = 1/
√

α̂ −2.

3. Methods for testing the coefficient of variation of the inverse gamma
distribution

Let X1, ...,Xn be an independent and identically distributed random sample of size n
from the IG distribution with the shape parameter α and scale parameter β . We want to test
for the population CV. The null and alternative hypotheses are defined as follows:

H0 : θ = θ0 versus H1 : θ ̸= θ0.

In this section, we discuss two test statistics for the CV based on the Score method and
the Wald method.
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3.1. Score method

Let α and β be the parameter of interest and the nuisance parameters, respectively.
In general, the Score statistic (Rao, 1948, 2005) is denoted as

W1 =UT (α0, β̂0)I−1(α0, β̂0)U(α0, β̂0),

where β̂0 is the MLE for β , under the null hypothesis H ′
0 : α = α0, U(α0, β̂0) is the vector

of the Score function and I(α0, β̂0) is the matrix of the Fisher information; see e.g., Kay
(1993). Here, it is easy to derive that the Score function under H ′

0 is

U(α0, β̂0) =

− n
∑

i=1
ln(Xi)+

n
2α0

−n ln
(

n/
n
∑

i=1
X−1

i

)
0

 .

The inverse of the matrix of the Fisher information can be derived as follows:

I−1(α0, β̂0) =


2α2

0
n − 2α2

0
n
∑

i=1
X−1

i

− 2α2
0

n
∑

i=1
X−1

i

nα0(2α0−1)(
n
∑

i=1
X−1

i

)2

 .

Using the property of the Score function, we can see that the pivotal

Zscore =

√
2α2

0
n

[
−

n

∑
i=1

ln(Xi)+
n

2α0
+n ln

(
n/

n

∑
i=1

X−1
i

)]
(2)

converges in distribution to the standard normal distribution. Since the variance of α̂ is 2α2
0

n ,
it is approximated by substituting α̂ in its variance. Under H ′

0, the statistic in (2) is given as

Zscore ∼=
√

2α̂2

n

[
−

n

∑
i=1

ln(Xi)+
n

2α̂
+n ln

(
n/

n

∑
i=1

X−1
i

)]
.

From the probability statement, 1− γ = P(−Z1−γ/2 ≤ Zscore ≤ Z1−γ/2), it can be simply
written as 1− γ = P(ls ≤ θ ≤ us). Therefore, the (1− γ)100% confidence interval for θ

based on the Score method is given by
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CIS = [ls,us] =

 1√ n

2
(

z1−Zγ/2

√
n

2α̂2

) −2
,

1√ n

2
(

z1+Zγ/2

√
n

2α̂2

) −2

 ,
where z1 =

n
∑

i=1
ln(Xi)−n ln

(
n/

n
∑

i=1
X−1

i

)
and Zγ/2 is the γ/2-upper quantile of the standard

normal distribution. Therefore, we will reject the null hypothesis, H0 : θ = θ0, if

θ0 <
1√ n

2
(

z1−Zγ/2

√
n

2α̂2

) −2
or θ0 >

1√ n

2
(

z1+Zγ/2

√
n

2α̂2

) −2
.

3.2. Wald method

The Wald statistic is an asymptotic statistic derived from the property of the MLE
(Gaffke et al., 2002). The general form of the Wald statistic under the null hypothesis
H ′

0 : α = α0 is defined as

W2 = (α̂ −α0)
T
[
Iαα(α̂, β̂ )

]−1
(α̂ −α0),

where Iαα(α̂, β̂ ) is the estimated variance of α̂ obtained from the first row and the first col-
umn of I−1(α̂, β̂ ). Using the information of partial derivatives from the previous subsection,
the inverse matrix is given by

I−1(α̂, β̂ ) =


2α̂2

n − 2α̂2
n
∑

i=1
X−1

i

− 2α̂2
n
∑

i=1
X−1

i

nα̂(2α̂−1)(
n
∑

i=1
X−1

i

)2

 ,

where Iαα(α̂, β̂ ) = 2α̂2

n . Therefore, under H ′
0, we obtain the Wald statistic

Zwald ∼=
√

n
2α̂2 (α̂ −α), (3)

which has the limiting distribution of a standard normal distribution. Thus, the (1−γ)100%
confidence interval for θ based on the Wald method is given by

CIW = [lw,uw] =

 1√
α̂ −2+Zγ/2

√
2α̂2

n

,
1√

α̂ −2−Zγ/2

√
2α̂2

n

 ,
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where Zγ/2 is the γ/2-upper quantile of the standard normal distribution. Therefore, we will
reject the null hypothesis, H0 : θ = θ0, if

θ0 <
1√

α̂ −2+Zγ/2

√
2α̂2

n

or θ0 >
1√

α̂ −2−Zγ/2

√
2α̂2

n

.

4. Simulation Study and Results

In this study, two statistical methods for testing the population CV in an IG distribution
are considered. Since a theoretical comparison is not possible, a Monte Carlo simulation
was conducted using the R version 4.1.3 statistical software (Ihaka and Gentleman, 1996)
to compare the performance of the test statistics. The methods were compared in terms of
their attainment of empirical type I error rates and the powers of their performance. We
count the number of times for each test that the null hypothesis was rejected when H0 was
true, to obtain the empirical type I error rates. In addition, the number of times for each
test, that the null hypothesis was rejected when H0 was not true, was counted to obtain the
power of the test. The simulation results are presented for the significance level γ= 0.05,
since a) γ= 0.05 is widely used to compare the power of the test and b) similar conclusions
were obtained for other values of γ .

To observe the behaviour of small, moderate and large sample sizes, we used n = 25, 50,
75, 100 and 200. Each Monte Carlo experiment consisted of 10,000 replications. The data
were generated from an IG distribution with β =1 and α was adjusted to obtain the required
coefficient of variation θ . We set θ = 0.10, 0.15, 0.20 and 0.30.

As can be seen in the simulation results shown in Tables 1-4, the empirical type I error
rates of the Wald method were close to the nominal significance level of 0.05 for all sample
sizes while those of the Score method were close to the nominal significance level of 0.05
for larger sample sizes. Note that the Score method had a high empirical type I error rate
when sample sizes were small. The Score method performed well in terms of the power
of the test for θ < θ0. On the other hand, the Wald method performed better for θ > θ0.
We observed a general pattern; when the sample size increases, the power of the test also
increases and the empirical type I error rate approaches 0.05. Also, the power increases as
the value of the CV departs from the hypothesized value of the CV. It was observed that for
large sample sizes, the performance of the test statistics did not differ greatly in the sense of
power and the attainment of the nominal significance level of the test. However, a significant
difference was observed for small sample sizes.
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Table 1. Empirical type I error rates (bold numeric) and powers of tests for IG(102,1),
θ =0.10.

n Method
θ0

0.06 0.07 0.08 0.09 0.10 0.11 0.12 0.13 0.14
25 Score 0.6696 0.2744 0.0610 0.0413 0.1155 0.2711 0.4674 0.6806 0.8383

Wald 0.9417 0.7357 0.3994 0.1433 0.0431 0.0483 0.1055 0.2268 0.3772
50 Score 0.9853 0.7963 0.3257 0.0583 0.0820 0.2996 0.6087 0.8623 0.9722

Wald 0.9977 0.9455 0.6460 0.2192 0.0432 0.0962 0.2933 0.5913 0.8365
75 Score 0.9996 0.9561 0.5740 0.1078 0.0680 0.3319 0.7339 0.9436 0.9948

Wald 1.0000 0.9883 0.7927 0.2888 0.0420 0.1454 0.4792 0.8088 0.9681
100 Score 1.0000 0.9911 0.7512 0.1785 0.0688 0.3806 0.8169 0.9816 0.9995

Wald 1.0000 0.9982 0.8867 0.3592 0.0469 0.1976 0.6333 0.9316 0.9967
200 Score 1.0000 1.0000 0.9799 0.4410 0.0595 0.5595 0.9690 0.9999 1.0000

Wald 1.0000 1.0000 0.9919 0.5863 0.0496 0.4089 0.9279 0.9992 1.0000

Table 2. Empirical type I error rates (bold numeric) and powers of tests for IG(46.44, 1),
θ =0.15.

n Method
θ0

0.11 0.12 0.13 0.14 0.15 0.16 0.17 0.18 0.19
25 Score 0.1695 0.0592 0.0323 0.0542 0.1131 0.1966 0.3222 0.4602 0.5987

Wald 0.6244 0.3933 0.1982 0.0933 0.0398 0.0350 0.0559 0.1014 0.1703
50 Score 0.6296 0.3168 0.0985 0.0401 0.0794 0.1973 0.3845 0.5925 0.7685

Wald 0.8673 0.6352 0.3253 0.1241 0.0476 0.0580 0.1421 0.2815 0.4585
75 Score 0.8726 0.5564 0.2101 0.0549 0.0702 0.2085 0.4603 0.7160 0.8807

Wald 0.9595 0.7910 0.4546 0.1564 0.0446 0.0814 0.2292 0.4591 0.6954
100 Score 0.9612 0.7378 0.3319 0.0750 0.0651 0.2276 0.5131 0.7890 0.9465

Wald 0.9884 0.8882 0.5468 0.1856 0.0465 0.1005 0.3030 0.5954 0.8423
200 Score 0.9996 0.9757 0.6977 0.1775 0.0556 0.3102 0.7294 0.9599 0.9979

Wald 0.9998 0.9909 0.8137 0.2988 0.0501 0.1901 0.5836 0.9112 0.9923

Table 3. Empirical type I error rates (bold numeric) and powers of tests for IG(27, 1),
θ =0.20.

n Method
θ0

0.16 0.17 0.18 0.19 0.20 0.21 0.22 0.23 0.24
25 Score 0.0531 0.0332 0.0383 0.0683 0.1146 0.1693 0.2406 0.3386 0.4419

Wald 0.3825 0.2363 0.1356 0.0727 0.0421 0.0319 0.0382 0.0617 0.0920
50 Score 0.2990 0.1337 0.0525 0.0418 0.0782 0.1537 0.2766 0.4017 0.5590

Wald 0.6224 0.4029 0.2099 0.0950 0.0446 0.0501 0.0924 0.1523 0.2578
75 Score 0.5438 0.2697 0.0988 0.0428 0.0677 0.1550 0.3047 0.4879 0.6761

Wald 0.7710 0.5278 0.2700 0.1097 0.0497 0.0571 0.1323 0.2445 0.4195
100 Score 0.7210 0.4130 0.1611 0.0571 0.0616 0.1630 0.3386 0.5600 0.7552

Wald 0.8735 0.6327 0.3462 0.1282 0.0485 0.0642 0.1731 0.3494 0.5535
200 Score 0.9734 0.7889 0.4010 0.1028 0.0545 0.2039 0.4865 0.7950 0.9462

Wald 0.9889 0.8803 0.5573 0.1895 0.0495 0.1178 0.3402 0.6589 0.8870
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Table 4. Empirical type I error rates (bold numeric) and powers of tests for IG(13.11, 1),
θ =0.30.

n Method
θ0

0.26 0.27 0.28 0.29 0.30 0.31 0.32 0.33 0.34
25 Score 0.0324 0.0431 0.0594 0.0784 0.1094 0.1444 0.1834 0.2214 0.2787

Wald 0.1879 0.1306 0.0915 0.0557 0.0429 0.0328 0.0308 0.0345 0.0457
50 Score 0.0858 0.0535 0.0427 0.0534 0.0736 0.1136 0.1653 0.2352 0.3164

Wald 0.2997 0.2058 0.1178 0.0717 0.0481 0.0410 0.0513 0.0759 0.1034
75 Score 0.1832 0.0934 0.0534 0.0426 0.0623 0.1103 0.1775 0.2544 0.3573

Wald 0.4103 0.2550 0.1497 0.0818 0.0511 0.0474 0.0676 0.1048 0.1649
100 Score 0.2806 0.1494 0.0678 0.0442 0.0603 0.1024 0.1809 0.2853 0.4150

Wald 0.5001 0.3153 0.1690 0.0878 0.0497 0.0474 0.0816 0.1320 0.2227
200 Score 0.6430 0.3718 0.1668 0.0652 0.0517 0.1115 0.2307 0.4030 0.5970

Wald 0.7682 0.5246 0.2832 0.1242 0.0513 0.0618 0.1361 0.2686 0.4456

5. An Empirical Application

To illustrate the applicability of the two statistical methods for testing the CV intro-
duced in the previous section, we used annual rainfall data in millimetres obtained from the
Hydrology Irrigation Center for the Upper Northeastern Region, the Royal Irrigation De-
partment, Thailand (http://hydro-3.rid.go.th). The annual rainfall amounts were measured
at the Irrigation Station, Mueang District, Chaiyaphum, Thailand from 1998 to 2021. The
descriptive statistics are as follows: sample size = 23, mean = 1088.44 mm, standard de-
viation (SD) = 245.79 mm, CV = 0.226, coefficient of skewness = 0.886, and kurtosis =
0.946. The distribution of the annual rainfall amount is right-skewed and it has heavy-tailed
data distribution. The histogram, density plot, Box and Whisker plot, and inverse gamma
quantile-quantile (Q-Q) plot shown in Figure 1 confirm that the fitted distribution for the
annual rainfall amounts is not symmetric.

Table 5 reports the Akaike information criterion (AIC) (Akaike, 1974) results to check
the fitting of the distribution for the annual rainfall amounts in Chaiyaphum. The AIC is
defined as AIC = −2lnL+ 2k, where L is the likelihood function and k is the number of
parameters. The results show that the annual rainfall amounts in Chaiyaphum follow an IG
distribution because the AIC value for this distribution was the smallest. The annual rainfall
amounts in Chaiyaphum had an IG distribution with shape parameter α̂= 26.8951 and scale
parameter β̂= 23588.810, while the MLE for the CV is θ̂= 0.2148.

Our interest was in testing the population CV of the annual rainfall amounts in Chaiya-
phum. Suppose the researcher wanted to test the claim that a population CV equals 0.25.
The null and alternative hypotheses are respectively given as follows:

H0 : θ = 0.25 versus H1 : θ ̸= 0.25.

The lower and upper critical values of both test statistics were shown in Table 6. The null
hypothesis H0 was not rejected since 0.1390 ≤ θ0 ≤ 0.2843 and 0.1721 ≤ θ0 ≤ 0.3634 us-
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ing test statistics based on the Score and Wald methods, respectively. We conclude that
the population CV of the annual rainfall amounts in Chaiyaphum does not differ from
0.25 at the 0.05 significance level.

Table 5. Results of AIC for the annual rainfall amounts in Chaiyaphum, Thailand.
Normal Cauchy Exponential Weibull Gamma Inverse Gamma

321.4549 328.0113 369.6550 323.7112 319.2704 318.2490

Table 6. Critical values of test statistics based on the Score and Wald methods for the
significance level of 0.05

Method
Critical values

Lower Upper
Score 0.1390 0.2843
Wald 0.1721 0.3634
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Figure 2: (a) histogram (b) density plot (c) Box and Whisker plot (d) inverse gamma Q-Q
plot of the annual rainfall amounts in Chaiyaphum, Thailand
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6. Conclusions and Discussion

The aim of this study is to identify potential methods that can be recommended to prac-
titioners for testing the population CV in an IG distribution. A general pattern was observed
(as expected); as the sample size increased, the power of the test also increased and the
empirical type I error rates approached 0.05. Moreover, the power increased as the value
of CV departed from the hypothesized value of the CV. It can be observed that for large
sample sizes, the performance of both methods did not differ greatly in terms of the power
and attaining the nominal size of the test. However, a significant difference was observed
for small sample sizes.

In this study, two statistical methods for testing the population CV in an IG distribution
were derived. Based on the simulation results, it is evident that the Wald method performed
better than the Score method in terms of the empirical type I error rate. The Score method
performed well in the sense of the power of the test when the population CV was smaller
than the hypothesized value of the CV. On the other hand, the Wald method performed better
when the population CV was greater than the hypothesized value of the CV. In summary, we
would recommend the Wald method for testing since its empirical type I error rate is close
to the nominal significance level. Furthermore, Kaewprasert et al. (2020) concluded that
the best method for estimating confidence interval for the CV of the IG distribution was the
Wald method. The conclusions of this study were consistent with the study of Kaewprasert
et al. (2020). In addition, the researchers can apply the proposed methods for testing the
population CV in an IG distribution with other data sets fitted well to an IG distribution.
For example, the IG distribution has been used for the hitting time distribution of a Wiener
process. Future research could focus on the one-tailed hypothesis testing.
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Advances in estimation by the item sum technique
in two move successive sampling

Kumari Priyanka1, Pidugu Trisandhya2

Abstract

The present article proposes an estimator using the Item Sum Technique (IST) for the esti-
mation of dynamic sensitive population mean using non-sensitive auxiliary information in
the two-move successive sampling. Properties of the proposed IST estimator have been anal-
ysed. Possible allocation designs for allocating long-list and short-list samples pertaining to
the IST have been elaborated. The comparison between various allocation designs has been
carried out. Theoretical considerations have been integrated with numerical as well as sim-
ulation studies to show the working version of the proposed IST estimators in the two-move
successive sampling.

Key words: Sensitive variable, Successive moves, Population mean, Variance, Mean squared
error, Optimum matching fraction.

1. Introduction

In many social surveys, data gathering on sensitive issues such as incidence of domestic
violence, drug addiction, eve teasing, negligence of government rules, duration of suffering
from AIDS, use of harmful pesticides in agriculture, sexual behaviour, etc., are a challeng-
ing task in the present scenario. Hence, in such circumstances, many respondents either
refuse to participate or give false or evasive responses in social surveys. Therefore, to over-
come mis-reporting on sensitive issues and to protect respondents confidentiality, the Ran-
domized Response (RR) technique, the Scrambled Response (SR) technique, Item Count
Technique (ICT), etc., may be used.

The RR technique was first initiated by Warner (1965) which was followed by Horvitz et
al. (1967), Greenberg et al. (1971), Franklin (1989), Arcos et al. (2015), etc. However, SR
technique was introduced by Pollock and Bek (1976) and was further explored by Eich-
horn and Hayre (1983), Diana and Perri (2010, 2011), Perri and Diana (2013), etc. The
ICT is used in surveys that require the study of qualitative sensitive variable and was intro-
duced by Miller (1984). Subsequently the literature addressing ICT was enhanced by Droit-
cour et al. (1991), Wimbush and Dalton (1997), LaBrie and Earleywine (2000), Rayburn
et al. (2003), and Tsuchiya et al. (2007), Holbrook and Krosnick (2010)etc. For estimat-
ing quantitative sensitive variable, the concept of ICT was generalized by Chaudhuri and

1Department of Mathematics, Shivaji College(University of Delhi), New Delhi-110027, India.
E-mail: priyanka.ism@gmail.com. ORCID:https://orcid.org/0000-0002-6241-1708.

2Department of Applied Sciences, Bharati Vidyapeeth’s College of Engineering, New Delhi-110063, India.
E-mail: trisandhya.09@gmail.com. ORCID:https://orcid.org//0000-0002-6671-6541.

© K. Priyanka, P. Trisandhya. Article available under the CC BY-SA 4.0 licence



124 K. Priyanka, P. Trisandhya: Advances in estimation by the item sum technique...

Christofides (2013). Trappmann et al. (2014) named this technique IST. Perri et al. (2018)
discussed the possibility of optimal sample size allocation in IST.

As the issues are sensitive, single time survey will not be sufficient, one need to monitor
continuously over a period of time. So, to observe the situation at different point of time,
a statistical tool generally recommended in the literature is ‘Successive Sampling’. In or-
der to address the dynamic sensitive variable Arnab and Singh (2013), Yu et al. (2015),
Priyanka et al. (2018, 2019), Priyanka and Trisandhya (2019), etc. added valuable litera-
ture. To handle sensitive issues all these researchers dealt with SR technique or RR tech-
nique on two move successive sampling. As the IST is now emerging as an alternative
technique to deal with sensitive issues, in the present article an attempt has been made to
apply IST in successive sampling framework to estimate a sensitive population mean. The
concept of linear estimators has been used under IST set-up on successive move which is
a methodological advancement to the theory. Hence, IST class of estimator has been pro-
posed and studied under general allocation design advocated by Trappmann et al. (2014)
as well as optimum allocation design suggested by Perri et al. (2018). Properties of the
proposed class of estimator have been discussed in detail. Empirical as well as simulation
studies have been incorporated to justify the requirement and application of the proposed
estimator using a natural population. The proposed estimator has also been compared with
respect to direct version of the estimator to show the amount of loss incurred due to sensi-
tivity management of the variable under study by IST.

2. Outline of the Item Sum Technique(IST)

A promising indirect questioning technique, called Item Count Technique [Miller (1984)]
is proved to be a very useful technique to estimate the qualitative sensitive variable. In this
technique each respondent is provided with a list of items describing behaviors and asked to
count and report in how many he or she is engaged in and not in which ones. For example,
a random subsample (say subsample A) is provided with three-item list that includes the so-
cially disproved behaviour item; the remaining respondents (say subsample B) are given an
identical (two-item) list from which the disapproved item has been removed. By comparing
responses from the two subsamples, an estimate of sensitive behavior has been obtained.

This method of estimating qualitative sensitive characteristics was generalized by Chaud-
huri and Christofides (2013) to work for estimation of quantitative sensitive variates. Later
Trappmann et al.(2014) explored it and named the technique as Item Sum Technique, which
is described as follows.

Two random sub-samples (say s1 and s2) are drawn from a random sample (say s). The
respondent belonging to sub-sample s1 is given a long list (LL) of items containing sensitive
question and a number of non-sensitive questions. However, the respondents in sub-sample
s2 are confronted with a short list (SL) of items containing only the same non-sensitive
questions present in the long list (LL). In both the sub-samples, the respondents are asked to
respond only the total score of all the items given to them, without revealing the individual
scores for the items. Finally, the mean difference of answers between the samples s1 and s2

is used as an unbiased estimator of the population mean of sensitive variable. The pivotal
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point in IST is how to split a single sample(s) into two-samples (s1 and s2). Trappmann et
al. (2014), allocated equal number of units in each sub-sample irrespective of the variation
of items in the LL and SL. Let us name this allocation design ‘General Allocation’ for
further use. However, Perri et al. (2018) advocated the concept of ‘Optimum allocation
design’ for allocating units in two sub-samples (s1 and s2) instead of assigning equal number
of units to both the sub-samples. In the next section the IST set-up is modified to be applied
in successive sampling to estimate population mean of dynamic sensitive variable.

3. Survey Design

Let us consider a finite population U of size N units for sampling over two successive
moves. Let y1(y2) denote quantitative sensitive variable at first (second) move respectively.
Similarly, let x and t be non-sensitive auxiliary variables available at both the moves. Let
Ȳ1,Ȳ2, X̄ , and T̄ be the population mean of y1, y2,x, and t respectively. The aim is to
estimate the population mean of sensitive variable y2 at current move under IST set-up for
two move successive sampling. The sampling design under IST frame work is as follows.

At the first move, a sample sn of size n is drawn using simple random sampling without
replacement(SRSWOR). Two independent samples are drawn at the second move by consid-
ering the partial overlap case, one is matched sample sm of size m = n(1−µ) = nλ drawn as
sub sample from the sample sn and other is the sample su which is of size u = n−m = nµ

drawn afresh at the second move. Let su∗ denote the left out units from sn after drawing the
sub sample sm. Moreover all the available samples su∗ , sm and su are split in to two sub
samples called LL sample and SL sample respectively for embedding the IST set-up in two
move successive sampling, which is given in Table 1:

Table 1: LL and SL Sample on two moves

Move Sample LL− Sample SL− Sample

I su∗ su∗1 su∗2

sm sm1 sm2

II sm sm1 sm2

su su1 su2

Note: sm denotes matched sample and su denotes unmatched sample at current (second) move

The response received and the corresponding IST estimate on two moves under IST
set-up are presented in Table 2.
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Table 2: Response received and IST estimate

Move Sample size Response received IST estimate

I u∗ z1i =

{
y1i + ti if iεsu∗1
ti if iεsu∗2

ˆ̄y1u∗ = z̄1u∗1 − t̄u∗2

m z1i =

{
y1i + ti if iεsm1

ti if iεsm2

ˆ̄y1m = z̄1m1 − t̄m2

II m z2i =

{
y2i + ti if iεsm1

ti if iεsm2

ˆ̄y2m = z̄2m1 − t̄m2

u z2i =

{
y2i + ti if iεsu1

ti if iεsu2

ˆ̄y2u = z̄2u1 − t̄u2

Note: z ji ; j = 1, 2 denote the observed response at first and second move respectively and
z̄1 j ; j ∈ {u∗1, m1}, z̄2 j ; j ∈ {m1, u1} and t̄k ; k ∈ {u∗2, m2, u2} are the sample means based on
sample size j and k.

4. Proposed class of IST Estimators

Inspired by the classic work of Patterson (1950), who considered a general linear unbi-
ased estimator of population mean at the current move, we intend to propose an estimator
for estimation of sensitive population mean at the current move in IST set-up using all the
information available at the current move.

In sampling theory, the role of additional auxiliary variable is well known and its avail-
ability and use in estimation procedures can do wonders and enhance the results to a great
extent. Hence, in IST set-up, the availability of additional auxiliary variable has been em-
bedded and class of IST estimator has been proposed to estimate sensitive population mean
at current move as under:

T= ζ1 ˆ̄y∗1u∗ +ζ2 ˆ̄y∗1m +ζ3 ˆ̄y∗2m +ζ4 ˆ̄y∗2u, (1)

where, the constants ζ j ; j = 1, 2, 3, and 4 are to be chosen suitably and ˆ̄y∗2u = ˆ̄z∗2u − ˆ̄t∗u
with ˆ̄z∗2u = g1(z̄2u1 , x̄u1),and ˆ̄t∗u = h1(t̄u2 , x̄u2),
ˆ̄y∗2m = ˆ̄z∗2m − ˆ̄t∗m with ˆ̄z∗2m = g2(z̄2m1 , x̄m1),and ˆ̄t∗m = h2(t̄m2 , x̄m2),
ˆ̄y∗1m = ˆ̄z∗1m − ˆ̄t∗m with ˆ̄z∗1m = g3(z̄1m1 , x̄m1),
ˆ̄y∗1u∗ = ˆ̄z∗1u∗ − ˆ̄t∗u∗ with ˆ̄z∗1u∗ = g4(z̄1u∗1

, x̄u∗1
), and ˆ̄t∗u∗ = h3(t̄u∗2 , x̄u∗2

).

Following Srivastava and Jhajj (1980) and Tracy et al. (1996), g1(z̄2u1 , x̄u1) is assumed
as a function of z̄2u1 and x̄u1 such that:

(i) The point (z̄2u1 , x̄u1) assumes the value in a closed convex subset R2 of two dimen-
sional real space containing the point (Z̄2, X̄).

(ii) The function g1 (z̄2u1 , x̄u1) is continuous and bounded in R2.

(iii) g1(Z̄2, X̄) = Z̄2.
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(iv) The first and second order partial derivatives of g1 (z̄2u1 , x̄u1) exist and are continuous
and bounded in R2.

The similar regularity conditions holds for g2,g3,g4, h1, h2, and h3 respectively as that
of g1.

5. Properties of proposed class of IST estimator

Since the proposed IST estimator T has to be linear Unbiased Estimator, therefore, fol-
lowing Garcia and Artes (2002), we consider the following assumptions:

E( ˆ̄y∗2u) = E( ˆ̄y∗2m)
∼= Ȳ2, (2)

E( ˆ̄y∗1u∗) = E( ˆ̄y∗1m)
∼= Ȳ1. (3)

Now, using the results in equations (2) and (3) into the expression for the proposed
estimator in equation (1), we have

E(T) = (ζ1 +ζ2)Ȳ1 +(ζ3 +ζ4)Ȳ2. (4)

In order to satisfy the assumption in equation (2), we have the following conditions:

ζ1 +ζ2 = 0 and ζ3 +ζ4 = 1. (5)

Now, using the conditions in equation (5), the final structure of unbiased IST estimator
for estimating the sensitive population mean at current move is given as:

T= ζ1( ˆ̄y∗1u∗ − ˆ̄y∗1m)+ζ3 ˆ̄y∗2m +(1−ζ3) ˆ̄y∗2u. (6)

Following Mukhopadhyay (2014), as the estimators ˆ̄y∗1u∗ , and ˆ̄y∗1m are based on two
independent samples u∗ and m respectively, so Cov( ˆ̄y∗1u∗ , ˆ̄y∗1m) = 0. Similarly

Cov( ˆ̄y∗1u∗ , ˆ̄y∗2m) = Cov( ˆ̄y∗1u∗ , ˆ̄y∗2u) = Cov( ˆ̄y∗1m, ˆ̄y∗2u) = Cov( ˆ̄y∗2m, ˆ̄y∗2u) = 0. (7)

Also, ˆ̄z∗1u∗ is based on LL sample and ˆ̄t∗u∗ is based on corresponding SL sample, therefore
Cov( ˆ̄z∗1u∗ ,

ˆ̄t∗u∗) = 0. Similarly,

Cov( ˆ̄z∗2u, ˆ̄t∗u ) = Cov( ˆ̄z∗1m, ˆ̄t∗u ) = Cov( ˆ̄z∗2m, ˆ̄t∗u ) = 0.

Properties of the proposed IST estimator are discussed under above conditions, and the
following assumptions:
z̄2u1 = Z̄2 (1+ e0), x̄u1 = X̄ (1+ e1), t̄u2 = T̄ (1+ e2), x̄u2 = X̄ (1+ e3), z̄2m1 =

Z̄2 (1+e4), x̄m1 = X̄ (1+e5), t̄m2 = T̄ (1+e6), x̄m2 = X̄ (1+e7), z̄1m1 = Z̄1 (1+e8),

z̄1u∗1
= Z̄1 (1+ e9), x̄u∗1

= X̄ (1+ e10), t̄u∗2 = T̄ (1+ e11), x̄u∗2
= X̄ (1+ e12), such

that, E(ei) = 0; |ei| < 1 where, i = 0, 1, 2, 3, . . . , 12.
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5.1. General and optimum allocations on two moves

As discussed in Section (2), under the general allocation design, the following allocation
will be applicable to LL and SL samples on two moves:
u∗1 = u∗2 = u1 = u2 =

u
2 , m1 = m2 =

m
2 .

Following Perri et al. (2018) and applying the optimum allocation design to allocate LL
and SL samples on two moves, the following assumptions will be applicable:
u∗1 = u

Sz1
Sz1+St

= uβ1 (say), u∗2 = u( St
Sz1+St

) = uβ2 (say), m1 = m(
Sz2

Sz2+St
) = mβ3 (say),

m2 = m( St
Sz2+St

) = mβ4 (say), u1 = uβ3 and u2 = uβ4.

Hence, utilizing the two allocation designs, we further discuss the properties of the
proposed IST estimator.

Theorem 5.1 The variance of the estimator T under general allocation design as well as
optimum allocation design is obtained and given as

[V (T)]i =
1
n
[(ζ i

1)
2({

λ i +µ i
f

λ iµ i
f

}si
1)+(ζ i

3)
2({ 1

λ i }si
2)+(1−ζ

i
3)

2({ 1
µ i

f
}si

2)−2ζ
i
1ζ

i
3({

1
λ i }si

3)],

where, i =

{
g for general allocation design

o for optimum allocation design
,

sg
1 = 2S2

z1
−2ρ2

z1xS2
z1
+2S2

t −2ρ2
txS2

t , sg
2 = 2S2

z2
−2ρ2

z2xS2
z2
+2S2

t −2ρ2
txS2

t , sg
3 = 2Sz1Sz2(ρz1z2 −

ρz1xρz2x)+2S2
t (1−ρ2

tx), so
1 =

S2
z1
−ρ2

z1xS2
z1

β1
+ S2

t −ρ2
txS2

t
β2

, so
2 =

S2
z2
−ρ2

z2xS2
z2

β3
+ S2

t −ρ2
txS2

t
β4

,

so
3 =

Sz1 Sz2 (ρz1z2−ρz1xρz2x)

β3
+ S2

t (1−ρ2
tx)

β4
.

Proof 5.1 The variance of T is given by

[V (T)]i =(ζ i
1)

2[V ( ˆ̄y∗1u∗)+V ( ˆ̄y∗1m)]i +(ζ i
3)

2V ( ˆ̄y∗2m)i +(1−ζ
i
3)

2V ( ˆ̄y∗2u)i−
2ζ

i
1Cov( ˆ̄y∗1u∗ , ˆ̄y∗1m)+2ζ

i
1ζ

i
3[Cov( ˆ̄y∗1u∗ , ˆ̄y∗2m)−Cov( ˆ̄y∗1m, ˆ̄y∗2m)]i+

2ζ
i
1(1−ζ

i
3)[Cov( ˆ̄y∗1u∗ , ˆ̄y∗2u)−Cov( ˆ̄y∗1m, ˆ̄y∗2u)]+2ζ

i
3(1−ζ

i
3)Cov( ˆ̄y∗2m, ˆ̄y∗2u). (8)

Using equation (7), we have

[V (T)]i =(ζ i
1)

2[V ( ˆ̄y∗1u∗)+V ( ˆ̄y∗1m)]i +(ζ i
3)

2V ( ˆ̄y∗2m)i +(1−ζ
i
3)

2V ( ˆ̄y∗2u)i−
2ζ

i
3ζ

i
1[Cov( ˆ̄y∗1m, ˆ̄y∗2m)]i, (9)

where for large population size, the variance of ˆ̄y∗1u∗ is computed below

V ( ˆ̄y∗1u∗) =V ( ˆ̄z∗1u∗)+V (ˆ̄t∗u∗)−Cov( ˆ̄z∗1u∗ , ˆ̄t∗u∗). (10)

For this expanding ˆ̄z∗1u∗ about the point G = (Z̄1, X̄) using Taylor’s series expansion,
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retaining terms up to the first order approximations, we have

ˆ̄z∗1u∗ =g4[Z̄1 +(z̄1u∗1
− Z̄1), X̄ +(x̄u∗1

− X̄)]

=Z̄1 +(z̄1u∗1
− Z̄1)G1 +(x̄u∗1

− X̄)G2 +[(z̄1u∗1
− Z̄1)

2G11 +(x̄u∗1
− X̄)2G22

+2(z̄1u∗1
− Z̄1)(x̄u∗1

− X̄)G12 + . . .].

Expressing above equation in terms of e
′
is and retaining terms up to the first order ap-

proximations we have

ˆ̄z∗1u∗1
− Z̄1 =(Z̄1e9G1 + X̄e10G2 +[Z̄2

1e2
9G11 + X̄2e2

10G22 + Z̄1X̄e9e10G12]), (11)

where,

G1 =
∂g4

∂ z̄1u∗1

|G = 1, G2 =
∂g4

∂ x̄u∗1

|G, G11 =
1
2

∂ 2g4

∂ z̄2
1u∗1

|G = 0, G22 =
1
2

∂ 2g4

∂ x̄2
u∗1

|G,

and G12 =
1
2

∂ 2g4

∂ z̄1u∗1
∂ x̄u∗1

|G.

Squaring both sides of equation (11) and further retaining terms up to the first order
approximation, we have(

ˆ̄z∗1u∗1
− Z̄1

)2
=(Z̄2

1e2
9 + X̄2e2

10G2
2 +2Z̄1X̄e9e10G2). (12)

Taking expectations on both sides of the above equation, the variance of ˆ̄z∗1u∗1
is obtained

as

V ( ˆ̄z∗1u∗1
) =

1
u1

[
S2

z1
−S2

z1
ρ

2
z1x

]
,

similarly,

V (ˆ̄t∗u∗2) =
1
u2

[
S2

t −S2
t ρ

2
tx
]
.

Following similar procedure for V ( ˆ̄y∗1m)i, V ( ˆ̄y∗2m)i, V ( ˆ̄y∗2u)i and Cov( ˆ̄y∗1m, ˆ̄y∗2m)i and sub-
stituting in equation (9), we have the expression of the variance of [T]i under general allo-
cation design and optimum allocation design as described in Theorem 5.1.

6. Constants under IST Allocation Designs

It is observed that [V (T)]i is a function of unknown constants ζ i
1 and ζ i

3. Hence, they are
minimized with respect to ζ i

1 and ζ i
3 respectively to obtain the optimum value of constants.

The optimum values obtained are given in Table 3.
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Table 3: Optimum Value of Constants

General Allocation Design Optimum Allocation Design

ζ
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2(µg
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2 , ζ o
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so
2so
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2−(sg
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2(µg
f )

2 ζ o
3 = so

1so
2λ o

so
1so

2−(so
3)

2(µo
f )

2

Substituting the above optimum values of ζ i
1 and ζ i

3 in the expression of [V (T)]i
respectively, we get the minimum variance of the proposed IST estimator as presented in
Table 4.

Table 4: Optimum Variance

General Allocation Design Optimum Allocation Design

[V (T)opt.]g =
( 1

n
)[ sg

2(s
g
1sg

2−(sg
3)

2µ
g
f )

sg
1sg

2−(sg
3)

2(µg
f )

2

]
[V (T)opt.]o =

( 1
n
)[ so

2(s
o
1so

2−(so
3)

2µo
f )

so
1so

2−(so
3)

2(µo
f )

2

]

6.1. Optimum Replacement policy and Minimum Variance

In surveys repeated over time, the objective is to obtain efficient estimates with mini-
mum cost of the survey. This is technically achieved by maintaining a high overlap between
two successive moves. However, the best strategy would be to minimize the variance of the
estimator in order to determine the optimum value of µ or λ . Hence, [V(T)opt.]i is further
minimized with respect to µ i

f respectively, and the obtained optimum values of µ i
f say µ̂ i

f
are as:

µ̂
i
f = min

 Ii
2 +

√
(Ii

2)
2 − Ii

1Ii
3

Ii
1

,
Ii
2 −

√
(Ii
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1Ii
3

Ii
1

 ε [0, 1], (13)

where,

i =

{
g for general allocation design

o for optimum allocation design
,

Ig
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3)
4sg
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2.

Substituting the optimum values of µ̂ i in [V (T)opt.]i, we have the minimum variance of
the proposed IST estimator as presented in Table 5.
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Table 5: Optimum Variance in terms of Optimum µ

Estimator General Allocation Design Optimum Allocation Design
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7. Comparison

To judge the efficiency of the proposed class of IST estimators T, the IST estimator τ

has been considered where no additional auxiliary is used at any move, which is given as

τ = κ1 ˆ̄y1u∗ +κ2 ˆ̄y1m +κ3 ˆ̄y2m +κ4 ˆ̄y2u, (14)

where, κ j ; j = 1, 2, 3 and 4 are suitably chosen constants.
The minimum variance of the IST estimator τ has been computed and is given as

[V (τ)opt.]i =

(
1
n

)[
ν i

2(ν
i
1ν i
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with
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8. Performance of IST estimator

In this section, we check the percent relative efficiency of the IST class of estimators T
with respect to the IST estimator τ which are the linear combination of the estimators based
on all available samples considering the availability and non-availability of additional non-
sensitive auxiliary variable respectively. The percent relative efficiency has been computed
under both the general allocation design as well as optimum allocation design as under:

Ei =
[V (τ)opt.∗ ]i
[V (T)opt.∗ ]i

×100, (17)

where, i =

{
g f or general allocation design

o f or optimum allocation design
.
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8.1. Simulation Study

To validate the theoretical results, simulation studies have been carried out using Monte
Carlo Simulation by MATLAB. The simulation is performed by examining 5,000 different
samples at two moves and the process is repeated for varying sample sizes.

Population Source:[Free access to data by Statistical Abstracts of United States ]
A real population consisting of N = 51 states has been considered for evaluation of the
performance of proposed estimators. The variables considered under IST set-up for two
moves are assumed as:

y1 :Rate of abortions in the year 2005
y2 :Rate of abortions in the year 2008
t :Rate of residents in the year 2004
x :Rate of residents in the year 2000.

From the above considered variables, it is obvious that the rate of abortions is sensitive
in nature however the rate of residents is non-sensitive in nature. Therefore, the data are
suitable to be used to test the performance of the proposed IST estimators.

The simulated percent relative efficiencies of τ with respect to T have been computed
under general as well as optimum allocation design denoted by Esi; i ∈ {g, o}.

The simulation results are presented in Table 6 and Figure 1.

Table 6: Simulation Results

u/n Esg Eso

n = 24,u = 3 0.125 688.4432 716.2598

n = 24,u = 5 0.208 643.9376 696.7527

n = 24,u = 7 0.291 605.1396 681.0255

n = 24,u = 10 0.416 556.1936 664.5010

n = 24,u = 12 0.5 527.6227 657.7056

n = 24,u = 15 0.625 493.9802 656.8039

n = 24,u = 17 0.708 476.4308 662.1325

n = 24,u = 20 0.833 461.5208 683.8706

n = 24,u = 22 0.916 475.8523 710.6313

8.2. Numerical Illustration

To judge the performance of the proposed estimator, numerical illustration has been
done for the real data considered in Section (8.1). The percent relative efficiency of the
proposed estimator has been computed under general as well as optimum allocation designs
denoted by E i; i ∈ {g, o}.
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Figure 1: Graphical Representation of Simulation Results

Therefore, Table 7 represents the results obtained on performing the empirical calcula-
tion on the considered data in Section (8.1).

Table 7: Optimum value of µ
′
s and Percent relative efficiencies

µ̂
g
1 µ̂o

1 µ̂
g
f µ̂o

f Eg Eo

0.8461 0.8584 0.6585 0.6712 656.6323 726.9219

9. Direct Method

The direct method of estimation is compared with the IST embedded method in order
to observe the amount of loss in the precision of estimators that result due to application of
IST. Some loss in precision is expected but application of direct method may not represent
the true facts as the variable under consideration is sensitive in nature. As a result, privacy
protection becomes an important issue for which the respondents need to be convinced. The
direct version of the class of estimators T denoted by Td is discussed as:

Td = ζd1 ˆ̄y∗1du∗ +ζd2 ˆ̄y∗1dm +ζd3 ˆ̄y∗2dm +ζd4 ˆ̄y∗2du, (18)
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where, the constants ζd j ; d j = 1, 2, 3 and 4 are to be suitably chosen. Now, for computing
the variance, we have the following steps as

E(Td) = (ζd1 +ζd2)Ȳ1 +(ζd3 +ζd4)Ȳ2 (19)

with

ζd1 +ζd2 = 0 and ζd3 +ζd4 = 1.

Following similar conditions as in Section (4), the optimum variance of the direct method
is obtained and is given as

V (Td)opt.∗ =

(
1
n

)[
C2(C1C2 −C2

3 µ̂d)

C1C2 −C2
3(µ̂d)2

]
(20)

with
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where, F1 =C4
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2C2
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y1
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2
y1xS2

y1
,

C2 = S2
y2
−ρ

2
y2xS2

y2
, C3 = Sy1Sy2(ρy1y2 −ρy1xρy2x).

To examine the performance of the direct method we compare the estimator Td with
respect to the proposed IST class of estimator T under both general allocation design as
well as optimum allocation design as

E i
d =

V (Td)opt.∗

[V (T)opt.∗ ]i
× 100. (22)

The numerical comparison has been done on the data considered in Section (8.1) and
the results are presented in Table 8.

Table 8: Direct Method comparison with IST under general allocation design and optimum
allocation design

µ̂d Eg
d Eo

d

0.6000 33.4446 41.9547
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10. Discussion of Results

The following interpretations can be drawn from empirical and simulation results:

1. The minimum variance unbiased estimation is feasible under IST set-up to estimate
sensitive population mean on successive moves.

2. The simulation results in Table 6 and Figure 1 show that for all µ ∈ [0, 1], the per-
cent relative efficiencies exist for both the allocation designs. As Eso > Esg ∀ µ, this
indicate that the IST estimator under optimum allocation design is more efficient than
the general allocation design. The percent relative efficiencies exit for all considered
variations in sample sizes. Also, both Esg and Eso > 0, this indicates that the IST
class of estimators T is better than that of IST estimator τ.

3. From Table 7, it is observed that the optimum fraction of fresh sample to be drawn
afresh at current occasion exists for both the IST class of estimators under both allo-
cation designs. Further, it is observed that IST estimator T is coming out to be more
efficient than IST estimator τ under both the allocation designs. However, the estima-
tors under the optimum allocation design are proved to be more efficient than that of
the general allocation design.

4. Table 8 indicates that E i
d < 100 ∀ i ∈ {g, o}, which means there is a loss in pre-

cision when the IST estimator is compared with the direct method under both the
allocation designs. The loss is incurred due to the usage of IST in the estimator T.
However, dealing with sensitive issues when the direct method is used, may result in
false response or even no response.

11. Concluding Remarks

From the interpretation of results, it is concluded that IST is an alternative technique
to deal with sensitive issues in successive sampling. In IST setup, the estimator utilizing
additional auxiliary variable is proved to be more efficient than the estimator in which no
additional auxiliary variable is used. Out of the two allocation designs for allocating LL
and SL samples, the IST class of estimators using optimum allocation design is coming out
to be more efficient than the estimator using general allocation deign. Therefore, the IST
estimators with optimum allocation designs may be recommended for their practical use by
survey practitioners.
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Analysis of social and economic conditions of microenterprises 
based on taxonomy methods 

Aneta Ptak-Chmielewska1, Agnieszka Chłoń-Domińczak2 

Abstract 

The situation of microenterprises on the market is difficult as they are faced with barriers 
and competitiveness imposed by larger units. We used data from the REGIOGMINA project 
to assess the situation of microenterprises. The REGIOGMINA project was implemented by 
a consortium of Kujawsko–Pomorskie Voivodship, the SGH Warsaw School of Economics 
and the Nicolaus Copernicus University in Toruń in the scope of the GOSPOSTRATEG 
initiative. This data set was complemented by data provided by the Local Data Bank of 
Statistics Poland. The analysis describes the situation in Kujawsko-Pomorskie Voivodship. 
The information from both sources illustrates the situation of microenterprises at a local 
level (gmina) in the years 2019–2020. A cluster analysis based on taxonomy methods was 
performed. The aim of the research is to expand the knowledge and contribute to a better 
understanding of the social and economic problems that microenterprises are confronted 
with at a local level. The study covers the period before the COVID-19 pandemic and the 
first year following its outbreak, which makes it possible to assess the effects that the 
measures taken against the pandemic had on the situation of microenterprises at a local level. 

Key words: microenterprises, taxonomy methods, COVID-19. 

1.  Introduction 

The COVID-19 pandemic brought unprecedented challenges for SMEs around the 
world, including disruption of their activities and financial situation, as well as other 
difficulties. SMEs faced demand disruptions related to lockdowns, but also logistical 
challenges related to the break of global value chains. The severity of the challenges 
depended also on the type of industry in which SMEs operated. The support provided 
to SMEs under the COVID Anti-Crisis shield provided some support to these 
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companies. However, their capacity to weather the crisis, frequently with limited 
resources, differed from large companies.  

During the COVID-19 pandemic, Polish enterprises could benefit from various 
solutions under the “Anti-crisis Shield”, comprising six stages of support, including one 
directed towards the tourist sector and one focused on selected sectors that were more 
affected by the lockdown measures. The majority of Polish enterprises applied for this 
support. 

The COVID-19 pandemic was followed by the war in Ukraine and the energy crisis 
that has further affected the situation of SMEs. Therefore, it is important to provide 
continuous monitoring of the situation of SMEs not only at the national or regional 
level, but also at the local level, given the very diverse socioeconomic conditions 
depending on the locality of enterprises.  

In our paper, we analyse the performance of micro-enterprises at the local level 
in the Kujawsko-Pomorskie region, using the unique set of administrative data 
collected from the Social Insurance Institution and tax authorities. We assess to what 
extent characteristics of microenterprises at the local level changed and which factors 
are the main drivers of the observed heterogeneity in the first two years of the COVID-
19 pandemic and resulting lockdown measures. Furthermore, we provide evidence on 
the potential of the administrative data in monitoring the situation of enterprises. The 
use of administrative data enables timely and cost-effective collection of the 
information related to the situation of enterprises and how the enterprises changed over 
time. The main goal of this paper is to provide an example of the potential design of the 
monitoring tools that support analysis of the situation of SMEs in the medium and long 
term that can support evidence-based policy design focused on the development of this 
sector during and after the observed shocks and crises. 

2.  Literature review 

Small and medium-sized enterprises are the foundation of the European economy. 
In 2020, slightly more than 21 million micro, small and medium-sized SMEs were active 
in the EU- 27, accounting for 99.8% of all enterprises in the EU-27 non-financial 
business sector (NFBS). Of this total, 93% were micro-SMEs. SMEs were generating 
53% of the total value added produced by the EU- 27 NFBS, and employed 65% of 
workers in the NFBS (European Commission, 2021: 1). The pandemic had a major 
impact on EU-27 SMEs in 2020. Many SMEs faced financial difficulties, mainly 
resulting from large declines in sales. Other key challenges faced by many SMEs in 2020 
included supply disruptions, an upsurge in late payments and operating at a loss. SMEs 
implemented a wide range of mitigation measures. In particular, SMEs used the 
different support programmes implemented by national governments, especially to pay 
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their wages, overcome cash flow issues, and reduce working hours and/or staffing 
(European Commission, 2021). 

The pandemic shock for SMEs was of unprecedented magnitude. As summarised 
by Juergensen et al. (2020), during the peak of the COVID-19 pandemic, 41% of UK 
SMEs ceased operations, half of  SMEs in Germany expected decline of revenues 
exceeding 10%, and 70% of SMEs in Italy were directly affected by the crisis. One of the 
major challenges faced by the sector during the pandemic was financial challenge 
(Cepel et al., 2020; Juergensen et al., 2020; Zutshi et al., 2021). The liquidity issues and 
financial constraints observed in the short term translated also into medium- and long-
term responses, related, for instance, to upgrading digital infrastructure to enable 
online sales, and reorganisation of global value chains, which will also require 
adjustments of  SMEs involved in the GVCs (Juergensen et al., 2020). The COVID 
pandemic also shifted the perception of  business risk. Evidence from Czechia and 
Slovakia shows that while before COVID entrepreneurs perceived personnel risk as the 
most important, after the pandemic market risk and financial risk was faced by more 
than a half of  SMEs (Cepel et al., 2020). 

The role of the SME sector is also important in Poland. Despite the COVID 
pandemic, the number of microenterprises in 2020 increased by 2.1%, while this was 
the lowest rate of growth noted in  recent years (Statistics Poland, 2021). SMEs benefited 
from the government Anti-Crisis Shield support. According to the evaluation of the 
Polish Economy Institute (Dębkowska et al., 2021), one of the main instruments used 
by SMEs was Anti-Crisis Shield 1.0. In connection with this support, microenterprises 
received PLN 18.9 billion in support. Regarding the support coordinated by Bank 
Gospodarstwa Krajowego (BGK), including the de-minimis guarantee, 60% of all 
beneficiaries were  microenterprises. They also received support from the Labour Fund, 
in the form of low-interest loans (1.9 million claims for PLN 9.3 billion). Last but not 
least, microentrepreneurs were able to use the levy from social security contributions. 
In total, 70% of microenterprises used this levy, while 61% claimed stand-by benefit, 
and a similar percentage used support under the Anti-Crisis Shield. 

The broad support received during the COVID-19 pandemic helped preserve the 
SME sector in 2020. This also applies to the Kujawsko-Pomorskie region. In 2020, there 
were more than 113 thousand microenterprises in this region, representing 
55 companies per 1000 population (which is below the average in Poland of 59). 
The number of people employed in this sector per 1000 population was 103, compared 
to 113 in Poland, which is also below the average. Microenterprises in this region 
generated 3.6% of total revenues in 2020 and 4.0% of wages. The Kujawsko-Pomorskie 
region also noted one of the highest gross turnover profitability indicators of 
microenterprises (20.1% compared to 14% in Poland) (Statistics Poland, 2021). 
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3.  Data and research methods 

To assess the situation of microenterprises, we used two types of data sources using 
administrative data. The first one is data from the Social Insurance Institution 
administrative register. It includes information on enterprises – payers of social security 
contributions collected in the Kujawsko-Pomorskie region. The second is data from the 
tax authorities on the revenues and taxes of enterprises that were paid in the same 
region. This unique database was collected as part of the project REGIOGMINA. The 
project is implemented by a consortium led by the regional government of Kujawsko-
Pomorskie Voivodeship with the SGH Warsaw School of Economics and Nicolaus 
Copernicus University in Toruń, financed by the National Centre for Research and 
Development. We also used context data from the Statistics Poland Local Data Bank.  

The database compiled from both sources provides information about the situation 
of microenterprises on the gmina (municipality) level. The analysis covers the 
Kujawsko-Pomorskie region, which was involved in this innovative project, which, for 
instance, developed the proposal of the Regional Entrepreneurship Observatory, 
to monitor the situation of SMEs using administrative data. We focused on data from 
the years 2019 and 2020. 2019 was the reference year before the Covid-19 pandemic 
with limited observed turbulence. 2020 was the first year of full lock-down caused by 
the Covid-19 pandemic. A comparison of changes between those two years in the 
situation of microenterprises defines the impact of the pandemic on their situation and 
general economic situation on a local (gmina) level. 

In the dataset, we identify the size of the companies based on the number of workers 
covered by social security contributions. Thus, we treat companies that employ nine or 
less workers, for whom they paid social security contributions, as microenterprises.  

Variables on gmina level that were used in the analysis include average revenues 
from microenterprises based on tax information, the number of microenterprises per 
10 thousand population in the gmina, type of gmina (urban, rural, rural-urban), gmina 
revenues per capita, gmina debt per capita (information from Ministry of Finance), 
share of population of working age, and the unemployment rate. 

Table 1: Variables used in the analysis 

Variable (label) Description Source 

rev_pc_micro average revenues - microenterprises (taxes)  
per capita in million PLN 

Tax Office 

micro_per10k number of microenterprises  
per 10 000 population 

Social Insurance 
Institution 
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Table 1: Variables used in the analysis  (cont.) 

Variable (label) Description Source 

type_region type of local region (gmina) Statistics Poland 
pop_prod_share share of population of working age in percent Statistics Poland 

unemp_prod_share unemployment rate in percent Statistics Poland 
rev_pc local region revenues per capita in PLN Statistics Poland 

debt_pc Debt per capita in ths PLN Ministry of Finance 

Source: own work. 

For grouping of variables and revealing hidden factors the Factor Analysis method 
was applied. In this method principal component calculation method was used and 
varimax rotation. According to the principal component method, it is correlation 
matrix used its eigenvalues with eigen-vectors to calculate the coefficients for linear 
combination of variables. Linear combination of the variables and the coefficients 
values provides the information on hidden factors. The coefficients provide the input 
from each variable into the factor with a sign informing on the correlation between 
variable and the factor itself. This information provides the interpretation of hidden 
factors (Panek and Zwierzchowski, 2013). 

For clustering, the k-means method was used. The k-means method is the most 
frequently used method. Euclidean distance is used as the default distance measure. The 
number of clusters is determined for the start, and next cluster seeds are chosen at 
random. Each  observation (i=1,..., n) is classified in the group with the nearest cluster 
seed measured by Euclidean distance. For all clusters (j=1,..., k) the new cluster centres 
are calculated as the arithmetic mean of all observations belonging to the group. Those 
steps are repeated until there are no other moves between groups. The error function is 
calculated at each step – the sum of the quadratic distance intergroup calculated from 
group centres (Frątczak ed., 2009): 

F ∑ d 𝑂 ,𝑀           (1) 

where d is Euclidean distance, 𝑂  – is centre for i-th group, 𝑀  – observation j=1,…k.  

In practice, this process is convergent after a few iterations, but in general, as this 
algorithm does not have to be convergent, the maximum number of iterations is pre-
defined.   

4.  Empirical results 

An empirical analysis was conducted in three steps. In the first step, the factor 
analysis made it possible to identify the hidden factors and to verify their impact on 
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gminas. Next, the gminas were grouped into clusters, and finally in the last step the 
profile of each cluster was specified and described. Profiles were compared between 
clusters and between two periods, 2019 and 2020, before and the pandemic periods. 
Descriptive statistics for variables are  presented in Table 2. 

Table 2: Descriptive statistics for variables  

a) 2019 

Variable Mean 
Std. 
dev. Min Max Q1 Median Q3 

expenses_pc 5358.29 676.89 4054.68 7765.99 4872.14 5254.40 5721.99 
pop_prod_share 61.70 1.43 53.87 65.39 61.15 61.77 62.51 
unemp_prod_share 3.89 1.39 1.19 8.32 2.93 3.88 4.68 
rev_pc 5331.42 534.78 4183.56 7701.28 4961.73 5245.48 5628.84 
debt_pc 1338.57 1190.64 0.00 7006.69 566.94 1140.48 1657.17 
micro_per10ths 149.08 215.72 0.00 2232.48 95.28 124.33 159.02 
rev_pc_micro 
(mln) 181.40 441.64 6.37 3899.69 48.71 80.74 145.65 

b) 2020 

Variable Mean Std. 
dev. 

Min Max Q1 Median Q3 

expenses_pc 5643.41 659.03 4650.36 8568.85 5157.25 5528.00 6064.12 
pop_prod_share 61.30 1.49 53.10 64.99 60.67 61.31 62.21 
unemp_prod_share 4.34 1.43 1.44 8.46 3.45 4.34 5.26 
rev_pc 5881.24 570.61 4764.34 7794.14 5416.90 5780.42 6260.01 
debt_pc 5643.41 659.03 4650.36 8568.85 5157.25 5528.00 6064.12 
micro_per10ths 96.05 126.70 0.00 1307.86 0.00 107.17 136.15 
rev_pc_micro 
(mln) 172.68 346.22 10.94 3046.78 53.51 82.77 147.75 

Source: own calculations in SAS 9.4. 

4.1.  Factor analysis 

Factor analysis is performed using principal components with varimax orthogonal 
rotation. Factor analysis can be based on the principal component method to find factor 
weights. Using eigenvalues and eigenvectors, linear combinations of variables are 
calculated with coefficients driven by eigenvector components. Those linear 
combinations give the highest possible proportion of variance explained. The first few 
combinations are used for factors with the highest eigenvalue (highest proportion of 
explained variance). Orthogonal rotation (for example varimax) is applied to give better 
understanding and interpretability of results. The high coefficient (factor weight) is 
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high correlation between the variable and factor. The final combination can be 
interpreted as a hidden factor based on factor weights. 

Factor Analysis was done using the principal component method and varimax 
rotation. Factors were selected based on minimum eigenvalue criteria above 1, which 
means variance above average.  

Three factors were selected as satisfying the minimum eigenvalue criteria 
(see Table 2). Based on weights, the resultant factors can be interpreted as: 

Factor 1. the factor most correlated with regions’ revenues and region debt per 
capita but debt is significant only for 2020. 

Factor 2. the factor strongly determined by two variables: share of population of 
working age and average revenues of microenterprises based on tax information, but 
the correlation in two periods, 2019 and 2020, is the opposite. 

Factor 3. the factor defined mainly by the number of microenterprises per ten 
thousand population. Additionally, in 2020, there was a strong correlation with the 
unemployment rate. 

The unemployment rate was significant in defining factors in 2020, the first 
pandemic year.    

Table 3: Factors after Varimax rotation 

a) 2019 

Specification Factor 1 Factor 2 Factor 3 

pop_prod_share 0.18670 -0.77530 -0.10166 
unemp_prod_share -0.27000 -0.20258 -0.39967 
rev_pc 0.93080 0.07174 0.10684 
debt_pc 0.53898 0.65328 -0.01519 
micro_per10ths -0.05261 -0.01930 0.93633 
rev_pc_micro 0.36139 0.79679 0.07793 

b) 2020 

Specification Factor 1 Factor 2 Factor 3 

pop_prod_share 0.10220 0.87344 0.12819 
unemp_prod_share -0.16087 0.20864 -0.72188 
rev_pc 0.86714 0.00304 0.20070 
debt_pc 0.97001 -0.08564 0.10297 
micro_per10ths 0.09385 0.12731 0.80837 
rev_pc_micro 0.28583 -0.75014 0.26444 

Source: own calculations in SAS 9.4. 
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4.2.  Cluster analysis 

Clustering was done using the k-means method to group gminas into four clusters. 
Before clustering, the data were standardised.  

In 2019 (Table 3), the last year before the pandemic, we received two clusters 
counting for 92 and 46 regions (gmina) respectively and two clusters outliers counting 
for only 4 and 2 regions. The most frequent cluster counting for 92 municipalities is the 
cluster with the majority of rural gminas. In the subsequent cluster, counting for 
46 regions, there was a quite equal proportion of urban, urban-rural and rural 
municipalities. The cluster with only four regions is the cluster of cities: Bydgoszcz, 
Grudziądz, Toruń and Włocławek. The outlying cluster with only two regions is the 
cluster containing the Tuchola urban-rural gmina and Grudziądz urban gminas. 
The profile of those outlying regions was very different to other clusters.    

In 2020 (table 3), the first year of the pandemic with high restrictions on economic 
and business activity resulted in a very frequent cluster of 121 regions with diversified 
structure and cluster counting for 18 gminas with a high proportion of rural gminas. 
Additionally, two outlying clusters were created, counting for four gminas and one 
gmina. The cluster with only four gminas is the cluster of cities: Bydgoszcz, Grudziądz, 
Toruń and Włocławek, and this is exactly the same situation as in the previous year, 
2019. The outlying cluster with only one gmina is the urban gmina Grudziądz. 
The profile of those outlying regions was very different to other clusters.     

Table 4: Types of regions in k-means clusters 

a) 2019 

Type of region Cluster 1 Cluster 2 Cluster 3 Cluster 4 Total 

urban 4 2 11 0 17 
urban-rural 0 17 17 1 35 
rural 0 73 18 1 92 

b) 2020 

Type of region Cluster 1 Cluster 2 Cluster 3 Cluster 4 Total 

urban 13 0 0 4 17 
urban-rural 32 0 3 0 35 
rural 76 1 15 0 92 

Source: own calculations in SAS 9.4. 

For comparison of profiles between clusters and between the years 2019 and 2020, 
the mean values of variables in clusters were calculated and used (Table 4, Figures 1 
and 2).  
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In 2019, the year with the biggest cluster (92 municipalities) with a profile of rural 
and mixed gminas, the revenues per capita were medium, with low gmina debt per 
capita. With a medium level of the average number of microenterprises per ten 
thousand population, those gminas have a very low level of average tax income from 
microenterprises.  

The next cluster is the group of 46 municipalities with a mixed profile. In this group,  
like the biggest cluster, the revenues per capita were at the average level, with a low level 
of gmina debt per capita. Those levels were generally lower comparing to the biggest 
cluster. Having a low number of microenterprises per ten thousand population, those 
regions also have a low level of average revenues from taxes from microenterprises.  

The cluster with four cities only: Bydgoszcz, Grudziądz, Toruń and Włocławek, 
is the group with lowest level of unemployment. At the same time, those cities have the 
highest level of revenues per capita but a very high level of debt per capita, almost equal 
to revenues . In those cities, there are on average only 108.5 microenterprises per ten 
thousand population, but average revenues from microenterprises are more than ten 
times higher comparing to other gminas. 

The last cluster with only two regions, the Tuchola urban-rural gmina and 
Grudziądz rural gmina, is outlying, with their profile regions based on ten times the 
average number of microenterprises per ten thousand population. On the other hand, 
the revenues from those microenterprises are only two times higher comparing to other 
dominant gminas (with the exception of the cluster with four cities).  

In 2020, a majority of gminas were grouped into one cluster counting for 
121 municipalities. This is the cluster with the lowest level of average revenues per 
capita with almost the same average level of debt per capita. The average number of 
microenterprises per ten thousand population was only 81 enterprises, which is much 
lower comparing to 2019 in comparable clusters. At the same time, those regions have 
the highest average unemployment rate.   

The cluster with 18 gminas has a high level of average revenues per capita with 
almost an equal level of average debt per capita.  

The cluster of four cities had the same composition as in 2019: Bydgoszcz, 
Grudziądz, Toruń and Włocławek. The profile of those cities is almost the same as 
in the year before the pandemic. Those cities have the lowest unemployment rate, but 
slightly higher comparing to 2019. Those cities have the highest revenues but also the 
highest debt per capita, higher even than revenues. In this cluster there are on average 
157 microenterprises per ten thousand population, which is 50% more comparing to 
2019, but average revenues from those enterprises are lower comparing to the year 
before the pandemic. 

In the last outlying cluster, there is only one rural gmina, Grudziądz, because of 
a very high average number of enterprises per 10 thousand  population.  
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Changes are visible between the years 2019 and 2020. In 2020, there was higher 
unemployment. In the biggest cluster, the unemployment rate is 4.46%. For 
comparison, unemployment for the two biggest clusters in 2019 was on average 3.79% 
and 4.21%. In 2020, there was a significant drop in the number of microenterprises. 

Table 5: Mean values for variables in clusters 

a) 2019 

Variable 
Cluster 1  

(n=4) 
Cluster 2 
(n=92) 

Cluster 3 
(n=46) 

Cluster 4 
(n=2) 

pop_prod_share 58.42 62.27 60.89 60.93 
unemp_prod_share 2.53 3.79 4.21 3.38 
rev_pc 6643.46 5503.33 4877.09 5248.83 
debt_pc 6812.92 1282.18 972.23 1409.68 
micro_per10ths 108.55 136.39 106.76 1787.08 
rev_pc_micro  2397.92 106.29 136.41 238.77 

b) 2020 

Variable Cluster 1 
(n=121) 

Cluster 2  
(n=1) 

Cluster 3 
(n=18) 

Cluster 4 
(n=4) 

pop_prod_share 61.26 62.30 62.28 57.81 
unemp_prod_share 4.46 3.55 3.83 3.16 
rev_pc 5729.34 6147.93 6634.23 7021.07 
debt_pc 5438.61 6109.79 6671.68 7094.96 
micro_per10ths 81.14 1307.86 115.41 157.04 
rev_pc_micro  118.08 342.95 139.98 1929.02 

Source: own calculations in SAS 9.4. 

 

 

  



STATISTICS IN TRANSITION new series, September 2023 

 

149

  

  

 

Figure 1:  Box-and-whisker plots for variables in clusters – 2019 

Source: own calculations in SAS 9.4. 
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Figure 2:  Box-and-whisker plots for variables in clusters – 2020 

Source: own calculations in SAS 9.4. 

5.  Summary and conclusions 

In this article, we used a unique data set of the situation of SMEs in the Kujawsko-
Pomorskie region to assess the changes of the characteristics of the microenterprise 
sector at the local level in Poland between 2019 and 2020, that is during the first years 
of the COVID pandemic. The SME sector in Poland received various types of support 
from public funds, mainly in the form of stand-by benefits, social security contribution 
exemptions, and support and guarantees from the Anti-Crisis Shields.  

Our analysis shows that there are visible changes in the microenterprise sector and 
the economic conditions under which they operated. In the largest clusters of gminas, 
there is a drop in the number of microenterprises per 10 000 population.  There is also 
a significant decline in average revenues reported to tax authorities. This data is 
consistent with other national statistics, but also observations at the European level, 
which show that the drop in revenues and financial situation became one of the most 
important risks faced by the SME sector. We also conclude that the extent to which 
microenterprises were affected by the pandemic crisis depends on the type of gmina. 
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Our analysis confirmed that administrative data are a valuable source of 
information on the situation of SMEs at the local level and potentially a very good 
source for monitoring the situation of SMEs not only in the Kujawsko-Pomorskie 
region, but also in other Polish regions. 
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Elimination of characteristics concerning the performance 
of open-ended equity funds using PCA 

Dorota Żebrowska-Suchodolska1 

Abstract 

From an investor's point of view, the appropriate selection of a fund is an important issue. 
When making such a choice, many elements should be considered. These include not only 
the fund's rate of return or its risk, but also the comparison of the fund's results with an 
appropriate benchmark. The aim of the research was to apply principal component analysis 
(PCA) to reduce the dimension of the indicators that help the investor in selecting a fund. 
The subject of the study was 15 equity funds that had been on the Polish market for many 
years. The research showed that it is possible to reduce the primary variables to two 
dimensions. 

Key words: PCA, investment funds, decision-making, tau-Kendall correlation coefficient, 
investment efficiency. 

1.  Introduction 

The making of an investment decision in the case of mutual funds takes place both 
at the level of the managers, who have to decide on a specific investment goal, and of 
the investor. From the point of view of an investor intending to entrust his or her 
financial funds to investment funds, an important issue is the appropriate choice of 
fund (Soongswang and Sanohdontree, 2011). Making such a decision is not always 
obvious, as there are many elements that should be considered when making such 
a choice. These are, for example, the fund's rate of return, its risk, but also the 
comparison of the fund's results with the appropriate benchmark. In practice, it is very 
difficult for an investor to assess a fund in terms of many factors (Kozup et al. 2008), 
which raises the question of which variables are the most important to guide such 
a choice. So, there is a need for dimensionality reduction of the variables. This is 
enabled by principal component analysis (PCA). 
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The aim of the research is therefore to try to look for the main factors determining 
the choice of an appropriate investment fund in terms of its performance and risk. 
The research concerns the period from March 12, 2020 to February 23, 2022 and 
includes fifteen equity funds that have been operating on the Polish market for several 
years. The period adopted for the research was characterized by an upward trend in the 
value of participation units. The reaction to the pandemic took place just before the 
pandemic period (Żebrowska-Suchodolska and Piekunko-Mantiuk, 2022). Therefore, 
this period was adopted to search for the variables determining fund selection. 
The subject of the study was 15 equity funds that have been in the market for many 
years. Principal component analysis (PCA) was used as the research method. 
The research carried out fits into the issues of investment decision-making and 
investment efficiency. They also give concrete indications about the choice of 
appropriate measures for investors. Due to the interconnection of markets with each 
other, research results may be the basis for making decisions in other markets. 

The work is organized as follows. The Chapter 2 contains a literature review. 
The Chapter 3 presents the characteristics of equity funds against the background of all 
investment funds in Poland and Chapter 4 presents the methods used for the research, 
the results of which are presented in Chapter 5. The work ends with the conclusions 
in Chapter 6. 

2.  Review of the literature 

Investment funds are often assessed in terms of their rate of return and associated 
risk (Sorros 2003). Risk can be understood here in many ways, whether in a negative, 
neutral or value at risk context (Rutkowska-Ziarko et al., 2022) (Żebrowska-
Suchodolska, 2021, 2022). In order to compare the performance of funds, their 
performance indicators are determined. With their help, it is possible to compare funds 
within a group, between groups (Bliss and Potter, 2002) against an established 
benchmark (Basu and Huang-Jones, 2015), or between different markets and countries 
(Huij and Post, 2011). Most studies on fund performance are for the US market (Shukla 
and Singh, 1997). Studies for European market funds are often performed for single 
countries ((Leite and Cortez, 2013), (Babalos et al., 2012), (Fereira, et al., 2013), 
(Białkowski and Otten, 2011), (Vidal-García, 2013)) or a group of countries (Otten and 
Bams, 2002; Božović, 2021). Most studies indicate that funds underperform the market. 
European funds that have been on the market for a long time are characterized by poor 
results (Graham et. all, 2020), but also funds investing actively do not give better results 
than those that invest passively (Berk and van Binsbergen, 2012). Although there are 
results that exceed the market (Kosowski et al., 2006), they often lack stability 
(Mateus et al., 2019). 
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Studies of fund performance can be carried out using different types of measures. 
These can be both classical and non-classical indicators, which are based on the semi-
standard deviation, the value at risk (Małecka, 2021) or the maximum drawdown  
(Żebrowska-Suchodolska, 2023). It is also important to look for factors that 
significantly influence fund performance (Filip and Rogala, 2021). 

Due to the multitude of indicators, it is difficult for an investor to choose the right 
one. Research shows that many of them are correlated with each other (Żebrowska-
Suchodolska, 2017), but there is still a large number of indicators to choose from. One 
of the methods that can be used here can be principal component analysis (PCA) 
(Abdi and Williams, 2010). It is used to reduce the dimension of the space under 
consideration, which makes it possible to obtain a description of the new variables 
in the new space to determine the structure of the data set under study (Jackson, 2005). 
The PCA method thus avoids the curse of dimensionality when dealing with linear data. 
Reducing redundant variables allows the elimination of those that are not very relevant. 
Computationally, this reduces memory consumption. The PCA method is used for 
many economic and social issues (Vyas and Kumaranayake, 2006). In finance, 
for example, it is used to reduce macroeconomic factors affecting returns (Bilson et al., 
2001) and the classification of companies in terms of financial ratios (Yap et al., 2013).  

The PCA method for investment funds was used by Zamojska (2013), but her 
research covered the period 2008-2012. These are the only studies that the author found 
regarding the reduction of the dimension of performance indicators. Therefore, there 
is a need to continue this research. 

This paper fills a gap in the use of the PCA method to indicate indicators in a two-
dimensional space for investment funds. In addition, the author's intention is to obtain 
pairs of indicators to evaluate the funds. The obtained pairs of indicators will help the 
investor to decide on an appropriate fund choice guided only by a minimum number 
of indicators. 

3.  Equity funds in Poland 

Investment funds have been operating on the capital market in Poland for almost 
thirty years. They account for almost 10% of the household savings portfolio. The basic 
classification of funds under the Act on Investment Funds and Management of 
Alternative Investment Funds is the division into: open-ended funds, specialised open-
ended funds and closed-ended funds. Table 1 shows the number of these funds for the 
last five years, i.e. the period 2017–2021.  
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Table 1: Number of investment funds (data as at Q4 of the year). 

Funds and sub-
funds 2017 2018 2019 2020 2021 

Open-ended 
funds 334 326 327 312 304 
Specialized 
open-ended 
funds 294 301 450 311 320 
Closed funds 748 679 614 537 503 

Source: Own compilation based on NBP. 

At the end of 2021, there were 60 investment fund companies operating in Poland. 
They managed 1127 funds and sub-funds. At that time, there were 304 open-ended 
funds, which accounted for 26.97%. Over the five-year period, the percentage share of 
these funds in the number of total funds changed only slightly. The smallest share of 
open-ended funds was recorded in 2019 and they then accounted for 23.51%. 
The increasing number of specialised funds resulted in open-ended funds taking third 
place in terms of their number in 2019 and 2021. 

In terms of net asset value (Table 2), closed-end funds accounted for the largest 
percentage of total assets. Open-ended funds came second. Considering different types 
of funds, equity funds ranked second in terms of net assets, after debt funds. This 
position did not change over the period under consideration. The net asset value of 
equity funds amounted to PLN 25.82 billion at the end of 2021. 

Table 2: Net asset value of investment funds (in billion PLN), data as at Q4 of the year 

Funds and sub-
funds 2017 2018 2019 2020 2021 

Open-ended 
funds 334 326 327 312 304 

Specialized 
open-ended 
funds 294 301 450 311 320 

Closed funds 748 679 614 537 503 

Equity 20.04 16.85 16.85 18.41 29.53 

Balanced 7.25 6.21 4.91 5.21 5.80 

Debt securities 52.83 64.82 76.70 78.05 68.8 

Stable growth 10.64 9.20 7.65 7.59 9.01 

Other 4.93 4.98 3.43 3.7 1.24 
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4.  Research methodology 

The starting point is the daily rate of return, the risk and the performance indicators 
based on them. The rate of return is understood as  , where 𝑟 ,𝑟  are the values 
of the fund's participation units at time t and t-1. 

The second important measure identifying an asset is risk. This is most commonly 
understood as negative and positive deviations from the mean, i.e. standard deviation. 
From an investor's point of view, however, what is more important is the loss that can 
be incurred from a given investment, or the probability of this loss. Therefore, 
in addition to standard deviation (S), semi standard deviation (S-), value at risk (VaR), 
conditional value at risk (CVaR), Ulcer index(U) and maximum drawdown (MDD) 
were also adopted for the study. These are described by the following formulas: 
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where r  is the average return and  n is the sample size 
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where minr  is the minimum required rate of return (here minr =0) , and td is the zero if   

minrrt   and 1 otherwise. 

  SqrVaR  ,  (3) 

where q  is the quantile of the standardised normal distribution. 

 SrCVaR

  1 ,  (4) 

where  1  is density function of the standardised normal distribution.  
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where tD  is the relative decrease in the value of fund  A shares in period t.  
         

tDMDD min   (6) 

The combination of return and risk is represented by investment performance 
indicators, for which references include acceptable investment return, benchmark, or 
risk-free assets. These are taken into account by the following indicators: Sharpe, 
Sortino, Calmar, Martin, RVaR and CS. The selected performance indicators are 
described by the following formulas: 

 S

rr
Sharp f


,  (7) 



158                                                  D. Żebrowska-Suchodolska: Elimination of characteristics concerning… 

 

 

where fr  is the average risk free rate. 
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The large number of indicators and measures creates the need to reduce them so 
that the investor can make a decision on the basis of the fewest number of variables that 
do not duplicate information. The tau-Kendall correlation coefficient determined here 
makes it possible to examine the relationship between the measures adopted and the 
uncorrelated variables are the starting point for further considerations. Although the 
dimension of the uncorrelated variables is smaller than that of all variables, it is often 
still too large to make an investment decision. For this purpose, principal component 
analysis (PCA) was used. It allows to reduce the dimension of the underlying variables, 
leaving the most relevant ones, which makes the resulting group more homogeneous. 

Principal component analysis (PCA) was first described by Pearson (1901) and 
developed by Hotteling (1933, 1936).  

The starting point of the PCA method is the determination of the principal 
components, which are a linear combination of the primary variables: 

pipiii XaXaXaZ  ...2211
  
, 

where 𝑋 ,𝑋 , … ,𝑋     are the primary variables. 
The principal components are the result of determining the eigenvalues and 

eigenvectors from the following equation: 

  0 aIM  , 

where   are the eigenvalues of the matrix M, M - the covariance matrix of the primary 
variables, I - the unit matrix, and  ipii aaaa ,,,,,, 21  the eigenvector corresponding to 
the i-th eigenvalue. A non-zero solution exists when ⌊𝑀 𝜆𝐼⌋ 0. The largest 
eigenvalues of the covariance matrix M are searched in order. The coefficients  
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of the corresponding eigenvector are the coefficients 𝑎 ,𝑎 , … ,𝑎  of the principal 
components which correspond to the i-th largest eigenvalue of the covariance 
matrix M. 

The resulting principal components are uncorrelated with each other, and their 
final separation can be based on the Kaiser criterion (1960), or the percentage of 
explained variability by the principal components. Often, as few as two components 
may be sufficient here, especially if they exceed 75% of the total variability of all 
variables (Morison 1990).  

The application of the described steps will contribute to the verification of the 
following research theses and hypotheses: 
T1: a reduction in the indicators describing the funds in terms of their performance will 

help the investor in making his investment decision. 
H1: the fund selection decision can be made on the basis of two indicators. 

4. Results of the study 

The subject of the research were fifteen equity funds that have been operating on 
the market for several years. They were: Allianz Polskich Akcji, Esaliens Akcji, Generali 
Korona Akcje, Investor Akcji Spółek Dywidendowych, Investor Akcji, Investor Top 
25 Małych Spółek, Millennium Akcji, NN Akcji, Novo Akcji, Pekao Akcji Polskich, Pzu 
Akcji Krakowiak, Rockbridge Akcji Małych i Srednich Spółek, Rockbridge Akcji, 
Santander Akcji, Skarbiec Akcja. The research was based on the daily values of 
participation units of these funds in the period from March 12, 2020 to February 23, 
2022. In the case of equity funds, the research period was characterised by an upward 
trend, as the reaction to the pandemic took place immediately earlier (Żebrowska-
Suchodolska, Piekunko-Mantiuk 2022). Therefore, this period was selected to search 
for variables determining the choice of a fund and to reduce their dimensions. 

For the funds, the average rate of return was calculated as well as the measures 
described by formulas (1) - (12) for which the tau-Kendall correlation coefficient was 
determined. The values of the tau-Kendall correlation coefficient are presented 
in Table 3. 

The values of the tau-Kendall correlation coefficient indicated the existence of 
a relationship between many analyzed indicators. Thus, they provided a basis for 
removing them from further considerations. After this selection, the following groups 
of indicators not correlated with each other were selected: 
1) r , S, VaR, CVaR, MDD  
2) r , S, MDD, C, RVaR, CS  
3) S-  
4) r , VaR, MDD, RVaR, CS  
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5) r , CVaR, MDD, RVaR, CS  
6) U 
7) r , S, VaR, CVar, MDD, Sharp, Sortino, C, M, RVaR, CS  
8) MDD, Sharpe  
9) MDD, Sortino  
10) S, MDD, C  
11) MDD, M  
12) S, VaR, CVaR, MDD, RVaR  
13) S, VaR, CVaR, MDD, CS 

 

Table 3: The values of the tau-Kendall correlation coefficient. 

Specification r  S S- VaR CVaR U MDD Sharp Sortino C M RVaR CS 

r  1 
-
0.26 

-
0.45 -0.35 -0.34 

-
0.50 0.15 0.79 0.79 0.58 0.79 1 1 

S  1 1 0.81 0.93 0.49 -0.31 -0.47 -0.47 -0.30 
-
0.39 -0.26 -0.26 

S-   1 0.91 0.89 0.60 -0.39 -0.66 -0.66 
-
0.45 

-
0.54 -0.45 

-
0.45 

VaR    1 0.99 0.59 -0.37 -0.57 -0.57 
-
0.39 

-
0.49 -0.35 -0.35 

CVaR     1 0.58 -0.36 -0.56 -0.56 
-
0.38 

-
0.48 -0.34 -0.34 

U      1 -0.45 -0.68 -0.68 
-
0.73 

-
0.71 -0.50 

-
0.50 

MDD       1 0.28 0.28 0.18 0.31 0.14 0.14 

Sharp        1 0.96 0.71 0.85 0.79 0.79 

Sortino         1 0.68 0.81 0.79 0.79 

C          1 0.79 0.58 0.58 

M           1 0.79 0.79 

RVaR            1 1 

CS             1 

  *values in bold are statistically significant at the 0.05 significance level  

Source: Own calculation using Statistica. 
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For each group containing more than two variables, the PCA method was used to 
reduce the dimension and find the variables with the highest percentage of principal 
components explaining the variability. The first two components explained more than 
eighty percent of the overall variability, so on the basis of the scree plot criterion they 
can be considered sufficient to decide on the number of principal components. 

A representation of the performance indicators in terms of the first two principal 
components is shown in Figure 1. 

 

 
Group 1 

 
Group 2 

 
 
Group 4 Group 5 

  

Figure 1:  A representation of the performance indicators in terms of the first two principal 
components 
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Group 7 Group 10 

  
 
Group 12 

 
Group 13 

  

Figure 1:  A representation of the performance indicators in terms of the first two principal 
components  (cont.) 

Source: Own calculation using Statistica. 

In Figure 1, for each group are placed points (charges) in the unit circle. The 
position of the point corresponds to the information of this variable carried by the first 
two principal components. The closer the point is to the edge of the circle, the better 
it is represented by the principal components. The position of the points relative to each 
other, in turn, provides other information. The close position of the vectors indicates 
the existence of a positive correlation between the variables. Their position on the 
opposite side indicates negative correlation. Their perpendicular position relative to 
each other indicates that the variables are uncorrelated. 



STATISTICS IN TRANSITION new series, September 2023 

 

163

Projecting the indicators onto the plane of the first two components shows that 
in most cases the points representing the individual indicators lie at or close to the edge 
of the circle. This indicates that these indicators are well represented by the principal 
components and that they carry most of the information contained in the output 
indicators. In addition, the measures are located in other parts of the circle indicating 
that they carry quite different information. Thus, their designation here is important 
for the overall assessment of the fund. 

The largest percentages of indicators in each principal component allow the most 
important indicators to be identified in terms of the importance of the information they 
convey. These are the following indicators in each group: 

1) MDD, VaR/CVaR  

2) MDD, r/RVar/CS 

4) r/RVar/CS, MDD 

5) r/RVaR/CS, MDD  

7) Sharp/Sortino/M, S  

10) S, MDD  

12) VaR, MDD  

13) VaR, MDD 
 
Principal component analysis also allows investment funds to be shown in a two-

dimensional factor space. The projection of the funds on the factor plane is shown 
in Figure 2. 

 

Figure 2:  The projection of the funds on the factor plane 

 
Group 1 

 
Group 2 
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Group 4 

 
Group 5 

 
Group 7 

 
Group 10 

  
 
Group 12 

 
Group 13 

Figure 2:  The projection of the funds on the factor plane  (cont.) 

Source: Own calculation using Statistica. 
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The marked points correspond to the funds. They are plotted on the plane of the 
first two principal components. From the graph, you can read the values of the first two 
components for each fund. In addition, the position of the points shows the similarity 
between the funds. The closer the funds are located, the more similar they are to each 
other. 

The projection of the funds onto the plane of the first two components indicates 
the existence of three clusters of points in most cases. Only two clusters are discernible 
in the case of group 7. The first cluster contains the majority of funds, while the others 
contain only individual funds. Similar results in terms of the measures considered are 
indicative of a similar investment policy pursued by managers. This is because the funds 
in most cases only emulate the market, and the skills of selectivity and market timing 
are present in single cases (Żebrowska-Suchodolska and Karpio, 2018). Outliers of 
values from the largest cluster occurred for PZU, NN and Rockbridge funds in group 
10. They constituted single clusters. Therefore, in the case of these funds, the results of 
the measures taken into account differ significantly from the others. 

5.  Conclusions 

The aim of the research was to try to look for the main factors determining the 
choice of an appropriate investment fund in terms of its performance and risk. Principal 
component analysis was used for this. The study covered the period from March 12, 
2020 to February 23, 2022 and involved fifteen equity funds that had been operating on 
the Polish market for several years. 13 groups were selected for the study. The groups 
were selected in terms of correlation of indicators. They contained from 1 to 10 indicators. 

The research showed that it is possible to reduce the primary variables to two 
dimensions, confirming the hypothesis H1. Two indicators were also indicated by 
Zamojska as sufficient to assess the performance of the funds. This will help the investor 
to make the right decision on the fund selection (T1) by taking only two indicators. To 
evaluate a given investment in funds, the investor should choose the MDD measure and 
some measure of risk (VaR/CvaR/S).  

Besides, the pairs of indicators included in the principal components have been 
placed in other parts of the circle, allowing the investor to assess the fund from the point 
of view of completely different information. The resulting indicators found in each 
group are based on a combination of classical and non-classical measures. It is only 
with this combination that the contribution of the output variable to the principal 
component is best. Some of the pairs contain only the risk measures themselves, which 
shows how important they are when evaluating a fund and from the point of view of 
the loss that an investor may suffer. 
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An empirical study of hierarchical Bayes small area estimators 
using different priors for model variances 

Yong You1 

Abstract 

In this paper, we study hierarchical Bayes (HB) estimators based on different priors for small 
area estimation. In particular, we use inverse gamma and flat priors for variance components 
in the HB small area models of You and Chapman (2006) and You (2021). We evaluate the 
HB estimators through a simulation study and real data analysis. Our results indicate that 
using the inverse gamma prior for the variance components in the HB models can be very 
effective. 

Key words: CPO, flat prior, inverse gamma prior, relative error, variance component. 

1.  Introduction 

Small area estimation is very popular and important in survey data analysis due to 
growing demand for reliable small area estimates. Model-based estimates have been 
widely used to provide reliable indirect estimates. Various area level models have been 
proposed in the literature to improve direct survey estimates, see Rao and Molina 
(2015). In this paper, we use the well-known Fay-Herriot model (Fay and Herriot, 1979) 
as a basic model and present the Fay-Herriot model in hierarchical Bayes (HB) 
framework of You and Chapman (2006) and You (2016, 2021). The Fay-Herriot model 
has two components, namely a sampling model for the direct survey estimates and 
a linking model for small area parameters of interest. The sampling model assumes that 
a direct estimator 𝑦  is design unbiased for a small area parameter 𝜃  such that 

       𝑦 𝜃 𝑒 ,  i = 1,…,m,                                 (1) 

where 𝑒  is the sampling error and m is the number of small areas.  It is customary to 
assume that 𝑒 ’s are independently distributed normal random variables with mean  
𝐸 𝑒 |𝜃 0 and variance 𝑉𝑎𝑟 𝑒 |𝜃 𝜎 .  The linking model assumes that the small 
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area parameter 𝜃  is related to area level auxiliary variables 𝑥 𝑥 , . . . , 𝑥 ′ through 
a linear regression model  

       𝜃 𝑥 ′𝛽 𝑣 ,  i = 1,…,m,                             (2) 
where 𝛽 𝛽 , . . . ,𝛽 ′ is a p × 1 vector of regression coefficients and 𝑣 ’s are random 
effects assumed to be independent and normally distributed with E(𝑣 ) = 0 and Var(𝑣 ) 
= 𝜎 . The model variance 𝜎  is unknown and needs to be estimated. Combining models 
(1) and (2) leads to a linear mixed area level model given as  

              𝑦 𝑥 ′𝛽 𝑣 𝑒 ,  i = 1,…,m.                         (3) 
Model (3) involves both design-based random errors 𝑒  and model-based random 

effects 𝑣 . For the Fay-Herriot model, the sampling variance 𝜎  is assumed to be known 
in model (3). This is a very strong assumption. Generally smoothed estimators of the 
sampling variances are used in the Fay-Herriot model and then treated as known. 
Alternatively, the sampling variance 𝜎  can be modelled together with the small area 
parameter 𝜃 . Let 𝑠  denote a direct estimator for 𝜎 . We consider a commonly used 
model for 𝑠  as 𝑑 𝑠 ~𝜎 𝜒  , where 𝑑 𝑛 1 and 𝑛  is the sample size for the i-th 

area. We combine the sampling variance model 𝑑 𝑠 ~𝜎 𝜒  with the small area model 
(3) to construct an integrated model in the HB framework. The integrated model 
borrows strength for small area estimates and sampling variance estimates 
simultaneously. This integrated HB modelling approach has been widely used 
in practice, for example, see You and Chapman (2006), Dass, Maiti, Ren and Sinha 
(2012), Sugasawa, Tamae and Kubokawa (2017), Ghosh, Myung and Moura (2018), 
Hidiroglou, Beaumont and Yung (2019) and You (2008, 2021).  

In Section 2, we present two HB small area models and consider two priors for 
variance components, namely inverse gamma (IG) prior and flat prior. In Section 3, 
we conduct a simulation study to evaluate the impact of priors on small area estimation. 
In Section 4, we apply the models to a real data application. And in Section 5, we offer 
some concluding remarks.  

2. Hierarchical Bayes small area models  

In this section, we present two HB models with sampling variance modelling.  
The first model is considered in You and Chapman (2006), in which an inverse gamma 
model is used for the sampling variance 𝜎  with known vague values. The second model 
is considered in You (2016, 2021), where a log-linear random error model is used  
for 𝜎 .  

HB Model 1: You-Chapman Model (You and Chapman, 2006), denoted as YCM: 
 𝑦 |𝜃 ,𝜎 ∼ 𝑖𝑛𝑑 𝑁 𝜃 ,𝜎 , i = 1,…,m; 
 𝑑 𝑠 𝜎 ∼ 𝑖𝑛𝑑 𝜎 𝜒 , 𝑑 𝑛 1, i = 1,…,m; 
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 𝜃 |𝛽,𝜎 ∼ 𝑖𝑛𝑑 𝑁 𝑥 ′𝛽,𝜎 , i = 1,…,m; 
 𝜎 ∼ 𝐼𝐺 𝑎 ,𝑏 , where 𝑎 0.0001, 𝑏 0.0001, i = 1,…,m;  
 priors for unknown parameters:𝜋 𝛽 ∝ 1, 𝜋 𝜎 ∼ 𝐼𝐺 𝑎 ,𝑏 , where 𝑎 , 𝑏  are 

chosen to be very small constants (0.0001) to reflect vague knowledge on 𝜎 . 

The full conditional distributions for the Gibbs sampling procedure under YCM 
can be found in You and Chapman (2006).  

HB Model 2: You (2016, 2021) log-linear model on sampling variances, denoted as 
YLLM: 

 𝑦 |𝜃 ,𝜎 ∼ 𝑖𝑛𝑑 𝑁 𝜃 ,𝜎 , i = 1,…,m; 
 𝑑 𝑠 𝜎 ∼ 𝑖𝑛𝑑 𝜎 𝜒 ,  𝑑 𝑛 1, i = 1,…,m; 
 𝜃 |𝛽,𝜎 ∼ 𝑖𝑛𝑑𝑁 𝑥 ′𝛽,𝜎 , i = 1,…,m; 
 𝑙𝑜𝑔 𝜎 ~𝑁 𝛿 𝛿 𝑙𝑜𝑔 𝑛 , 𝜏 , i = 1,…,m; 
 priors for unknown parameters:𝜋 𝛽 ∝ 1, 𝜋 𝛿 , 𝛿 ∝ 1, 𝜋 𝜎 ∼ 𝐼𝐺 𝑎 ,𝑏 , 

𝜋 𝜏 ∼ 𝐼𝐺 𝑎 ,𝑏 , where 𝑎 ,  𝑏 , 𝑎 , 𝑏  are chosen to be very small constants 
(say, 0.0001).  

The full conditional distributions for the Gibbs sampling procedure under YLLM 
are given in the Appendix.  

For both YCM and YLLM, we use IG priors with very small constant parameters 
for the variance components 𝜎  and 𝜏 . Ghosh, Myung and Moura (2018) used an IG 
prior with some fixed values for the model variance 𝜎 . IG prior is a proper prior and 
conditionally conjugate for the variance components. IG prior is widely used 
in Bayesian literature (e.g. Gelman, Carlin, Stern and Rubin, 2004) and Bayesian 
software packages (e.g. WinBUGS, Lunn, Thomas, Best and Spiegelhalter, 2000). 
Alternatively, flat priors 𝜋 𝜎 ∝ 1 and 𝜋 𝜏 ∝ 1 can be used for the model variances 
𝜎  and 𝜏 in the YCM and YLLM models. Flat prior is used as a non-informative prior 
in the literature (e.g. Gelman, 2006). You (2021) compared the models of YCM and 
YLLM with the model of Sugasawa, Tamae and Kubokawa (2017) using flat priors on 
the variance components. In this paper we use YCM and YLLM as two studying models 
and compare the HB estimators using IG and flat priors through simulation study and 
real data analysis.  

3. Simulation study 

In this section, we estimate model variance 𝜎  and small area means through 
a simulation study. We generate 𝜃 𝒙 𝛽 𝑣 𝛽 𝑥 𝛽 𝑣  with 𝛽 3.5 and 
𝛽 1.5 fixed through the simulation. The single covariate 𝑥  is generated from an 
exponential distribution with mean equal to 1, and then fixed for the simulation study. 
Random effect 𝑣  is generated from 𝑣 ~𝑁 0,𝜎 . Following Lahiri and Rao (1995) and 
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Rivest and Vandal (2002), we let the number of small areas m = 30. These 30 areas are 
divided into five groups with different sampling variances. The true sampling variance 
is set at 𝜎  = 1, 0.75, 0.5, 0.25, and 0.1 for each grouped areas, with the corresponding 
sample size  𝑛 = 4, 6, 8, 10 and 12. That is, for areas from 1 to 6, 𝜎  = 1 (i = 1,…,6) and 
the corresponding sample size 𝑛 = 4 for each area (i = 1,…,6). For areas 7 to 12,  𝜎  = 
0.75 (i = 7,…,12) and the corresponding sample size 𝑛 = 6 for each area (i = 7,…,12). 
And so on for other areas. We consider three choices of the model variance: the true 𝜎  
is set to be 1, 0.5 and 0.1, respectively. The direct sampling variance estimate is 
generated as  𝑠  𝑑 𝜎 𝜒 , where 𝑑  = 𝑛 1 (e.g. Ghosh, Myung and Moura, 
2018; You, 2021). For each case, we perform 5000 simulation runs. For each run, the 
Gibbs sampling procedure consists of 1000 burn-in period and 5000 more iterations for 
each simulation run.  

We first compare the estimates of the model variance 𝜎  based on YCM and YLLM 
using IG and flat priors on 𝜎 . Table 1 presents the estimates of 𝜎  when the true 𝜎  
is 1, 0.5 and 0.1. It is clear from Table 1 that both YCM and YLLM lead to almost 
unbiased estimates of the model variance under IG prior. However, when flat prior is 
used, both YCM and YLLM lead to over-estimation of the model variance. The over 
estimation is substantially large when the true model variance is small. For example, if 
the true 𝜎  is 1, under flat prior, both YCM and YLLM lead to about 22% over-
estimation; if the true 𝜎  is 0.1, the over-estimation could be more than 100%. The 
result in Table 1 indicates that IG prior performs much better than the flat prior for the 
model variance estimation.  

Table 1:  Estimates of model variance under YCM and YLLM using IG and flat priors 

True 𝜎  
YCM YLLM 

IG prior Flat prior IG prior Flat prior 

1 1.025 1.217 1.027 1.228 
0.5 0.518 0.683 0.512 0.672 
0.1 0.119 0.251 0.096 0.225 

To compare the small area HB estimators, we consider the average absolute relative 
bias (ARB) for the HB estimator 𝜃  of the simulated small area mean 𝜃  as 𝐴𝑅𝐵
∑ 𝐴𝑅𝐵 /𝑚, where  

𝐴𝑅𝐵 ∑ , 

and  𝜃  is the HB estimate and 𝜃  is the true mean based on the r-th simulated 
sample, R = 5000. The estimated average coefficient of variation (ACV) is computed as 
𝐴𝐶𝑉 ∑ 𝐶𝑉 /𝑚, where  

𝐶𝑉 ∑ 𝐶𝑉 and 𝐶𝑉  
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where 𝑣𝑎𝑟 𝜃  is estimated posterior variance of the HB estimator �̑� . We also 
compare the average simulation relative root MSE (RRMSE), and the RRMSE is 
computed as 𝑅𝑅𝑀𝑆𝐸 ∑ 𝑅𝑅𝑀𝑆𝐸 /𝑚, where 

𝑅𝑅𝑀𝑆𝐸 ∑ 𝑅𝑅𝑀𝑆𝐸 , and 𝑅𝑅𝑀𝑆𝐸 . 

Table 2 presents the comparison results of ARB, ACV and RRMSE under models 
YCM and YLLM using IG and flat priors. The HB estimator 𝜃  should be unbiased for 
the small area parameter 𝜃  following the conditional posterior distribution of 𝜃  given 
in the Appendix. When the true 𝜎 = 1, the average ARB is around 1.7% to 1.8% for 
both models YCM and YLLM, and the average ARB becomes much smaller when the 
true  𝜎 = 0.1. The results of ARB also indicate that the posterior HB estimators are 
unbiased for the small area parameter 𝜃  under both the IG and flat priors. However, 
both YCM and YLLM have smaller average CVs and RRMSE using IG prior, and 
particularly, using the flat prior leads to much larger average CVs for both YCM and 
YLLM. For example, when the true 𝜎 = 0.1, the average CV using flat prior is 8.15% 
under YCM and 7.88% under YLLM, the average CV using IG prior is 5.87% under 
YCM and 5.56% under YLLM. The results in Table 2 indicate that both IG and flat 
priors lead to similar performance of the HB estimator. However, using IG prior in both 
YCM and YLLM leads to smaller CV and RRMSE for the HB estimator. The results 
in Table 2 also demonstrate that YLLM performs slightly better than YCM in terms of 
CV and RRMSE. This simulation result is consistent with the results shown in You 
(2021).  

Table 2:  Comparison of average ARB%, average CV (ACV%) and RRMSE%  

Specification 𝜃  

YCM YLLM 

IG prior Flat prior IG prior Flat prior 

𝜎 =1 
ARB 1.83 1.78 1.73 1.77 
ACV 12.31 12.69 12.07 12.48 

RRMSE 10.49 10.46 10.24 10.25 

𝜎 =0.5 
ARB 1.15 1.14 1.14 1.16 
ACV 9.99 10.93 9.87 10.71 

RRMSE 8.76 8.87 8.62 8.78 

𝜎 =0.1 
ARB 0.22 0.35 0.28 0.31 
ACV 5.87 8.15 5.56 7.88 

RRMSE 5.68 5.72 5.45 5.56 
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4. Data analysis   

In this section, we compare YCM and YLLM using IG and flat priors through a real 
data application. Following Hidiroglou, Beaumont and Yung (2019) and You (2021), 
we apply both the YCM and YLLM to a Canadian Labour Force Survey (LFS) data and 
compare the HB estimates of unemployment rates with the census estimates. We apply 
both the YCM and YLLM to the May 2016 unemployment rate estimates for the Census 
Metropolitan Areas (CMAs) and Census Agglomerations (CAs), and then we compare 
the HB estimates and the direct estimates with the census estimates. For both the YCM 
and YLLM, the local area employment insurance monthly beneficiary rate is used as an 
auxiliary variable in the model, same as in Hidiroglou, Beaumont and Yung (2019) and 
You (2021). We compute the absolute relative error (ARE) of the direct and HB 
estimates with respect to the census estimates for each CMA/CA as follows: 

ARE , 

where 𝜃  is the direct or HB estimate and 𝜃  is the corresponding census value 
of the LFS unemployment rate. Then we take the average of AREs over CMA/CAs. For 
CV, we compute the average CVs of the direct and model-based estimates. We prefer a 
model with smaller ARE and smaller CV. We first apply both models YCM and YLLM 
to all the 117 CMA/CAs with sample size 2, and then apply to 92 CMA/CAs with 
sample size 5, and 79 CMA/CAs with sample size 7, respectively. Table 3 presents 
the average ARE and the corresponding average CV (in brackets) for the YCM and 
YLLM using IG and flat priors.  

Table 3:  Comparison of average ARE and average CV (in parenthesis) 

CMA/CAs Direct  
LFS 

YCM 
IG prior 

YCM 
Flat prior 

YLLM 
IG prior 

YLLM 
Flat prior 

Average over 117 CMA/CAs 
(sample size 2) 

0.263 
(0.329) 

0.149 
(0.127) 

0.148 
(0.136) 

0.135 
(0.116) 

0.135 
(0.123) 

Average over 92 CMA/CAs 
(sample size 5) 

0.216 
(0.262) 

0.132 
(0.115) 

0.132 
(0.121) 

0.126 
(0.112) 

0.125 
(0.117) 

Average over 79 CMA/CAs 
(sample size 7) 

0.181 
(0.232) 

0.123 
(0.112) 

0.122 
(0.115) 

0.119 
(0.109) 

0.118 
(0.114) 

 
It is clear from Table 3 that both the YCM and YLLM improve the direct LFS 

estimates substantially by reducing the average ARE and CV, and YLLM performs 
better than YCM. For both the YCM and YLLM, using IG and flat priors leads to about 
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the same ARE. However, using IG prior in the models can lead to smaller CV as shown 
in Table 3. For example, for YCM, the average CV over 117 CMA/CAs is 0.127 under 
IG prior and 0.136 under flat prior. For YLLM, the average CV is 0.116 under IG prior 
and 0.123 under flat prior. Thus, in our application, for the point estimation, there is 
no difference using IG or flat prior. However, using IG prior in both the YCM and 
YLLM can lead to smaller CV. This result is consistent with the simulation result 
reported in Table 2.  

Now we present a Bayesian model comparison using conditional predictive 
ordinate (CPO) for both the YCM and YLLM with IG and flat priors. CPOs are the 
observed likelihoods based on the cross-validation predictive density 𝑓 𝑦 |𝑦 . We 
compute the CPO value CPO 𝑓 𝑦 , |𝑦  for each observed data point 𝑦 , , 
and larger CPO  indicates a better model fit. For model choice, we can compute the 
CPO ratio of model A against model B. If this ratio is greater than 1, then 𝑦 ,  supports 
model A. We compute the CPO ratios for YCM IG/Flat and YLLM IG/Flat, and count 
the number of the CPO ratios that are larger than 1. We can also plot the CPO values 
or summarize the CPO values by taking the average of the estimated CPOs. For more 
detail on applications of CPO, see for example, Gilks, Richardson and Spiegelhalter 
(1996), You and Rao (2000), Molina, Nandram and Rao (2014) and You (2021). Table 4 
presents the average CPO values and # of CPO ratios larger than 1 over the 117, 92 and 
79 CMA/CAs for the YCM and YLLM with IG vs flat priors.  

Table 4:  Summary of the average CPO values and # of CPO ratios larger than 1 

CMA/CAs 

YCM YLLM 

IG  
prior 

Flat  
prior 

# of CPO  
ratio >1 

IG 
prior 

Flat  
prior 

# of CPO  
ratio >1 

117 0.1228 0.1222 76 0.1253 0.1242 73 

92 0.1412 0.1392 61 0.1419 0.1398 59 

79 0.1516 0.1491 50 0.1526 0.1517 52 

It is clear from Table 4 that for both the YCM and YLLM models, IG prior has 
larger CPO values than flat prior, and more than half of the observations support the 
model with IG prior. For example, over 117 CMA/CAs, for YCM, the average CPO 
under IG prior is 0.1228, and 0.1222 under flat prior, and 76 observations support YCM 
with IG prior. For YLLM, the average CPO is 0.1253 under IG prior and 0.1242 under 
flat prior, and 73 observations support YLLM with IG prior. We also note that the 
YLLM model is better than the YCM with larger CPO values for both IG and flat priors.  
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5. Concluding remarks 

In this paper, we have studied the performance of HB small area models using IG 
and flat priors on variance components through a simulation study and real data 
analysis. Our results indicate that both the YCM (You and Chapman 2006) and YLLM 
(You, 2021) models using IG and flat priors perform very well. However, using IG prior 
in both the YCM and YLLM leads to slightly better results (smaller CV) and better 
model fit. Our simulation study and real data analysis demonstrate that proper IG prior 
should be used in the HB small area models for variance components. Flat prior for the 
model variance should be avoided as using the flat prior has no advantage over the IG 
prior with respect to the final HB estimates. For future work, informative priors such 
as IG prior with parameter values based on previous survey data could also be used in 
the model to improve the HB small area estimators. It is also interesting to compare the 
HB estimators using informative priors.  
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Appendix 

 
Full conditional distributions and sampling procedure for the YLLM model:  

 𝜃 |𝑦,𝛽,𝜎 ,𝜎 ~𝑁 𝛾 𝑦 1 𝛾 𝑥 ′𝛽, 𝛾 𝜎 , where 𝛾 ,  

𝑖 1, . . . ,𝑚; 

 𝛽|𝑦,𝜃,𝜎 ,𝜎 ~𝑁 ∑ 𝑥 𝑥 ′ ∑ 𝑥 𝜃 ,𝜎 ∑ 𝑥 𝑥 ′ ;  

 𝜎 |𝑦,𝜃,𝛽,𝜎 ~ 𝐼 𝐺 𝑎 , 𝑏 ∑ 𝜃 𝑥 ′𝛽 ;  

 𝜎 𝑦,𝜃,𝛽,𝜎 , 𝛿, 𝜏 ∝ 𝑓 𝜎 ⋅ ℎ 𝜎 , where 𝑓 𝜎  and  ℎ 𝜎  are 

𝑓 𝜎 ~ 𝐼 𝐺 , , and ℎ 𝜎 𝑒𝑥𝑝 ; 

 𝛿|𝑦,𝜃,𝛽,𝜎 ,𝜎 , 𝜏 ~𝑁 ∑ 𝑧 𝑧 ∑ 𝑧 𝑙𝑜𝑔 𝜎 , 𝜏 ∑ 𝑧 𝑧 ;  

 𝜏 |𝑦 ,𝜃 ,𝛽,𝜎 ,𝜎 , 𝛿 ~ 𝐼 𝐺 𝑎 , 𝑏 ∑ 𝑙𝑜𝑔 𝜎 𝑧 𝛿 . 
 
 
We use Metropolis-Hastings rejection step to update 𝜎 :  

(1) Draw 𝜎 ∗ from 𝐼𝐺 , ; 

(2) Compute the acceptance probability 𝛼 𝜎
∗
,𝜎 𝑚𝑖𝑛 ℎ 𝜎

∗
/ℎ 𝜎 ,1 ;  

(3) Generate 𝑢 from Uniform(0,1), if 𝑢 < 𝛼 𝜎
∗
,𝜎 , the candidate 𝜎 ∗ is 

accepted, 𝜎 𝜎
∗; otherwise 𝜎 ∗ is rejected, and set 𝜎 𝜎 . 
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Application of statistical methods in socio-economic geography 
and spatial management based on selected scientific journals listed 

in the Web of Sciences database 

Sławomir Dorocki1, Mariusz Cembruch-Nowakowski2 

Abstract 

The aim of the paper is to present an analysis of the use of statistical methods and tools 
in scientific articles related to socio-economic geography and spatial management published 
in the years 2012–2021. In order to evaluate the intensity and diversity of this phenomenon, 
a query was carried out using the Web of Sciences electronic academic information database. 
A preliminary literature search led to the decision to focus on papers published in three 
selected journals relating to social geography (Geoforum), economic geography (Applied 
Geography) and spatial management (Landscape and Urban Planning). The paper analyses 
the variety of the statistical tools used in the studies presented in the aforementioned 
journals. The frequency and type of the applied statistical methods, computer software and 
computing tools is correlated with the specificity of the research area. 

Key words: socio-economic geography, statistical methods, computer software, electronic 
academic information database. 

1.  Introduction 

Statistical methods are frequently used by researchers as auxiliary tools for data 
analysis in various scientific disciplines including: exact, natural, medical, and social 
sciences as well as humanities. However, they are particularly useful for data collection 
and analysis in some sub-disciplines, such as e.g. geography including socio-economic 
geography and spatial management. In demography and population geography, 
mathematics and statistics were introduced already in the 18th century (Fleszar, 1962). 
However, the term “quantitative geography” appeared in the literature at the beginning 
of the 20th century in papers published by Wallis (1912) and Huntington (1927). 
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The real revolution, which occurred at the turn of the 50s and 60s of the 20th century, 
resulted in a transition from descriptive geography (idiographic) to the empirical law-
making (nomothetic) geography. As a consequence, more advanced statistical methods 
(including multidimensional ones) were used by the researchers involved in these 
studies (R. P Haining, R. Haining, (2003); Runge, 2006; A. Agresti, (2009); J. E. Burt 
et al. (2009); A. Hanushek, J. E. Jackson, (2013); R. Kitchin, (2013); O. Schabenberger, 
C. A. Gotway, (2017); Czyż, Chojnicki, 2019; Hauke, 2021). 

Socio-economic geography and spatial management emerged as a new discipline 
of social sciences in 2018. The current development of social and economic geography 
is tightly connected with the development of statistical tools and geostatistical methods. 
The contemporary computing potential and availability of statistical databases 
(big data) supported by IT statistical tools allow the spatial interpretations of various 
spatial phenomena. It should be pointed out that such a research methodology usually 
requires the involvement of interdisciplinary research teams. It can be observed that 
recently such teams consisting of geographers, statisticians, and computer scientists 
have been created to carry out joint research in a wide area of geography.  

2. Data Collection 

To analyze whether and to what extent the statistical tools are currently used 
in socio-economic geography and spatial management the query of papers dealing with 
that research subject and published in the international scientific journals in the period 
of time 2012–2022 was performed.  

Web of Science (WoS), one of the largest electronic academic information 
databases, was used as the source to retrieve the related publications. The publications 
in which the statistical methods and IT programs were used for data analysis were 
selected and used for further discussion.  

The sample for the analysis was selected in two step procedure. In the first step, the 
content analysis was applied for the search in Web of Science electronic academic 
information database using the following key words: socio-economic geography, spatial 
management, statistical methods, computer software, IT programs. The search allowed 
to identify 30 journals (160 512 papers) matching the subject of interest. From that set 
of journals three of them published by Elsevier publishing house were selected: 
Geoforum, Applied Geography and Landscape and Urban Planning with the content 
of 5507 papers dealing with the problems under investigation. These journals were 
selected based on their scopes and reputation in scientific community (see below for 
details).    
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In the second step, the query of the papers presenting research results in the area of 
socio-economic geography and spatial management published in these journals in the 
period of time 2012-2021 was performed. That resulted in the selection of 592 papers 
meeting the imposed requirements. That sample was subjected to detailed analysis 
assuming the confidence level α = 0.95, fraction = 0.5, maximal error 0.05%. Taking 
into account these parameters the sample for analysis reduced to 383 papers. However, 
to ensure the representativeness of the content it was decided to analyse all of the 
592 papers. That resulted in increase of the maximal error to about 4%.  

3. Data Selection and Analysis  

The preliminary analysis indicated that the scopes of three scientific journals: 
Goforum, Applied Geography, and Landscape and Urban Planning are compatible with 
the research subjects of socio-economic geography and spatial management. In the 
period of time considered in the analysis (2012–2021), these journals published 
5507 papers dealing with these subjects: Geoforum (1948) Landscape and Urban 
Planning (1832), and Applied Geography (1727). It should be pointed out that the 
scopes of these journals cover the representative and the most important aspects of 
research in geography and spatial management. Geoforum is mainly interested 
in papers presenting the research results of studies in social geography, including the 
geography of settlement and political geography. „Geoforum is a leading international, 
interdisciplinary journal publishing innovative research and commentary in human 
geography and related fields. It is global in outlook and integrative in approach. The 
broad focus of Geoforum is the organisation of economic, political, social, and 
environmental systems through space and over time. Areas of study range from the 
analysis of the global political economy, through political ecology, national systems of 
regulation and governance, to urban and regional development, feminist, economic and 
urban geographies and environmental justice and resources management”3.  

Geoforum has Cite Score 5.9, Impact Factor = 3.93, supports open access and is 
abstracted/indexed in 7 data bases (Current Contents, Academic Journal Guide 
(Chartered Association of Business Schools), Elsevier BIOBASE, Engineering Village – 
GEOBASE, Current Contents – Social & Behavioral Sciences, Social Sciences Citation 
Index and Scopus).   

Applied Geography is mainly presenting papers on economic geography. “Applied 
Geography is a journal devoted to the publication of research which utilizes geographic 
approaches (human, physical, nature-society and GIScience) to resolve human problems 

                                                           
3 Retrieved from: https://www.sciencedirect.com/journal/geoforum. 22.06.2022 
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that have a spatial dimension. These problems may be related to the assessment, 
management and allocation of the world's physical and/or human resources. The 
underlying rationale of the journal is that only through a clear understanding of the 
relevant societal, physical, and coupled natural-humans systems can we resolve such 
problems”4. 

Applied Geography has Cite Score equal to 8.3, Impact Factor 4.73, and supports 
open access. It is abstracted/indexed in 16 main data bases  (Sage Public Administration 
Abstracts, Geography, Ecological Abstracts, Envirofiche, GeoRef, Oceanographic 
Literature Review, Elsevier BIOBASE, International Development Abstracts, Sage 
Urban Studies Abstracts, Social Sciences Citation Index, Current Contents, Current 
Geographical Publications, Environmental Abstracts, Environmental Periodicals 
Bibliography, Geographical Abstracts, Scopus). 

Landscape and Urban Planning is dealing with special management. “Landscape 
and Urban Planning is an international journal aimed at advancing conceptual, 
scientific, and applied understandings of landscape in order to promote sustainable 
solutions for landscape change. Landscapes are visible and integrative social-ecological 
systems with variable spatial and temporal dimensions. Landscapes are increasingly 
urban in nature and ecologically and culturally sensitive to changes at local through 
global scales. Multiple disciplines and perspectives are required to understand 
landscapes and align social and ecological values to ensure the sustainability of 
landscapes. The journal is based on the premise that landscape science linked 
to planning and design can provide mutually supportive outcomes for people and 
nature”5. 

Landscape and Urban Planning, has Cite Score equal to 12.7, IF = 8.12, supports 
open access. It is abstracted/indexed in 13 main data bases: Science Citation Index,  
Elsevier BIOBASE, LandSearch, Engineering Village – GEOBASE, Applied Ecology 
Abstracts, BIOSIS Citation Index, Current Contents, Environmental Periodicals 
Bibliography, Geographical Abstracts, Scopus, Cambridge Scientific Abstracts, 
Environmental Abstracts, Urban Studies Abstracts. It can be summarized that these 
journals are representative of the subject under investigation. The statistical sample of 
592 papers published in these journals in the period of time 2012–2021 was carefully 
reviewed to search for the application of statistical methods in data analysis 
(see Table 1). The number of papers selected from various journals is proportional to 
the total number of papers published in each of them. It should be noticed that Applied 
Geography is a quarterly journal while Geoforum is a monthly journal, which translates 
to the total number of papers published in each of them.  
                                                           

4  Retrieved from: https://www.sciencedirect.com/science/article/abs/pii/S014362282100028X. 22.06.2022 
5  Retrieved from: https://www.sciencedirect.com/journal/landscape-and-urban-planning. 22.06.2022 
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Table 1:  Number of analyzed papers published in the selected journals in the period of time  
2012–2021 

Journal/year 20
12

 

20
13

 

20
14

 

20
15

 

20
16

 

20
17

 

20
18

 

20
19

 

20
20

 

20
21

 

Su
m

 

IF
 

Applied 
Geography 10 12 7 8 9 9 7 11 23 17 113 4.60 

Geoforum 42 25 27 11 24 10 33 20 27 32 251 3.77 

Landscape and 
Urban Planning 28 28 18 26 17 24 20 17 24 26 228 6.85 

Sum 80 65 52 45 50 43 60 48 74 75 592  

Source: own studies. 
 

The authors of 63% papers analyzed used statistical methods as research tools 
(Table 2). Most often, these methods were present in the works on the special 
management, papers published in Landscape and Urban Planning and in economic 
geography, papers published in Applied Geography. The share of papers in which 
statistical methods were used was almost ten times smaller in the case of publication in 
Geoforum than for the first two magazines. This is mainly due to the fact that papers 
published in Geoforum were of more theoretical nature or they presented research 
based on the survey results, which were often purely descriptive. It is noticeable that 
in the articles under investigation several (more than one) statistical methods were 
usually used; on average, about 3.5 methods were used per article. In this analytical 
approach, the publications in Geoforum did not stand out considerably from the 
average methods used in the other two inspected journals.  

In the conducted study, not only the methods used were analyzed but also the way 
of presenting the results in the form of charts and diagrams was considered. However, 
not all charts, but only those used as the basis for the statistical inference were taken 
into consideration. These graphical methods prevailed in Applied Geography (in 69% 
of papers) while in Geoforum they were rarely present (in 1.6 % of papers). It should be 
observed that in Landscape and Urban Planning the choropleth maps and diagrams 
accompanying the geostatistical methods were identified. However, they were not 
considered in the current analysis because there are basic substantive and 
methodological difficulties in the expectance of their applicability in the social and 
political geography where they are rarely, if ever, used. 
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Table 2: Fraction of papers in which the statistical methods were used in the selected journals in the 
period of time 2012–2021 

Journal 
Statistical 

methods used 
(%) 

The average number of 
methods used per one 

paper 

Charts used  
(%) 

Landscape and Urban Planning 88.60 3.77 59.65 
Applied Geography 88.50 3.16 69.03 
Geoforum 9.96 2.28 1.59 

Sum 63.34 3.47 36.82 

Source: own studies. 

As a result of the query, the following statistical methods were distinguished: 
average measures (mean), measures of variation - including standard deviations (SD), 
positional measures, e.g. median, dominant, etc. (position), correlation-regression 
(R2), statistical model (model), standardization or normalization (normal). In addition, 
the most commonly used advanced statistical methods and programs used to carry out 
calculations were reviewed. It should be noticed that in some cases there was no 
information on the type of statistical tools used although the results presented clearly 
indicated that they were applied.  

Table 3: Fraction of papers in which the selected statistical methods were used in selected journals in 
the period of time 2012–2021 

Journal r2 mean model SD position normal 

Applied Geography  58.41 46.02 46.90 39.82 43.36 45.13 

Geoforum 3.19 7.57 3.19 4.78 1.59 2.39 

Landscape and Urban Planning 70.61 65.35 58.33 59.65 53.51 26.32 
Sum 39.70 37.16 32.77 32.60 29.56 19.76 

Source: own studies. 

Among these statistical methods, the correlation-regression (R2) was the most 
frequently used (in 39.7% of analyzed papers). That method was mostly applied to 
analyze the economic and social phenomena in studies carried out in the area of spatial 
management (published in Landscape and Urban Planning) and economic geography. 
Interestingly, although the analyzed phenomena had spatial dimension (geographic 
coordinate system) the autocorrelation of variables was neglected in their analyzes 
(Dorocki, Jenner 2016). Thus, these methods were applied for selection as well as for 
observation of the relationship between variables. 

The arithmetic average was in the second place amongst the statistical methods 
used by the authors of the papers published in analyzed journals. That simple method 
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was used most often in the studies in the area of social geography (papers published 
in Geoforum). Two others identified by our methods such as measures of 
differentiation our statistical models were used to a similar extent. 

Surprisingly, it was observed that the frequency of using statistical methods in the 
papers published in the time frame 2012-2021 was not dependent on the year of 
publication. It was expected that in the most recent papers there will be a higher 
probability of using statistical tools but that assumption was not confirmed. The use of 
statistical methods was shown to be dependent mainly on the research subject 
presented but also on the quality and quantity of data collected. In the case of 
publications from the area of social geography (Geoforum) usually a survey and 
scientific observations served as a base for analysis. The analysis of this kind of data was 
often limited to the very description of the relative values and the survey responses 
obtained. The most common methods, in this case, were average and positional 
measures and the Cronbach Alpha test. In papers from the area of economic geography 
the most frequently analyzed are secondary statistical data derived from databases 
shared by public institutions. In such cases, the study of dependencies between 
statistical variables, confidence testing as well as creation and verification of statistical 
models were most often undertaken. In the case of papers from the area of spatial 
management, the studies involved mainly spatial data. Thus, the researchers applied 
mostly the geostatistical methods (GIS) and analyses related to environmental 
protection such as risks analysis and matrix methods. Also, the spatial or mixed models 
were considered.  

Out of all advanced statistical methods used in the literature analyzed the following, 
most often repeated methods are listed in alphabetical order: (ANOVA), Amsterdam 
mode, Cronbach Alpha, Chi-2, exploratory factor analysis (EFA), Generalized Linear 
Mixed Models (GLMM), generalized linear models (GLM), Kolmogorov–Smirnov test, 
Gaussian distribution, Kruskal–Wallis test, mixed methods, Monte Carlo method, 
Mann Whitney U test, generalized cross-validation (GCV), Manova (Wilk's lambda), 
multiple linear regression (MLR), Moran I, OLS, PCA, Pearson, Spearman, 
multidimensional regression tree (MRT), Shannon diversity index, index Kappa. It is 
worth mentioning that the use of many statistical methods is also related to the 
accessibility of computer statistical programs. Out of the statistical software used the 
most popular was R Project for Statistical Computing (R), which served as an analytical 
tool in 53 papers, of which 43 were published in Landscape and Urban Planning. The 
popularity of that program comes not only from its computing capabilities but also 
from its high availability; it is free statistical software working in the UNIX, Windows, 
and in the MacOS environments. Additionally, various packages extending the 
possibilities of the program are delivered. 
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In the second place among the statistical software used was Statistical Package for 
the Social Sciences (SPSS). It was originally addressed mainly to the social sciences but 
currently it is widely used also in other scientific disciplines. One of the most popular 
geostatistical tool is ArcGIS software. It allows the creation and processing/modification 
of the existing maps, analysis of spatial data, their visualization, and data management 
in geodatabases. That program was used mainly by the authors publishing papers 
in Landscape and Urban Planning. Most often the NVivo package was used for the 
analysis of qualitative data obtained from surveys, e.g. text - interview content, etc. Also, 
the very popular MS Excel package and built-in statistical functions are utilized. As with 
the selection of analytical methods for a given type of data, also in the case of statistical 
software, there is a diversification of the programs used (Table 4).  

Table 4: Share of statistical software used by the authors of papers published in selected journals in 
the time frame 2012–2021 

Program Applied 
Geography Geoforum Landscape and 

Urban Planning sum 

R 9 1 43 53 
SPSS 14 5 14 33 
ArcGIS 1 

 
17 18 

NVivo 
 

5 2 7 
MS excel 3 2 2 7 
GeoDa 2 1 3 6 
PC-ORD 

  
6 6 

ArcMap 
  

5 5 
Matlab 1 

 
1 2 

MAXQDA 
  

2 2 
MINITAB 

  
2 2 

Qgis 
  

2 2 
SigmaPlot 

  
2 2 

Source: own studies. 

4. Discussion 

In the  current paper  the  application of statistical methods in studies in socio-
economic geography and spatial management  was presented  based on the analysis of 
the papers published in three deliberately selected prestigious scientific journals. These 
journals are published by the Elsevier publication house and have high citation sores 
and impact factors. These can serve as evidence that they are of interest to a wide 
population of the researchers.  As indicated above, the results of research on the subjects 
related to the socio-economic geography and spatial management are also presented 
in several other scientific journals, including some of Polish journals. Some of them are 



STATISTICS IN TRANSITION new series, September 2023 

 

187

not recognized in WoS while others, e.g. Bulletin of Geography-Socio-Economic Series, 
European Spatial Research and Policy, Geographia Polonica, Miscellanea Geographica, 
Studies of the Industrial Geography Commission of the Polish Geographical Society, 
Quaestiones Geographicae are indexed only recently. It could be recommended to 
consider, in the extension of the analysis presented within this paper, to include the 
contents of some of  these journals in the near future. This would allow to consider the 
interest of  many other researchers in application of statistical methods in analysis of 
data relevant to the socio-economic geography. It should be observed that Polish 
researchers, e.g. T. Czyż, W. Ratajczak, P. Czapliński, Z. Chojnicki, D. Jędrzejczyk, 
T. Stryjakiewicz, I. Jażdżewska, J. Hauke, (2021) belong to that group.  

The sample of 592 papers published in the journals indicated below in the period 
of time 2012–2021 was subjected to the detailed analysis. Interestingly, the fraction of 
papers in which the statistical methods reached almost 89% for publications 
in Landscape and Urban Planning and Applied Geography while only about 10% for 
publications in Geoforum.  The correlation-regression (R2) was the most frequently 
used method. It was applied to analyze data in almost 40% of  papers reviewed. The 
simple, arithmetic average was the second most popular statistical method used by the 
authors of the papers published in analyzed journals. This was followed by 
differentiation our statistical models, which were used to a similar extent. 
Unexpectedly, that order of popularity of the statistical methods did not changed 
during the decade under consideration (2012–2021). Various types of statistical 
software  were used as the analytical tools.  R Project for Statistical Computing (R) was 
the most popular one. It was used as an analytical tool in the research resented 
in 53 papers. Interestingly, 43 of them were published in Landscape and Urban 
Planning. Such high frequency of using that software  can be explained considering its 
high  computing capabilities combining with availability, as it is free of charge  statistical 
software working in UNIX, Windows, and in the MacOS environments. The second 
place most popular statistical software was Statistical Package for the Social Sciences 
(SPSS), currently widely used also in various scientific disciplines. For the spatial 
analysis the ArcGIS software is applied. The NVivo package is used for the analysis of 
qualitative data obtained from surveys while MS Excel package is helpful in the 
quantitative analysis. 

5. Conclusions 

The literature query allowed drawing a picture of differentiation and intensity of 
the statistical methods and statistical software application in studies carried out in the 
area of socio-economic geography and spatial management. Differences observed 
between the sub-disciplines reflect the specificity of the research practices characteristic 
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for them. For example, the papers dealing with the subject related to spatial 
management usually present the conclusions reached within the applied research 
projects which are carried out by large multidisciplinary, often international research 
teams. In that case, advanced analyzes based on statistical models and methods (often 
multidimensional methods and triangulation) are used. On the other hand, studies 
in the area of social geography are less costly and usually carried out by individual 
researchers. Thus, the application of less advanced and simpler analytical methods 
prevail, producing more general sets of results (often only as percentage values). The 
papers in the area of economic geography present mainly the results of secondary data 
analysis based on the tests and dependency research carried out with the use of 
statistical methods and models. 

There is no doubt that conducting research with the support of statistical methods 
increases the credibility and reliability of their results as well as ensures the correctness 
of inference. This is particularly important for the analysis of spatial phenomena which 
is becoming more and more complex. 

It can be concluded that geographers should constantly develop and improve their 
competencies in the area of applied statistics. Also, the involvement of professional 
statisticians in the development of statistical tools better suited for studies of various 
geographic phenomena would be highly beneficial for the discipline.  
 
Limitations and future studies. 

The conclusions presented above are based on the analysis of the representative but 
relatively small sample of the literature resources available.  This can be considered as 
the limitation of the certainty  of the results presented. The analysis of a larger sample 
and observation of possible changes which have occurred in recent years will be 
performed to draw a wider and more precise picture of the phenomena under 
observation.  
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40th International Conference MSA'2022 joined with MASEP 

Marta Małecka1, Artur Mikulec2, Elżbieta Zalewska3 

The jubilee 40th International Conference MSA'2022 joined with MASEP took 
place on November 7–9, 2022, at the Training and Conference Center of the 
University of Lodz, Kopcińskiego 16/18 St. The conference was organized by  
the Department of Statistical Methods of the University of Lodz. This edition of the 
conference was organized in cooperation with the MASEP (Measurement and 
Assessment of Social and Economic Phenomena) conference. The conference was 
co-organized by: the Institute of Statistics and Demography (University of Lodz), 
the Department of Economic and Social Statistics (University of Lodz), the Statistics 
and Econometrics Committee of the Polish Academy of Sciences, the Polish Statistical 
Association, branch in Lodz and the Statistical Office in Lodz. The honorary 
patronage over the conference was taken by: Rector of the University of Lodz – 
prof. Elżbieta Żądzińska and the President of Statistics Poland – Dominik Rozkrut. 
The substantive partner of the conference was also StatSoft Polska Sp. z o. o. 

The head of the Scientific Committee was prof. Czesław Domański and the head 
of the Organizing Committee was prof. Alina Jędrzejczak. The scientific secretaries of 
the conference were Elżbieta Zalewska, Marta Małecka, Artur Mikulec and Łukasz 
Ziarko. 

The main objectives of the MSA'2022 conference were twofold: first, the presentation 
of the latest achievements in the field of multidimensional statistical analysis, and 
second, exchange of experience resulting from its application. 

The 40th International Conference MSA'2022 joined with MASEP was organized 
in a stationary mode. The conference was attended by 179 people (including 
74 employees of the Statistical Office in Lodz, who participated only on the first day of 
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the conference) from various academic centers in Poland, including Gdansk, 
Katowice, Cracow, Lodz, Poznan, Radom, Szczecin, Warsaw and Wroclaw, 
representatives of Statistics Poland, the Statistical Office in Lodz as well as guests from 
the Czech Republic, Italy and Ukraine. During the conference, three plenary and 
fourteen panel sessions were held, during which a total of 59 papers were presented. 

The conference began on November 7 with an opening made by the head of the 
Organizing Committee, prof. Alina Jędrzejczak, Vice-Rector for External Relations of 
the University of Lodz, prof. Agnieszka Kurczewska, Vice-Dean for Scientific 
Research at the Faculty of Economics and Sociology of the University of Lodz prof. 
Ewa Kusideł, and the head of the Scientific Committee prof. Czeslaw Domański. Due 
to the jubilee edition of the MSA conference, during the opening of the conference, 
prof. Czesław Domański mentioned the first editions and reminded the history of the 
Lodz statistical conference. 

After the official opening, the first plenary session took place. According to the 
conference tradition, the session was dedicated to the history of the Polish statistics 
and to memories of recently deceased statisticians. It was chaired by prof. Bronisław 
Ceranka, Poznan University of Life Sciences. The following papers were presented 
in this session: 
 Integration of the statistician environment in the light of the ruby jubilee of the 

MSA – prof. Czesław Domański, University of Lodz, prof. Agata Szczukocka, 
University of Lodz, 

 Tadeusz Gerstenkorn (1927–2021) – probabilist and statistician – Andrzej 
Łuczak, University of Lodz, 

 Jan Kordos (1930–2021) – statistician, classical scientist, animator of scientific 
and organizational life on many levels – Czesław Domański, University of Lodz, 
Dominik Rozkrut, Statistics Poland, Włodzimierz Okrasa, Cardinal Stefan 
Wyszyński University in Warsaw, 

 Tadeusz Bednarski (1949–2021) – an outstanding statistician from Wrocław, 
doctor of statistics at the University of California in Berkeley (USA) – Grzegorz 
Wyłupek, University of Wrocław. 

The second plenary session was held after the historical session and was chaired 
by prof. Mirosław Szreder, University of Gdansk. The participants of the conference 
were given two invited lectures: 
 Testing dependencies in time series – Marie Huskova, Charles University, 

Prague, 
 Statistics in transition: five trends that accelerate the evolution of official 

statistics – Dominik Rozkrut, Statistics Poland. 
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The third plenary session was held on the third day of the conference, before its 
official closing. It was chaired by prof. Elżbieta Gołata, Poznan University of 
Economics and Business. The last session included two invited lectures entitled: 
 Longevity dividend – multidimensional risk analysis – Grażyna Trzpiot, 

University of Economics in Katowice, 
 Relative taxonomy method in data analysis – approaches, simulation studies, 

applications – Marek Walesiak, Wroclaw University of Economics and Business, 
Grażyna Dehnel, Poznan University of Economics and Business, Andrzej Dudek, 
Wroclaw University of Economics and Business. 

The conference hosted a banquet on the occasion of the 80th birthday of prof. 
Miroslaw Krzyśko, which was held on the first day of the conference. On the same 
day, there was also a jubilee of the 60th anniversary of the Statistical Office in Lodz, 
during which Anna Luchowska (Statistical Office in Lodz) gave a paper entitled 
"60 years of operations of the Statistical Office in Lodz", presenting the history and key 
information on the activities of the Office. The co-author of the speech was Piotr 
Ryszard Cmela (Director of the Statistical Office in Lodz). 

During the ceremony, the President of Statistics Poland, Dominik Rozkrut, 
presented seventy-four employees of the Statistical Office in Lodz with the 
decorations "For merits for the statistics of the Republic of Poland", which are the 
honorary distinctions awarded for special achievements in the field of statistics. 
The jubilee session ended with thanks from the President of Statistics Poland and the 
Director of the Statistical Office in Lodz for the employees’ work and commitment, 
which greatly contributed to the achievements and prestige of the Office. 

During the fourteen parallel sessions of the conference a broad area of topics was 
covered. The scope of the topics included, in particular, the following groups of issues: 
1. Theory of statistical methods. A very wide range of topics were discussed in this 

group, including: multivariate measures, in particular asymmetry measures, 
statistical tests, the problem of optimal sample size, concept of noise according to 
Daniel Kahneman, the question of measuring dissimilarities, estimating 
multivariate stochastic volatility models, breakpoint detection, multimodel 
prediction, Bayesian procedures. Within the presented studied dedicated to 
statistical theory, there was also a line of discussions on current problems, 
challenges and solutions related to national censuses.  

2. Macroeconomic applications. The main macroeconomic topic discussed 
in accordance with a number of papers presented during the conference was 
inflation, which is currently an important social issue. Within this topic, modern 
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methods of measuring inflation based on scrapped data were also discussed. 
Moreover, the conference debates included topics such as consumer confidence 
index and development measures. 

3. Demographic and social issues. The range of socio-demographic issues discussed 
in the papers presented at the conference was very wide. In the field of 
demography, there were papers on current demographic problems and methods of 
mortality forecasting. Many papers concerned the labor market: the status of 
young people on the labor market, sectoral and spatial differentiation of the 
employment rate in the COVID-19 era, labor demand, duration of the young 
workers' first job. Other topics concerned income and poverty, including: 
modeling the distribution of income, material situation and life satisfaction, 
income expectations in families, poverty lines. The problem of seniors' social 
activity and spatial accessibility were also discussed. Moreover, the conference 
participants presented papers on current problems such as estimating the length of 
stay of foreigners in Poland or integration of immigrants in the European Union.  

4. Sustainable development. Among the economic and social topics, a group of topics 
closely related to the problems of sustainable development and ecology was 
distinguished. In this regard the conference papers included the implementation  
of the goals of sustainable development in EU countries, sustainable energy  
in European countries, forecasting demand for water for households and the 
relationship between non-ferrous metals and the green bond market. 

5. Business applications. Many papers covered the application of statistical methods 
to business. Presented topics included, among others, the strategic dimensions of 
corporate entrepreneurship, the development of organizations based on the logic 
of effectuation, document grouping with respect to their sentiment or the issue of 
using data coming from Internet sources. 

6. Financial market. Topics in the field of statistical methods used in financial 
markets included, among others: the use of a kernel estimator to measure the 
extreme risk of returns on the Warsaw Stock Exchange, estimation of value at risk, 
liquidity measures in cryptocurrency markets, measures of insurance market 
integration, the use of models of artificial intelligence in commercial banks and 
predicting consumer insolvency. 

In addition to topics closely related to statistical methods, the conference also 
featured a discussion on teaching statistics at universities. This discussion was based 
on a paper joining issues of new academic program creation, educational assessment, 
labor market, national committee of accreditation and econometric model.  
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The parallel sessions were chaired by: 
November 7th 

SESSION IIIA prof. Andrzej Sokołowski (Cracow University of Economics, 
 Collegium Humanum – Warsaw Management University) 
SESSION IIIB prof. Krzysztof Jajuga (Wroclaw University of Economics and 
 Business) 
SESSION IVA prof. Danuta Strahl (Wroclaw University of Economics and 
 Business, WSB University) 
SESSION IVB prof. Grażyna Dehnel, prof. UEP (Poznan University of 
 Economics and Business) 

November 8th 
SESSION IA prof. Grzegorz Kończak (University of Economics in Katowice) 
SESSION IB prof. Iwona Bąk, prof. ZUT (West Pomeranian University of 
 Technology in Szczecin) 
SESSION IIA prof. Iwona Markowicz, prof. US (University of Szczecin) 
SESSION IIB prof. Maria Grzelak (University of Lodz) 
SESSION IIIA prof. Eugeniusz Gatnar (University of Economics in Katowice) 
SESSION IIIB prof. Elżbieta Roszko-Wójtowicz (University of Lodz) 
SESSION IIIC  prof. Józef Dziechciarz (Wroclaw University of Economics and 
 Business) 

November 9th 
SESSION IA prof. Wojciech Zieliński (Warsaw University of Life Sciences) 
SESSION IB prof. Dominik Krężołek (University of Economics in Katowice) 
SESSION IC prof. Alina Jędrzejczak (University of Lodz). 

A detailed list of presenting authors and topics is available at https://www.uni.Lodz.pl/msa. 

The social program of the conference included a trip to the Museum of 
Cinematography, which was organized after the sessions on the second day of the 
conference. In addition to visiting the museum, the participants listened to a lecture 
on "Special effects in cinematography", thanks to which they learned about the most 
popular techniques of creating trick shots, their use in cinema and television, 
and followed their development over the years. The lecture was illustrated with photos 
and fragments of selected films using special effects. The story began with the first 
productions at the turn of the 19th and 20th centuries, and ended with today’s films. 
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The conference was summed up and closed officially by the head of the Scientific 
Committee – prof. Czesław Domański and the head of the Organizing Committee - 
prof. Alina Jędrzejczak. They thanked all the participants for their active participation 
in the conference. They also thanked the co-organizers, partners and all institutions 
cooperating in the organization of the conference. They emphasized the fact that, 
thanks the joint efforts of participants and organizers, the jubilee edition of the 
conference turned out to be a great success. 

Finally, all participants were invited to the 41st Conference on Multivariate 
Statistical Analysis (MSA’2023), which is planned to take place on November 6–8, 
2023, at the Training and Conference Center of the University of Lodz. 
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