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Changepoint detection with the use of the RESPERM method –  
a Monte Carlo study 

Grzegorz Kończak1, Katarzyna Stąpor2 

Abstract 

RESPERM (residuals permutation-based method) is a single changepoint detection method 
based on regression residuals permutation, which can be applied to many physiological 
situations where the regression slope can change suddenly at a given point. This article 
presents the results of a Monte Carlo study on the properties of the RESPERM method for 
single changepoint detection in a linear regression model. We compared our method with 
a well-known segmented method for detection breakpoint in linear models. The Monte 
Carlo study showed that when the input data are very noisy, the RESPERM method 
outperforms the segmented approach in terms of variance, and in the case of bias, the results 
of the two methods are comparable. 
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1.  Introduction 

The changepoint analysis plays an important role in many fields including time 
series analysis, quality control, economy, finance, genome research, signal processing, 
medical research, and many others. The changepoint problem is generally referred to 
as identifying the changes at unknown times and of estimating the location of changes 
in stochastic processes. This problem was initially discussed by Quandt (1958, 1960) 
and also Chow (1960). The changepoint problem can be formulated in several models 
and numerous methodological approaches have been implemented in examining these 
models. Maximum-likelihood estimation, Bayesian estimation, piecewise regression, 
quasi-likelihood and non-parametric regression as well as grid-searching are among 
the methods which have been applied to resolving challenges in changepoint problems 
(Julious, 2001). Changepoint detection methods can be online (detecting in real-time 
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setting) or offline, that retrospectively detect changes when all samples are received. 
The problem of estimation the location of changepoints has been intensively studied 
in the literature including significance testing of estimate as well (a pioneering work of 
Chow (1960) should be mentioned here, but there are also many newer ones). 
A detailed review, as well as the classification and evaluation of different changepoint 
detection methods based on the selected criteria can be found, for example, 
in (Aminikhanghahi and Cook, 2017; Truong et al., 2020).  

In this article we consider locating changepoint in a linear regression model with 
one changepoint. There are different nomenclatures to describe the so-called 
changepoint regression, such as „segmented” (Lerman, 1980), „broken-line” (Ulm, 
1991), „structural change” (Bacon and Watts, 1971) and some others, in which the 
relationship between the response and the explanatory variable (or variables) is 
piecewise linear. There are two possibilities in changepoint regression. The first one is 
a continuous piecewise model, in which regression lines with different slopes are 
connected at unknown changepoints. In the second, discontinuous model, 
the regression lines jump at the changepoint (Figure 1).  
 

 
Figure 1. The illustrative example of one changepoint in linear regression model 

 
The paper is presented as follows. After a brief introduction to the problem of 

changepoint detection in the literature, in Section 2 we present the general model for 
changepoint regression and describe, very shortly, two selected methods used in the 
comparison further. In Section 3 we present the concepts and the process of the Monte 
Carlo study. Sections 4 and 5 describe the Monte Carlo simulation study and the 
obtained results with discussion, respectively. The last section provides conclusion 
remarks.  
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2.  The changepoint regression model and the selected methods 

The general model of changepoint regression with 𝐽 changepoints (𝐽 ൅ 1 regimes) 
can be written as:  

𝑦௜ ൌ

⎩
⎪⎪
⎨

⎪⎪
⎧
𝛽଴ሺଵሻ ൅ 𝛽ଵሺଵሻ𝑥௜ ൅ 𝜀௜ሺଵሻ 𝑥௜ ൑ 𝑐ℎ𝑝ଵ
𝛽଴ሺଶሻ ൅ 𝛽ଵሺଶሻ𝑥௜ ൅ 𝜀௜ሺଶሻ 𝑐ℎ𝑝ଵ ൏ 𝑥௜ ൑ 𝑐ℎ𝑝ଶ
    ⋮ 
𝛽଴ሺ௝ሻ ൅ 𝛽ଵሺ௝ሻ𝑥௜ ൅ 𝜀௜ሺ௝ሻ 𝑐ℎ𝑝௝ିଵ ൏ 𝑥௜ ൑ 𝑐ℎ𝑝௝
    ⋮
𝛽଴ሺ௃ ାଵሻ ൅ 𝛽ଵሺ௃ାଵሻ𝑥௜ ൅ 𝜀௜ሺ௃ ାଵሻ 𝑐ℎ𝑝௃ ൏ 𝑥௜

     (1) 

In this paper we will only consider the models where the changepoints are defined 
in terms of only one regressor denoted here as 𝑥. The model (1) considers only one 
regressor 𝑥 along which the changepoints lie, however other regressors can also be 
included in the model. In the model (1) 𝑖 ൌ 1, . . . ,𝑛 are the observation numbers, 𝑛 is 
the total sample size, 𝑐ℎ𝑝௝ 𝑗 ൌ 1, . . . , 𝐽 are the changepoint parameters for the regressor 
𝑥 which satisfy:  

𝑐ℎ𝑝ଵ ൏ 𝑐ℎ𝑝ଶ ൏. . .൏ 𝑐ℎ𝑝௃ 
𝜀௜ሺ௝ሻ  are independent, identically distributed random variables, having mean zero and 
possibly differing variances 𝜎௝ଶ 𝑗 ൌ 1, . . . , 𝐽 , respectively.  

The changepoints locations given by 𝑐ℎ𝑝௝ are the unknown parameters to be 
estimated, but the number of changepoints in the observed sample is assumed to be 
known. The model above also assumes that regressor 𝑥 can be ordered (that means 
partitioned by the changepoints 𝑐ℎ𝑝௝), and sufficient number of observations can be 
placed in each intervals, for which the data came from different regimes (models data 
generation) for reliable estimation and inference. It is up to the user to determine what 
is „sufficient”, but the rule of thumb may be to ensure at least 10 observations in each 
regime (Sheykhfard et al., 2020; Applied Regression Analysis, 2023).  

The above model describes both continuous and discontinuous scenario, but to 
enforce the connected regression lines, the regression parameters must be constrained 
so that: 

𝛽଴ሺ௝ሻ ൅ 𝛽ଵሺ௝ሻ ⋅ 𝑐ℎ𝑝௝ ൌ 𝛽଴ሺ௝ ାଵሻ ൅ 𝛽ଵሺ௝ ାଵሻ ⋅ 𝑐ℎ𝑝௝ାଵ.     (2) 

There are many methods in the literature to detect the location of the unknown 
changepoints and estimate the regression model (1). We will consider two methods: the 
SEGMENTED (Muggeo, 2008), and RESPERM (Sommer et al., 2022) methods which 
will be shortly described below. 

2.1. Segmented method 

Muggeo (2003) proposed a method called segmented regression, which allows for 
multiple unknown changepoints but is restricted to continuous regression lines. 
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We briefly present this method for the single changepoint model (𝐽 ൌ 1) with location 
in 𝑐ℎ𝑝. The model (1) with constraints (2) for the segmented regression can be 
estimated iteratively via the following linear function of predictors:  
𝛽଴ ൅ 𝛽ଵሺଵሻ𝑥௜ଵ ൅ ሺ𝛽ଵሺଶሻ െ 𝛽ଵሺଵሻሻሺ𝑥௜ଵ െ 𝑐ℎ𝑝଴ሻ𝐼ሺ𝑥௜ଵ ൐ 𝑐ℎ𝑝଴ሻ െ 𝛾 ⋅ 𝐼ሺ𝑥௜ଵ ൐ 𝑐ℎ𝑝଴ሻ, 

 (3) 
where 𝐼ሺ𝐴ሻ is an indicator function for an event 𝐴, 𝑐ℎ𝑝଴ is an initial estimate for the 
changepoint, and 𝛾 is a re-parametrization of 𝑐ℎ𝑝଴ that appears as a linear and 
continuously valued parameter which facilitates the estimation procedure. Muggeo 
(2003) recommends maximum likelihood (ML) under Gaussian errors with constant 
variance across regimes (homoscedasticity). The model enables for simultaneous ML 
inference on all model parameters, including the changepoint location. The procedure 
for segmented regression can be sketched as follows: 

(1) choose an initial changepoint estimate 𝑐ℎ𝑝଴,  
(2) given the current estimated changepoint 𝑐ℎ𝑝଴ estimate model (3) by Gaussian ML 

and update the changepoint via 𝑐ℎ𝑝̂ ൌ 𝑐ℎ𝑝଴ ൅ 𝛾ො/ሺ𝛽መଵሺଶሻ െ 𝛽መଵሺଵሻሻ,  
(3)  if 𝛾ො is sufficiently closed to zero then stop, else set 𝑐ℎ𝑝଴ ൌ 𝑐ℎ𝑝෢  and go to step (2), 
(4) iterate steps (2) and (3) until termination. 

In the above procedure 𝛾ො measures the distance between the two fitted regression 
lines at the current estimate 𝑐ℎ𝑝̂.  It is not clear that this method can be extended to 
cover the discontinuous case. Muggeo also proposed the segmented package in R 
(Muggeo, 2008), which enables to estimate the parameters in GLM with segmented, 
continuous relationships via ML. 

2.2. The residuals permutation-based method (RESPERM) 

The RESPERM method was designed for detecting a changepoint in the EEG signal 
waveform in an experiment with showing a new brain-learned face. By definition, the 
EEG method is just for studying waveforms over time - hence this method uses only 
1 regressor.  

The RESPERM method considers a discrete set (i.e. a grid) of possible changepoint 
locations; for each possible changepoint an optimal set of parameter estimates for each 
of the two regimes is determined. The finally selected changepoint optimizes the chosen 
estimation criterion - Cohen’s effect size (Cohen 1988), estimated based on the 
permutation method. Moreover, this method allows for different variances in each 
regime. 

Let us consider n experimental data observations, which could be denoted by 
ሺ𝑥௜ ,𝑦௜ሻ for 𝑖 ൌ 1, 2, … ,𝑛. We will consider two simple linear regression models with 
changepoint chp: 

𝑦 ൌ 𝛽଴ଵ ൅ 𝛽ଵଵ𝑥 ൅ 𝜀ଵ for 𝑥 ൑ 𝑐ℎ𝑝, 
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𝑦 ൌ 𝛽଴ଶ ൅ 𝛽ଵଶ𝑥 ൅ 𝜀ଶ for 𝑥 ൒ 𝑐ℎ𝑝, 

where y is the dependent variable, x is the regressor01, 11, 02 and 12 are 
parameters of linear models and  𝜀ଵ,  𝜀ଶ are error terms.   

The main goal of this method is to detect a change in the slope in the linear 
regression model. If 𝛽ଵଵ ് 𝛽ଵଶ then chp is a breakpoint in the considered linear model. 
To detect the breakpoint chp we use the Cohen effect size. Cohen (1988) defines an 
effect size d as follows:  

𝑑 ൌ
௠ಲି௠ಳ

ఙ
,           (4) 

where 𝑚A and 𝑚B are populations means under considerations expressed in raw 
(original) measurement units and 𝜎 is the standard deviation of either population of 
measurements. Instead of 𝑚஺, 𝑚஻ and 𝜎 we use 𝛽ଵଵ,  𝛽ଵଶ and standard deviations of 
beta’s 𝜎ఉ .If the errors are very non-normal then the standard methods may not be 
reliable and a resampling method may offer some improvement (Davidson and 
Hinkley, 1997). The permutation of the residuals method is used to estimate the 
standard deviation 𝜎ఉ . So, (4) could be rewritten in the form 

𝑑 ൌ
ఉభమିఉభభ

ඨ
ሺೖషభሻೄഁభభ

మ శሺ೙షೖషభሻೄഁభమ
మ

೙షమ

         (5) 

where k is the number of observations in the first group. 

For the estimated two linear models the residuals are obtained separately for each 
one. Then, the residuals are permuted Nperm=1000 times and for each case, the 
coefficients 𝛽11, 𝛽01 (the slope and the intercept of the first line) and 𝛽12 , 𝛽02 (the slope 
and the intercept of the second line) were estimated. Based on these estimates, the 
standard deviations 𝑆ఉଵଵ and 𝑆ఉଵଶ of the 𝛽11 and 𝛽12 coefficients are assessed. 

Let us consider two sets  𝐒𝟏 ൌ ሼሺ𝑥௜ ,𝑦௜ሻ: 𝑖 ൌ 1, 2, … , 𝑘ሽ and  𝐒𝟐 ൌ ሼሺ𝑥௜ ,𝑦௜ሻ: 𝑖 ൌ 𝑘 ൅
1, 𝑘 ൅ 2, … ,𝑛ሽ where k = s, s+1, …, n-s and s is the parameter of the method. Based on 
these two sets we get two regression lines with slopes 𝛽መଵଵand 𝛽መଵଶ and intercepts 𝛽መ଴ଵand 
𝛽መ଴ଶ. Let d now measure Cohen’s effect (5) of the slope of the linear regression. We find 
k* which maximizes Cohen’s effect size d using the formula: 

𝑘∗ ൌ min
௞∈௄

ቄ𝑘:𝑑ሺ𝑘ሻ ൌ max
௞∈௄

𝑑ሺ𝑘ሻቅ        (6) 

where K = {s, s+1, …, n-s} and s is the parameter of the permutation-based method. So, 
the changepoint can be expressed as 

𝑐ℎ𝑝 ൌ  𝑥௞∗ . 
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3. Monte Carlo study 

In the Monte Carlo study, the series of n = 100 observations with one changepoint 
were generated. The observations were generated according to the following model: 

𝑦 ൌ ቊ
2 ൅ 𝑝𝜀௝                           for 𝑥 ൑ 50,

2 ൅ ሺ𝑥 െ 50ሻ ൅ 𝑝𝑞𝜀௝     for 𝑥 ൐ 50,
       (7) 

where the covariate x = 1, 2, …, 100, coefficient p describes the level of the noise  
(p=1 for minor noise, p=3 for major noise, p = 5 for dominant noise), coefficient q = 1 
for equal variances and q=2/3 for unequal variances, changepoint is established to  
chp = 50, 𝜀௝ (j = 1, 2, 3, 4) is the error term: 
𝜀ଵ ൌ

ଵ

ଷ
𝜀ே,  where 𝜀ே has a standard normal distribution, 

𝜀ଶ ൌ 𝜀௎ െ 0.5, where 𝜀௎ has the uniform distribution on the [0, 1] interval, 

𝜀ଷ ൌ 𝜀ఉଶଶ െ 0.5, where 𝜀ఉଶଶ has the beta distribution with shape parameters s1 = 2, s2 = 2 
(symmetric distribution), 

𝜀ସ ൌ 𝜀ఉଶ଺ െ 0.25, where 𝜀ఉଶ଺ has the beta distribution with shape parameters s1 = 2,  
s2 = 6 (asymmetric distribution). 

The main characteristics of these distributions are presented in Table 1.  

Table 1.  Expectations and variance of the distributions of errors in the present simulations 

Error 
 

E() D2() Error 
 

E() 
D2() 
Noise 

Minor Major  Dominant  

𝜀ே 0 1 𝜀ଵ 0 1
9

 1 25
9

 

𝜀௎ 0 1
12

 𝜀ଶ 0 1
12

 
9

12
 

25
12

 

𝜀ఉଶଶ 0.50 1
20

 𝜀ଷ 0 1
20

 
9

20
 

5
4

 

𝜀ఉଶ଺ 0.25 1
48

 𝜀ସ 0 1
48

 
9

48
 

25
48

 

Source: own calculations. 

The expected values of errors in all models are 0 but differ in variance from 1/48 
(for minor noise) up to 25/9 (dominant noise). The first part of Table 1 shows the four 
variants of the considered distributions (normal, uniform, beta symmetric and beta 
asymmetric) and their parameters. The second part of Table 1 shows the distributions 
and parameters used in the Monte Carlo study. Figure 2 shows the empirical density 
functions of errors for each model.  



STATISTICS IN TRANSITION new series, December 2023 

 

173

 
Figure 2.  The empirical distributions of considered errors in computer simulations 

Source: own calculations. 

Six variants of error models are considered in the Monte Carlo study. The first one 
is the model with equal variances for the two parts considered and the second one for 
unequal variances. In the second case, the density function of errors  from the first part 
were multiplied by the constant 2/3. In both of these variants, the noise is at a low level 
(minor noise). The next two variants of the Monte Carlo study are similar to the first 
two, but the density functions of errors were multiplied by 3 (major noise). The last two 
variants of the Monte Carlo study are similar to the first two, but the density functions 
of errors were multiplied by 5 (dominant noise). Typical random series of observations 
for equal variances and unequal variances are shown in Figure 2. The first part in model 
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(7) (from 0 to 50) is a linear model with a slope 𝛽11 equal to 0. The second part (from 
50 to 100) has the slope 𝛽12 equal to 0.5. 

The two cases presented at the top of Figure 3 relate to noise at the minor level. 
The next two cases in the middle row relate to noise at the major level. The last two 
cases at the bottom relate to noise at the dominant level. In the Monte Carlo study, 
the changepoint was set to chp = 50. 

 
Figure 3.  Typical time series with a single changepoint at chp = 50 with normal errors (noise: minor 

– top, major – middle, dominant – bottom, variance: equal – left, unequal – right) 

Source: own calculations. 
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We considered the following steps in the series of computer simulations: 
1. We generated N = 100 times the datasets according to model (7). 
2. We estimated the changepoint with the use of the permutation methods for each 

dataset. For each point k = 10, 11, …, 90 variances of parameters of the linear models 
are estimated based on Nperm = 1000 permutations of residuals. 

3. The changepoint was estimated as a parameter k* which maximizes Cohen’s d size effect 
as in formula (6). 

4. The estimated changepoint was obtained using the segmented methods. 
5. To compare the two considered methods the standard deviation SD and Bias were 

calculated. 

4.  Results of the Monte Carlo study and discussion 

In the Monte Carlo study, the changepoint has been established to chp = 50 and the 
number of replications to N = 100. The number of permutations for estimating the 
standard deviation of the slope coefficients of the regression function was assumed 
Nperm = 1000.  Let us denote the estimated changepoint in i-th replication of the model 
as 𝑐ℎ𝑝௜. The estimation of standard deviation (SD) and Bias are also included in the 
results:  

𝑆𝐷 ൎ √𝑉𝐴𝑅,            (8) 

𝐵𝑖𝑎𝑠 ൎ
ଵ

ே
∑ 𝑐ℎ𝑝௜
ே
௜ୀଵ െ 𝑐ℎ𝑝,        (9) 

where 𝑉𝐴𝑅 ൌ
ଵ

ே
∑ ሺ𝑐ℎ𝑝௜ െ 𝑐ℎ𝑝തതതതതሻଶே
௜ୀଵ  and 𝑐ℎ𝑝തതതതത ൌ

ଵ

ே
∑ 𝑐ℎ𝑝௜
ே
௜ୀଵ . 

Taking into account the lack of change or the occurrence of a variance change and 
the noise level as minor or dominant, 6 simulation variants were considered (see Fig. 2) 
 equal variances and minor noise, 
 equal variances and major noise, 
 equal variances and dominant noise, 
 unequal variances and minor noise, 
 unequal variances and major noise, 
 unequal variances and dominant noise. 

In each case, four types of error distribution were considered in the Monte Carlo 
study.  

4.1.  Minor noise  

Table 2 presents the values of SD and Bias of the changepoint estimations by the 
segmented method and the permutation-based method for the first model considered 
with four types of error distributions. In all these cases, noticeably smaller (sometimes 
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by up to 50%) SDs were obtained by the permutation-based than with the segmented 
method. In all cases the values of Bias were similar for both methods. 

Table 2.  Estimated values of SD and Bias of changepoint estimating for minor noise 

Errors 
distributions 

Equal variances Unequal variances 

Segmented RESPERM Segmented RESPERM 

SD Bias SD Bias SD Bias SD Bias 

Normal 3.63 0.37 2.26 - 0.14 3.91 - 0.21 2.40 - 0.35 

Uniform 2.32 0.16 1.84 - 0.27 2.20 0.00 1.65 - 0.45 

Beta (2,2) 2.01 0.06 1.60 - 0.16 1.69 - 2.87 1.65 - 1.76 

Beta (2,6) 2.46 0.02 1.76 0.07 1.00 - 1.36 1.41 - 1.13 

Source: own calculation in R program. 
 
The top row of Figure 4 shows box-whisker plots for the estimated changepoints 

for the residuals permutation-based method and the segmented method for the equal 
variances case. Both methods lead to similar results but the variance of changepoint 
estimates is much smaller for the permutation-based method than for the segmented 
method. Maximal errors of changepoint estimation are also greater for the segmented 
method than for the permutation-based method in each considered case. The 
advantage of the permutation method is that there are no requirements for the type of 
error distribution. The bottom row of Figure 4 shows box-whisker plots for the 
estimated breakpoints for each method for the unequal variance case. The breakpoint 
estimates from the permutations-based method and the segmented method led to 
similar results. For the first three considered error distributions, the variance of the 
changepoint assessment was smaller for the permutations-based than for the 
segmented method. Only for the asymmetric beta error distribution, the evaluation 
variance was smaller for the segmented method. In each case maximal errors of 
changepoint estimates were greater for the segmented than for the permutations-based 
method. There was a noticeable estimation bias for both methods in the symmetric beta 
error distribution. In this case, the bias was greater for the segmented method.  
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Figure 4.  Changepoint estimates for the segmented and permutations -based methods for minor 

noise and four kinds of distributions of errors. Top: equal variances in both regimes. 
Bottom: unequal variances. 

Source: own calculation in R program. 

4.2.  Major noise  

Table 3 presents SD and Bias of the changepoint estimation for the segmented and 
the permutation methods in the cases of equal and unequal variances but at major 
levels. Four types of error distributions were taken into account as before. In all the 
error types considered, noticeably smaller errors in the estimation of the changepoint 
location were obtained using the permutation-based method. 

The top row of Figure 5 shows the box-whisker plots for the estimated 
changepoints when there is major noise for the equal variances case. The mean 
changepoint estimates with the residuals permutation-based method and the 
segmented method lead to similar results but the variance is much smaller for the 
permutation-based method than for the segmented method. The bottom row of Figure 
5 shows box-whisker plots for the estimated changepoints for the two methods for the 
unequal variances case. The variance of the changepoint estimates is consistently larger 
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for the segmented than for the permutation-based method. Maximal errors of 
changepoint estimates from the segmented method exceed those from the 
permutation-based method in each case. 

Table 3. SD and Bias of changepoint estimates for major noise 

Errors 
distributions 

Equal variances Unequal variances 

Segmented RESPERM Segmented RESPERM 

SD Bias SD Bias SD Bias SD Bias 

Normal 12.96 0.06 7.86 - 0.63 9.13 - 0.80 6.80 - 1.04 

Uniform 11.08 - 0.33 7.71 - 0.10 8.90 - 1.58 5.57 - 1.92 

Beta (2,2) 8.07 0.83 4.63 0.16 6.09 - 0.66 3.11 - 1.10 

Beta (2,6) 4.09 0.34 2.74 0.21 3.43 - 0.79 1.93 - 0.72 

Source: own calculation in R program. 
 

 
Figure 5. Changepoint estimates for the segmented and permutations-based methods for major noise 

and four kinds of distributions of errors. Top: equal variances in both regimes. Bottom: 
unequal variances. 

Source: own calculation in R program. 
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4.3.  Dominant noise  

Table 4 presents SD and Bias of the changepoint estimates for the segmented and 
permutation methods for equal and unequal and dominant noise. In all four error 
distribution types, changepoint estimation errors were noticeably smaller for the 
permutation-based method.  

 

Table 4. Estimated values of SD and Bias of changepoint for dominant noise 

Errors 
distributions 

Equal variances Unequal variances 

Segmented RESPERM Segmented RESPERM 

SD Bias SD Bias SD Bias SD Bias 

Normal 20.47 0.51 17.38 0.32 18.41 -1.92 14.66 -2.89 

Uniform 19.54 -0.54 15.32 -0.86 16.21 -2.64 13.30 -4.84 

Beta (2,2) 15.36 -1.51 10.35 -0.94 12.40 -1.65 8.51 -2.21 

Beta (2,6) 8.05 0.90 4.16 -0.27 6.46 -1.28 3.51 -0.90 

Source: own calculation in R program. 
 

The top row of Figure 6 shows box-whisker plots for the estimated changepoints 
for both methods in the case of equal variances. The changepoint estimating with the 
residuals permutation-based method and the segmented method leads to similar results 
but the variance of changepoint assessment is much lower for the permutation-based 
method than for the segmented method. The relative bias of the changepoint 
assessment in most cases was much less than 2%. For the permutation method with 
normally distributed errors Average Relative Bias (ARB) was 0.64%. The bottom row of 
Figure 6 shows box-whisker plots for the estimated changepoints for the two methods 
in the case of unequal variances. The variance of the changepoint estimation was greater 
for the segmented than for the permutation-based method. Maximal errors of 
changepoint estimates were larger for the segmented than for the permutation-based 
method in each case. 
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Figure 6. Changepoint estimates for the segmented and permutations-based methods for dominant 
noise and four kinds of distributions of errors. Top: equal variances in both regimes. 
Bottom: unequal variances.  

Source: own calculation in R program. 
 

5.  Sensitivity analysis of the segmented and permutation-based methods 

In the previous section, the standard deviation and Bias for the assessment of the 
changepoint location were presented for four types of error distribution: normal, 
uniform, Beta (2,2), and  Beta (2,6). In each of these cases, the variance in the two 
regimes (before and after the changepoint) was either equal (constant) variances or 
unequal, that is, it was smaller after the changepoint. All simulations were performed 
for the changepoint chp = 50.  
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Figure 7. Standard deviation (SD) for RESPERM and SEGMENTED methods for minor, major and 
dominant noise in the case of normally distributed errors 

Source: own calculation in R program. 
 
The results of these simulations showed that for cases with different variance 

(i.e. reduced in the 2nd part), slightly more precise estimates (i.e. having lower bias) of 
chp were obtained, both for the segmented method and the permutation. Therefore, the 
following section focuses on time series only with unequal variance. Noticeable biases 
occurred only in a few cases in both methods. The further study thus considers only 
a comparative standard deviation (SD) analysis. The standard deviation analysis was 
performed for different changepoints: chp = 4, 8, 12, 20, 30, 40, 50. For these 
changepoints, only errors with normal distribution and diminished variance after the 
chp were considered. Three levels of variance in the distribution of random errors were 
taken into account: minor, major and dominant errors.  
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The purpose of this part of the computer simulations was to analyse the sensitivity 
of the RESPERM method. Sensitivity analysis determines how different values of the 
independent variable (changepoint) affect a particular dependent variable (estimated 
changepoint) under a given set of assumptions. In other words, sensitivity analyses 
examine how different sources of uncertainty in a mathematical model contribute to 
the overall uncertainty of the model. 

It should be noted that in many cases (especially for chp = 4, 8, 12) the segmented 
method did not find the change point, so we had to run this method multiple times 
until a changepoint was found.  The standard deviation of estimation (SD) of the 
changepoint (chp) for the above-mentioned cases is shown in Figure 7. In the case of 
minor error, the segmented method is mostly characterized by a smaller standard 
deviation than the permutation-based method. However, in the case of greater variance 
of random errors (minor and dominant), the permutation-based method is 
characterized by a consistently smaller standard error than the segmented method for 
each changepoint analysed. Overall, it can be seen that a higher level of random errors 
leads to a greater standard error in the changepoint assessment, but still with less error 
for the permutation method. 

6.  Conclusions 

We considered the problem of changepoint detection in linear regression models 
based on noisy data. This residuals permutation-based method maximizes Cohen’s 
effect size measure d with the parameters estimated by the permutation of residuals in 
the linear model. The residuals permutation-based method was compared in a number 
of computer simulations. In the simulation study six variants of noise were considered 
from normal, uniform and two variants of beta distributions together with two cases of 
equal and unequal variances. Three levels of variance in the distribution of random 
errors were taken into account: minor, major and dominant errors. The simulations 
were performed for different locations of changepoint in time series.  

The results showed that for cases with different variance (i.e. reduced in the 
2nd part), slightly less biased estimates of chp are obtained, both for the segmented 
method and the permutation. In the case of minor errors, that is for relatively clean 
data, the segmented method in most cases is characterized by a smaller standard 
deviation than the residuals permutation-based method. For more noisy data, that is 
in the case of major and dominant greater variance of random errors, the permutation 
method is superior and characterized by a smaller standard error than segmented for 
each of the analysed changepoints (i.e. independent of the location of chp). In these 
cases the biases of both methods are comparable. Although not systematically explored, 
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for early changepoints it was often hard to find such a changepoint with the regimented 
methods. Note that the RESPERM method was planned to work with 1 regressor only. 

The current article presents the results of a simulation experiment designed to 
study the properties and behaviour of the RESPERM method designed and used earlier 
on for the purpose of detecting points of interest on the time course of the EEG signal. 
And it was in the paper Sommer et al. (2022) that the application of the method to real 
data from an EEG experiment conducted by the authors was presented. 

In summary, the present results from the simulation study indicate  that the 
proposed residuals permutation-based method shows a better performance 
in identifying a changepoint in noisy data and therefore may be recommended in such 
scenarios. The RESPERM method in such cases is more precise and the loadings of both 
methods are comparable. For data with minor noise, the results of the two methods are 
comparable. 
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