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From the Editor   

The Editors and Editorial Board of the Statistics in Transition new series (SiTns) 
have great pleasure in presenting this special issue on statistical data integration to our 
readers. We are very grateful for the efforts taken by all those who contributed to the 
production of this special issue that made its publication possible. We believe that this 
volume represents not only the state-of-the-art in the relevant topic areas, but that 
it will also help to identify new research avenues for study in the years to come. 

Behind such an ambitious and demanding endeavor, there is always a key role to 
be played by an intellectual and organizational leader. Practically, we owe this product 
personally to Professor Partha Lahiri, who kindly accepted an invitation by SiTns 
Editorial Board member Graham Kalton and me to act as Editor-in-Chief of this special 
issue. We are very grateful to Malay Ghosh, another long-term member of the SiTns’  
Editorial Board, for initially putting forward the idea of a special issue on statistical data 
integration under Partha Lahiri's leadership. This special issue would not have been 
possible without Partha Lahiri’s guidance and intellectual leadership, supported by 
a team of leading international experts who generously accepted his invitation to serve 
as Guest co-Editors. 

This special issue is the third in the series of SiTns special issues. The two previous 
special issues were: (1) a two-volume special issue on small area estimation that was 
published jointly with Survey Methodology, and that arose out of a conference held 
in Poznan, with Ray Chambers, Malay Ghosh, Graham Kalton, and Risto Lehtonen 
serving as Guest co-Editors; and (2) a special issue on subjective well-being in survey 
research, co-edited by Graham Kalton and Christopher MacKie.  

The focus of this special issue is broader than those of the previous ones because 
the subject-matter of statistical data integration encompasses a wide range of analytic 
objectives and of statistical techniques. It can be well argued that data integration is the 
dominant innovation in national statistical offices. If so, the efforts of everyone involved 
in the preparation of this volume would be duly appreciated. Let us believe that most 
of our readers share this view. 

Last but not least, I would like to express my appreciation to the work of our 
Editorial Office members for their work done in parallel with the preparation of the 
regular SiTns release. 

 
 
Wlodzimierz Okrasa,  
Editor  
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Preface 

The demand for statistics on a range of socio-economic, agricultural, health, 
transportation, and other topics is steadily increasing at a time when government 
agencies are desperately looking for ways to reduce costs to meet fixed budgetary 
requirements. A single data source may not be able to provide all the data required for 
estimating the statistics needed for many applications in survey and official statistics. 
However, information complied through different data linkage or integration 
techniques may be a good option for addressing a specific research question or for 
multi-purpose uses. For example, information from multiple data sources can be 
extracted for producing statistics of desired precision at a granular level, for 
a multivariate analysis when a single data source does not contain all variables of 
interest, for reducing different kinds of nonsampling errors in probability samples or 
self-selection biases in nonprobability samples, and other emerging problems.  

The greater accessibility of administrative and Big Data and advances in technology 
are now providing new opportunities for researchers to solve a wide range of problems 
that would not be possible using a single data source. However, these databases are 
often unstructured and are available in disparate forms, making data linkages quite 
challenging. Moreover, new issues of statistical disclosure avoidance arise naturally 
when combining data from various sources. There is, therefore, a growing need to 
develop innovative statistical data integration tools to link such complex multiple data 
sets. In the US federal statistical system, the need to innovate has been emphasized 
in the following report: National Academies of Sciences, Engineering, and Medicine. 
(2017), Innovations in Federal Statistics: Combining Data Sources While Protecting 
Privacy. Washington, DC: The National Academies Press. https://doi.org/10.17226/24652. 

The idea of organizing an international week-long workshop on statistical data 
integration arose in 2017. I joined Dr. Sanjay Chaudhuri, a faculty member at the 
National University of Singapore (NUS), Dr. Danny Pfeffermann, National Statistician 
of Israel, and Dr. Pedro Silva of the Instituto Brasileiro de Geografia e Estatística 
(IBGE), Brazil, and former President of the International Statistical Institute, 
to organize this international workshop. Eventually, with generous funding from the 
Institute for Mathematical Sciences at the National University of Singapore, the 
workshop was held on the NUS campus during August 5−8, 2019. The World Statistics 
Congress Satellite meeting on Current Trends in Survey Statistics took place at the same 
venue in the following week, August 13−16, 2019. We had great success with 
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participants and speakers from more than 18 countries in these two meetings, at which 
a number of papers on statistical data integration were presented. 

A few months before the two Singapore events, in February of 2019, I had a fruitful 
lunch meeting in the Washington DC area with Professor Wlodzimierz Okrasa, Editor-
in-Chief, and Dr. Graham Kalton, a member of the Editorial Board, of the Statistics 
in Transition (SiT) New Series. During that meeting they invited me to edit a special 
issue for the journal. We discussed a few options for the focus of the special issue. Our 
discussions led to the idea of focusing on statistical data integration, in view of the 
current importance of the topic, and the value of disseminating the findings from 
current research. We felt the issue would be timely, given the emphasize on this topic 
in the two Singapore workshops that were to be held later that year. We agreed that 
anyone, including the participants of the two Singapore meetings, could submit papers 
for possible publication in the special issue, and all papers would go through a thorough 
review process.  

Out of the nineteen papers submitted for possible publication in this special issue, 
we finally accepted ten papers, after they went through a referring and revision process. 
In addition, this special issue features an invited discussion paper on a selective review 
of small area estimation by Professor Malay Ghosh, which is based on his 2019 Morris 
Hansen lecture delivered in Washington DC on October 30, 2019. We are pleased to 
have seven experts, including Professor J. N. K. Rao and Dr. Julie Gershunskaya − the 
two invited discussants of Professor Ghosh's Morris Hansen lecture − as discussants of 
Professor Ghosh's paper.  

For over 75 years, survey statisticians have been using information from multiple 
data sources in solving a wide range of problems. One early example of combining 
surveys can be traced back to a 1943 Sankhya paper (www.jstor.org/stable/25047787) 
by Mrs. Chameli Bose. Mrs Bose developed the regression estimation for double 
sampling used by Professor P.C. Mahalanobis in 1940−41 to estimate the yield 
of cinchona bark in the Government Cinchona Plantation at Mungpoo, Bengal, India. 
Over the years, we have witnessed tremendous progress in such research topics as small 
area estimation, probabilistic record linkage, combining multiple surveys, multiple 
frame estimation, microsimulation, poststratification, all of which incorporate multiple 
data sources and can be brought under the broader umbrella of statistical data 
integration or data linkages. In a 2020 Sankhya B paper (doi 10.1007/s13571-020-
00227-w), Professor J. N. K. Rao provides an excellent review of a selected subtopics 
of statistical data integration. 

It is difficult to cover all interesting statistical data integration topics in a single 
issue of SiT. But we are happy that the invited discussion review paper plus the ten 
contributed papers published in this special issue collectively cover a broad spectrum 
of topics in statistical data integration. The papers can be broadly classified into the 
following subtopics: 1) small area estimation, 2) advances in probabilistic record 
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linkage and analysis of linked data, 3) statistical methods for longitudinal data, 
multiple-frame, and data fusion, and 4) synthetic data for microsimulations, disclosure 
avoidance and multi-purpose inferences. 

Professor Ghosh's paper, along with the discussions, provide an excellent review 
of some topics in small area estimation and they should prove to be a valuable reference 
for those working on small area estimation. In addition, this issue features two more 
papers on small area estimation by (i) Cai, Rao, Dumitrescu, and Chatrchi, 
and (ii) Neves, Silva, and Moura that address variable selection and modeling to capture 
uncertainties of sampling errors of survey estimates, respectively. These are indeed 
important and yet understudied problems in small area estimation.  

This special issue includes two papers that advance knowledge on probabilistic 
record linkage. Consiglio and Tuoto investigate potential advantages of using 
probabilistic record linkage in small area estimation. Bera and Chatterjee discuss 
a problem of probabilistic record linkage on high-dimensional data. This is a novel 
approach to the probabilistic record linkage methodology that can be applied 
in absence of any common matching field among the data sets.  

The three papers by (i) Saegusa, (ii) Zhang, Pyne, and Kedem, and (iii) Bonnery, 
Cheng, and Lahiri investigate potential benefits of using nonparametric and semi-
parametric methods to combine information from multiple data sources. The nature of 
the available multiple data sources differs between the three papers. Saegusa develops 
a nonparametric method to construct confidence bands for a distribution function 
using multiple overlapping data sources − this is an advancement in the multiple-frame 
theory. To overcome a relatively small sample of interest, Zhang et al. propose a semi-
parametric data fusion technique for combining multiple spatial data sources using 
variable tilts functions obtained by model selection. Bonnery et al. carefully devise 
a complex simulation study, using the U.S. Current Population Survey (CPS) rotating 
panel survey data, to evaluate different possible estimators of levels and changes in the 
context of labor force estimation.  

The three papers by (i) Bugard, Dieckmann, Krause, Münnich, Neufang, and 
Schmaus, (ii) Alam, Dostie, Drechsler, and Vilhuber, and (iii) Lahiri, and Suntornchost 
demonstrate how the synthetic data approach can be useful for solving seemingly 
unrelated problems. Bugard et al. discuss microsimulations that are used for evidence-
based policy. Using a general framework for official statistics, they use synthetic data 
created from multiple data sets to approximate a realistic universe. The synthetic data 
discussed in the Alam et al. paper relates to statistical data disclosure. The authors 
consider a feasibility study to understand if the synthesis method for longitudinal 
business data used in a US project can be effectively applied to two other longitudinal 
business projects, in Canada and Germany. In the context of poverty estimation for 
small geographic areas, Lahiri and Suntornchost point out the inappropriateness 
of using point estimates for all inferential purposes. Using a Bayesian approach, 
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they demonstrate how synthetic data can be created for multipurpose inferences 
in small area estimation problems. 

I would like to thank Professor Wlodzimierz Okrasa and Dr. Graham Kalton for 
encouraging me to take a lead on this project. I appreciate all the help I received from 
Professor Okrasa and his editorial staff. Thanks are also due to the anonymous referees 
who offered many constructive suggestions to improve the quality of the original 
submissions. Last but not the least, I would like to thank my distinguished guest co-
editors Drs. Jean-Francois Beaumont, Sanjay Chaudhuri, Jörg Drechsler, Michael 
Larsen, and Marcin Szymkowiak for their diligent editorial work. Without their 
enormous help, we would not have this high quality special issue. 

Partha Lahiri,  
Guest Editor of Statistics in Transition new series 
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census methodology, statistical uses of administrative data sources, estimation 
methods, economic and demographic studies, and novel methods of analysis of socio-
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Small area estimation: its evolution
in five decades

Malay Ghosh1

ABSTRACT

The paper is an attempt to trace some of the early developments of small area esti-
mation. The basic papers such as the ones by Fay and Herriott (1979) and Battese,
Harter and Fuller (1988) and their follow-ups are discussed in some details. Some of
the current topics are also discussed.

Key words: template, article, journal.

1. Prologue

Small area estimation is witnessing phenomenal growth in recent years. The vastness of
the area makes it near impossible to cover each and every emerging topic. The review
articles of Ghosh and Rao (1994), Pfeffermann (2002, 2013) and the classic text of
Rao (2003) captured the contemporary research of that time very successfully. But the
literature continued growing at a very rapid pace. The more recent treatise of Rao and
Molina (2015) picked up many of the later developments. But then there came many
other challenging issues, particularly with the advent of “big data”, which started moving
the small area estimation machine faster and faster. It seems real difficult to cope up
with this super-fast development.

In this article, I take a very modest view towards the subject. I have tried to trace the
early history of the subject up to some of the current research with which I am familiar.
It is needless to say that the topics not covered in this article far outnumber those that
are covered. Keeping in mind this limitation, I will make a feeble attempt to trace the
evolution of small area estimation in the past five decades.

2. Introduction

The first and foremost question that one may ask is “what is small area estimation”?
Small area estimation is any of several statistical techniques involving estimation of pa-
rameters in small ‘sub-populations’ of interest included in a larger ‘survey’. The term
‘small area’ in this context generally refers to a small geographical area such as a county,
census tract or a school district. It can also refer to a ‘small domain’ cross-classified by

1Department of Statistics, University of Florida, Gainesville, FL, USA. E-mail: ghoshm@stat.ufl.edu.
ORCID: https://orcid.org/0000-0002-8776-7713.
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several demographic characteristics, such as age, sex, ethnicity, etc. I want to emphasize
that it is not just the area, but the ‘smallness’ of the targeted population within an area
that constitutes the basis for small area estimation. For example, if a survey is targeted
towards a population of interest with prescribed accuracy, the sample size in a particular
subpopulation may not be adequate to generate similar accuracy. This is because if a
survey is conducted with sample size determined to attain prescribed accuracy in a large
area, one may not have the resources available to conduct a second survey to achieve
similar accuracy for smaller areas.

A domain (area) specific estimator is ‘direct’ if it is based only on the domain-specific
sample data. A domain is regarded as ‘small’ if domain-specific sample size is not large
enough to produce estimates of desired precision. Domain sample size often increases
with population size of the domain, but that need not always be the case. This requires
use of ‘additional’ data, be it either administrative data not used in the original survey,
or data from other related areas. The resulting estimates are called ‘indirect’ estimates
that ‘borrow strength’ for the variable of interest from related areas and/or time periods
to increase the ‘effective’ sample size. This is usually done through the use of models,
mostly ‘explicit’, or at least ‘implicit’ that links the related areas and/or time periods.

Historically, small area statistics have long been used, albeit without the name “small
area” attached to it. For example, such statistics existed in eleventh century England
and seventeenth century Canada based on either census or on administrative records.
Demographers have long been using a variety of indirect methods for small area estima-
tion of population and other characteristics of interest in postcensal years. I may point
out here that the eminent role of administrative records for small area estimation cannot
but be underscored even today. A very comprehensive review article in this regard is due
to Erciulescu, Franco and Lahiri (2020).

In recent years, the demand for small area statistics has greatly increased worldwide. The
need is felt for formulating policies and programs, in the allocation of government funds
and in regional planning. For instance, legislative acts by national governments have
created a need for small area statistics. A good example is SAIPE (Small Area Income
and Poverty Estimation) mandated by the US Legislature. Demand from the private
sector has also increased because business decisions, particularly those related to small
businesses, rely heavily on local socio-economic conditions. Small area estimation is of
particular interest for the transition economics in central and eastern European countries
and the former Soviet Union countries. In the 1990’s these countries have moved away
from centralized decision making. As a result, sample surveys are now used to produce
estimates for large areas as well as small areas.

3. Examples

Before tracing this early history, let me cite a few examples that illustrate the ever in-
creasing current day importance of small area estimation. One important ongoing small
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area estimation problem at the U.S. Bureau of the Census is the small area income and
poverty estimation (SAIPE) project. This is a result of a Bill passed by the US House
of Representatives requiring the Secretary of Commerce to produce and publish at least
every two years beginning in 1996, current data related to the incidence of poverty in
the United States. Specifically, the legislation states that “to the extent feasible”, the
secretary shall produce estimates of poverty for states, counties and local jurisdictions
of government and school districts. For school districts, estimates are to be made of
the number of poor children aged 5-17 years. It also specifies production of state and
county estimates of the number of poor persons aged 65 and over.

These small area statistics are used by a broad range of customers including policy mak-
ers at the state and local levels as well as the private sector. This includes allocation of
Federal and state funds. Earlier the decennial census was the only source of income dis-
tribution and poverty data for households, families and persons for such small geographic
areas. Use of the recent decennial census data pertaining to the economic situation is
unreliable especially as one moves further away from the census year. The first SAIPE
estimates were issued in 1995 for states, 1997 for counties and 1999 for school districts.
The SAIPE state and county estimates include median household income number of poor
people, poor children under age 5 (for states only), poor children aged 5-17, and poor
people under age 18. Also starting 1999, estimates of the number of poor school-aged
children are provided for the 14,000 school districts in the US (Bell, Basel and Maples,
2016).

Another example is the Federal-State Co-Operative Program (FSCP). It started in 1967.
The goal was to provide high-quality consistent series of post-censal county population
estimates with comparability from area to area. In addition to the county estimates,
several members of FSCP now produce subcounty estimates as well. Also, the US Cen-
sus Bureau used to provide the Treasury Department with Per Capita Income (PCI)
estimates and other statistics for state and local governments receiving funds under the
general revenue sharing program. Treasury Department used these statistics to determine
allocations to local governments within the different states by dividing the correspond-
ing state allocations. The total allocation by the Treasury Dept. was $675 billion in 2017.

United States Department of Agriculture (USDA) has long been interested in prediction
of areas under corn and soybeans. Battese, Harter and Fuller (JASA, 1988) considered
the problem of predicting areas under corn and soybeans for 12 counties in North-Central
Iowa based on the 1978 June enumerative survey data as well as Landsat Satellite Data.
The USDA statistical reporting Service field staff determined the area of corn and soy-
beans in 37 sample segments of 12 counties in North Central Iowa by interviewing farm
operators. In conjunction with LANDSAT readings obtained during August and Septem-
ber 1978, USDA procedures were used to classify the crop cover for all pixels in the 12
counties.
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There are many more examples. An important current day example is small area “poverty
mapping” initiated by Elbers, Lanjouw and Lanjouw (2003). This was extended as well
as substantially refined by Molina and Rao (2010) and many others.

4. Synthetic Estimation

An estimator is called ‘Synthetic’ if a direct estimator for a large area covering a small
area is used as an indirect estimator for that area. The terminology was first used by the
U.S. National Center for Health Statistics. These estimators are based on a strong un-
derlying assumption is that the small area bears the same characteristic for the large area.

For example, if y1, · · · ,ym are the direct estimates of average income for m areas with
population sizes N1, · · · ,Nm, we may use the overall estimate ȳs = ∑m

j=1 Njy j/N for a
particular area, say, i ,where N = ∑m

j=1 Nj. The idea is that this synthetic estimator has
less mean squared error (MSE) compared to the direct estimator yi if the bias ȳs− yi is
not too strong. On the other hand, a heavily biased estimator can affect the MSE as well.

One of the early use of synthetic estimation appears in Hansen, Hurwitz and Madow
(1953, pp 483-486). They applied synthetic regression estimation in the context of radio
listening. The objective was to estimate the median number of radio stations heard dur-
ing the day in each of more than 500 counties in the US. The direct estimate yi of the
true (unknown) median Mi was obtained from a radio listening survey based on personal
interviews for 85 county areas. The selection was made by first stratifying the popula-
tion county areas into 85 strata based on geographical region and available radio service
type. Then one county was selected from each stratum with probability proportional to
the estimated number of families in the counties. A subsample of area segments was
selected from each of the sampled county areas and families within the selected area
segments were interviewed.

In addition to the direct estimates, an estimate xi of Mi, obtained from a mail survey was
used as a single covariate in the linear regression of yi on xi. The mail survey was first
conducted by sampling 1,000 families from each county area and mailing questionnaires.
The xi were biased due to nonresponse (about 20% response rate) and incomplete cov-
erage, but were anticipated to have high correlation with the Mi. Indeed, it turned out
that Corr(yi,xi) = .70. For nonsampled counties, regression synthetic estimates were
M̂i = .52+ .74xi.

Another example of Synthetic Estimation is due to Gonzalez and Hoza (JASA, 1978, pp
7-15). Their objective was to develop intercensal estimates of various population char-
acteristics for small areas. They discussed synthetic estimates of unemployment where
the larger area is a geographic division and the small area is a county.

Specifically, let pi j denote the proportion of labor force in county i that corresponds
to cell j ( j = 1, · · · ,G). Let u j denote the corresponding unemployment rate for cell j



STATISTICS IN TRANSITION new series, Special Issue, August 2020 5

based on the geographic division where county i belongs. Then, the synthetic estimate
of the unemployment rate for county i is given by u∗i = ∑G

j=1 pi ju j. These authors also
suggested synthetic regression estimate for unemployment rates.

While direct estimators suffer from large variances and coefficients of variation for small
areas, synthetic estimators suffer from bias, which often can be very severe. This led
to the development of composite estimators, which are weighted averages of direct and
synthetic estimators. The motivation is to balance the design bias of synthetic estima-
tors and the large variability of direct estimators in a small area.

Let yi j denote the characteristic of interest for the jth unit in the ith area; j = 1, · · · ,Ni; i=
1, · · · ,m. Let xi j denote some auxiliary characteristic for the jth unit in the ith local area.
Note that the population means are Ȳi = ∑Ni

j=1 yi j/Ni and X̄i = ∑Ni
j=1 xi j/Ni. We denote

the sampled observations as yi j, j = 1, · · · ,ni with corresponding auxiliary variables xi j,
j = 1, · · · ,ni. Let x̄i = ∑ni

j=1 xi j/ni. x̄i is obtained from the sample. In addition, one needs
to know X̄i, the population average of auxiliary variables.

A Direct Estimator (Ratio Estimator) of Ȳi is ȳR
i = (ȳi/x̄i)X̄i. The corresponding Ratio

Synthetic Estimator of Ȳi is (ȳs/x̄s)X̄i, where ȳs = ∑m
i=1 Niȳi/∑m

i=1 Ni and
x̄s = ∑m

i=1 Nix̄i/∑m
i=1 Ni. A Composite Estimator of Ȳi is

(ni/Ni)ȳi +(1−ni/Ni)(ȳs/x̄s)X̄ ′i ,

where X̄ ′i = (Ni−ni)
−1 ∑Ni

j=ni+1 xi j/(Ni−ni). Note NiX̄i = nix̄i+(Ni−ni)X̄ ′i . All one needs
to know is the population average X̄i in addition to the already known sample average x̄i

to find X̄ ′i . Several other weights in forming a linear combination of direct and synthetic
estimators have also been proposed in the literature.

The Composite Estimator proposed in the previous paragraph can be given a model-

based justification as well. Consider the model yi j
ind∼ (bxi j,σ2xi j). Best linear unbised

estimator of b is obtained by minimizing ∑m
i=1 ∑ni

j=1(yi j − bxi j)
2/xi j. The solution is

b̂= ȳs/x̄s. Now estimate Ȳi = (∑ni
j=1 yi j+∑Ni

j=ni+1 yi j)/Ni by ∑ni
j=1 yi j/Ni+ b̂∑Ni

j=ni+1 xi j/Ni.
This simplifies to the expression given in the previous paragraph. Holt, Smith and
Tomberlin (1979) provided more general model-based estimators of this type.

5. Model-Based Small Area Estimation

Small area models link explicitly the sampling model with random area specific effects.
The latter accounts for between area variation beyond that is explained by auxiliary
variables. We classify small area models into two broad types. First, the “area level”
models that relate small area direct estimators to area-specific covariates. Such models
are necessary if unit (or element) level data are not available. Second, the “unit level”
models that relate the unit values of a study variable to unit-specific covariates. Indirect
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estimators based on small area models will be called “model-based estimators”.

The model-based approach to small area estimation offers several advantages. First,
“optimal” estimators can be derived under the assumed model. Second, area specific
measures of variability can be associated with each estimator unlike global measures
(averaged over small areas) often used with traditional indirect estimators. Third, mod-
els can be validated from the sample data. Fourth, one can entertain a variety of models
depending on the nature of the response variables and the complexity of data structures.
Fifth, the use of models permits optimal prediction for areas with no samples, areas
where prediction is of utmost importance.

In spite of the above advantages, there should be a cautionary note regarding poten-
tial model failure. We will address this issue to a certain extent in Section 7 when
we discuss benchmarking. Another important issue that has emerged in recent years,
is design-based evaluation of small area predictors. In particular, design-based mean
squared errors (MSE’s) is of great appeal to practitioners and users of small area predic-
tors, because of their long-standing familiarity with the latter. Two recent articles ad-
dressing this issue are Pfeffermann and Ben-Hur (2018) and Lahiri and Pramanik (2019).

The classic small area model is due to Fay and Herriot (JASA, 1979) with Sampling
Model: yi = θi + ei, i = 1, . . . ,m and Linking Model: θi = xT

i b+ ui, i = 1, . . . ,m. The
target is estimation of the θi, i = 1, . . . ,m. It is assumed that ei are independent (0,Di),
where the Di are known and the ui are iid (0,A), where A is unknown. The assumption
of known Di can be put to question because they are, in fact, sample estimates. But
the assumption is needed to avoid nonidentifiablity in the absence of microdata. This
is evident when one writes yi = xT

i b+ ui + ei. In the presence of microdata, it is pos-
sible to estimate the Di as well. An example appears in Ghosh, Myung and Moura (2018).

A few notations are needed to describe the Fay-Herriot procedure. Let y = (y1, . . . ,ym)
T ;

θ =(θ1, . . . ,θm)
T : e=(e1, . . . ,em)

T ; u=(u1, . . . ,um)
T ; XT =(x1, . . . ,xm); b=(b1, . . . ,bp)

T .
We assume X has rank p(< m). In vector notations, we write y = θ +e and θ = Xb+u.

For known A, the best linear unbiased predictor (BLUP) of θi is (1−Bi)yi+BixT
i b̃ where

b̃ = (XTV−1X)−1XTV−1y, V = Diag(D1 +A, · · · ,Dm +A) and Bi = Di/(A+Di). The
BLUP is also the best unbiased predictor under assumed normality of y and θ .

It is possible to give an alternative Bayesian formulation of the Fay-Herriott model. Let

yi|θi
ind∼ N(θi,Di); θi|b ind∼ N(xT

i b,A). Then the Bayes estimator of θi is (1−Bi)yi+BixT
i b,

where Bi = Di/(A+Di). If instead we put a uniform(Rp) prior for b, the Bayes estimator
of θi is the same as its BLUP. Thus, there is a duality between the BLUP and the Bayes
estimator.
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However, in practice, A is unknown. A hierarchical prior joint for both b and A is
π(b,A) = 1. (Morris, 1983, JASA). Otherwise, estimate A to get the resulting empirical
Bayes or empirical BLUP. We now describe the latter.

There are several methods for estimation of A. Fay and Herriot (1979) suggested solv-
ing iteratively the two equations (i) b̃ = (XTV−1X)−1XTV−1y and (ii) ∑m

i=1(yi−xT
i b̃)2 =

m− p. The motivation for (i) comes from the fact that b̃ is the best linear unbiased
estimator (BLUE) of b when A is known. The second is a method of moments equation
noting that the expectation of the left hand side equals m− p.

The Fay-Herriot method does not provide an explicit expression for A. Prasad and Rao
(1990, JASA) suggested instead a unweighted least squares approach, which provides
an exact expression for A. Specifically, they proposed the estimator b̂L = (XT X)−1XT y.
Then E||y−Xb̂L||2 = (m− p)A+∑m

i=1 Di(1− ri), ri = xT
i (X

T X)−1xi, i = 1, · · · ,m. This

leads to ÂL = max
(

0, ||y−Xb̂L||2−∑m
i=1 Di(1−ri)

m−p

)
and accordingly B̂L

i = Di/(ÂL +Di). The

corresponding estimator of θ is θ̂ EB
i = (1− B̂L

i )yi + B̂L
i xT

i b̃(ÂL), where

b̃(ÂL) = [XTV−1(ÂL)X ]−1XTV−1(ÂL)y.

Prasad and Rao also found an approximation to the mean squared eror (Bayes risk) of

their EBLUP or EB estimators. Under the subjective prior θi
ind∼ N(xT

i b,A), the Bayes esti-
mator of θi is θ̂ B

i =(1−Bi)yi+BixT
i b, Bi =Di/(A+Di). Also, write θ̃ EB

i (A)= (1−Bi)yi+

BixT
i b̃(A). Then E(θ̂ EB

i − θi)
2 = E(θ̂ B

i − θi)
2 +E(θ̃ EB

i (A)− θ̂i
B
)2 +E(θ̂ EB

i − θ̃ EB
i (A))2.

The cross-product terms vanish due to their method of estimation of A, by a result of
Kackar and Harville (1984). The first term is the Bayes risk if both b and A were known.
The second term is the additional uncertainty due to estimation of b when A is known.
The third term accounts for further uncertainty due to estimation of A.

One can get exact expressions E(θi− θ̂ B
i )

2 = Di(1−Bi) = g1i(A), say and E(θ̂ EB
i (A)−

θ̂ B
i )

2 = B2
i xT

i (X
TV−1X)−1xi = g2i(A), say. However, the third term, E(θ̂ EB

i − θ̂ EB
i (A))2

needs an approximation. An approximate expression correct up to O(m−1), i.e. the
remainder term is of o(m−1), as given in Prasad and Rao, is 2B2

i (Di +A)−1A2 ∑m
i=1(1−

Bi)
2/m2 = g3i(A), say. Further, an estimator of this MSE correct up to O(m−1) is

g1i(Â)+g2i(Â)+2g3i(Â). This approximation is justified by noticing E[g1i(Â)] = g1i(A)−
g3i(A)+o(m−1).

A well-known example where this method has been applied is estimation of median in-
come of four-person families for the 50 states and the District of Columbia in the United
States. The U.S. Department of Health and Human Services (HHS) has a direct need for
such data at the state level in formulating its energy assistance program for low-income
families. The basic source of data is the annual demographic supplement to the March
sample of the Current Population Survey (CPS), which provides the median income of
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four-person families for the preceding year. Direct use of CPS estimates is usually un-
desirable because of large CV’s associated with them. More reliable results are obtained
these days by using empirical and hierarchical Bayesian methods.

Here sample estimates of the state medians for the current year (c) as obtained from the
Current Population Survey (CPS) were used as dependent variables. Adjusted census
median (c) defined as the base year (the recent most decennial census) census median
(b) times the ratio of the BEA PCI (per capita income as provided by the Bureau of
Economic Analysis of the United States Bureau of the Census) in year (c) to year (b) was
used as an independent variable. Following the suggestion of Fay (1987), Datta, Ghosh,
Nangia and Natarajan (1996) used the census median from the recent most decennial
census as a second independent variable. The resulting estimates were compared against
a different regression model employed earlier by the US Census Bureau.

The comparison was based on four criteria recommended by the panel on small area
estimates of population and income set up by the US committee on National Statistics.
In the following, we use ei as a generic notation for the ith small area estimate, and ei.T R

the “truth”, i.e. the figure available from the recent most decennial census. The panel
recommended the following four criteria for comparison.
Average Relative Absolute Bias = (51)−1 ∑51

i=1 |ei− ei,T R|/ei,T R.
Average Squared Relative Bias = (51)−1 ∑51

i=1(ei− ei,T R)
2/e2

i,T R.
Average Absolute Bias = (51)−1 ∑51

i=1 |ei− ei,T R|.
Average Squared Deviation = (51)−1 ∑51

i=1(ei− ei,T R)
2.

Table 1 compares the Sample Median, the Bureau Estimate and the Empirical BLUP
according to the four criteria as mentioned above.

Table 1. Average Relative Absolute Bias, Average Squared Relative Bias, Average
Absolute Bias and Average Squared Deviation (in 100,000) of the Estimates.

Bureau Estimate Sample Median EB
Aver. rel. bias 0.325 0.498 0.204
Aver. sq. rel bias 0.002 0.003 0.001
Aver. abs. bias 722.8 1090.4 450.6
Aver. sq. dev. 8.36 16.31 3.34

There are other options for estimation of A. One due to Datta and Lahiri (2000) uses
the MLE or the residual MLE (RMLE). With this estimator, gDL

3i is approximated by
2D2

i (A+Di)
−3[∑m

i=1(A+Di)
−2]−1, while g1i and g2i remain unchanged. Finally, Datta,

Rao and Smith (2005), went back to the original Fay-Herriot method of estimation of
A, and obtained gDRS

3i = 2D2
i (A+Di)

−3m[∑m
i=1(A+Di)

−2]−1.

The string of inequalities

m−1
m

∑
i=1

(A+Di)
2 ≥ [m−1

m

∑
i=1

(A+Di)]
2 ≥ m2[

m

∑
i=1

(A+Di)
−1]2
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leads to gPR
3i ≥ gDRS

3i . Another elementary inequality ∑m
i=1(A+Di)

−2 ≥ m−1[∑m
i=1(A+

Di)
−1]2 leads to gDRS

3i ≥ gDL
3i . All three expressions for g3i equal when D1 = . . .= Dm. It

is also pointed out in Datta, Rao and Smith that while both Prasad-Rao and REML esti-
mators of A lead to the same MSE estimator correct up to O(m−1), a further adjustment
to this estimator is needed when one uses either the the ML or the Fay-Herriot estimator
of A. The simulation study undertaken in Datta, Rao and Smith also suggests that the
ML, REML and Fay-Herriot methods of estimation of A perform quite similarly in regards
to the MSE of the small area estimators, but the Prasad-Rao approach usually leads to a
bigger MSE. However, they all perform far superior to the MSE’s of the direct estimators.

Over the years, other approaches to MSE estimation have appeared, some quite ap-
pealing as well as elegant. The two most prominent ones appear to be the ones due
to Jackknife and Bootstrap. Jiang and Lahiri (2001), Jiang, Lahiri and Wan (2002),
Chen and Lahiri (2002), Das, Jiang and Rao (2004) all considered Jackknife estima-
tion of the MSE that avoid the detailed Taylor series expansion of the MSE. A detailed
discussion paper covering many aspects of related methods appears in Jiang and Lahiri
(2006). Pfeffermann and Tiller (2005), Butar and Lahiri (2003) considered bootstrap
estimation of the MSE. More recently, Yoshimori and Lahiri (2014) considered adjusted
likelihood estimation of A. Booth and Hobert (1998) introduced a conditional approach
for estimating the MSE. In a different vein, Lahiri and Rao (1995) dispensed with the
normality assumption of the random effects, assuming instead its eighth moment in the
Fay-Herriot model.

Pfeffermann and Correa (2012) proposed an approach which they showed to perform
much better than the “classical” jackknife and bootstrap methods. Pfeffermann and
Ben-Hur (2018) used a similar approach for estimating the design-based MSE of model-
based predictors.

Small area estimation problems have also been considered for the general exponential
family model. Suppose yi|θi are independent with f (yi|θi) = exp[yiθi−ψ(θi)+ h(yi)],
i = 1, . . . ,m. An example is the Bernoulli (pi) where θi = logit(pi) = log(pi/(1− pi))

and Poisson(λi) where θi = log(λi). One models the θi as independent N(xT
i b,A) and

proceeds. Alternately, use beta priors for the pi and gamma priors for the λi.

The two options are to estimate the prior parameters either using an empirical Bayes
approach or alternately using a hierarchical Bayes approach assigning distributions to the
prior parameters. The latter was taken by Ghosh et al. (1998) in a general framework.
Other work is due to Raghunathan (1993) and Malec et al. (1997). A method for MSE
estimation in such contexts appears in Jiang and Lahiri (2001).
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Jiang, Nguyen and Rao (2011) evaluated the performance of a BLUP or EBLUP using

only the sampling model yi
ind∼ (θi,Di). Recall Bi = Di/(A+Di). Then

E[{(1−Bi)yi +BixT
i b−θi}2|θi] = (1−Bi)

2Di +B2
i (θi− xT

i b)2.

Noting that E[(yi− xT
i b)2|θi] = Di + (θi− xT

i b)2, an unbiased estimator of the above
MSE is (1−Bi)

2Di−B2
i Di +B2

i (yi−xT
i b)2. When one minimizes the above with respect

to b and A, then the resulting estimators of of b and A are referred to as observed
best predictive estimators. The corresponding estimators of the θi are referred to as the
“observed best predictors”. These authors suggested Fay-Herriot or Prasad-Rao method
for estimation of b and A.

6. Model Based Small Area Estimation: Unit Specific Models

Unit Specific Models are those where observations are available for the sampled units
in the local areas. In addition, unit-specific auxiliary information is available for these
sampled units, and possibly for the non-sampled units as well.

To be specific, consider m local areas where the ith local area has Ni units with a sample
of size ni. We denote the sampled observations by yi1, . . . ,yini , i = 1, . . . ,m. Consider the
model

yi j = xT
i jb+ui + ei j, j = 1, . . . .Ni, i = 1, . . . ,m.

The ui’s and ei j’s are mutually independent with the ui iid (0,σ2
u ), and the ei j independent

(0,σ2ψi j).

The above nested error regression model was considered by Battese, Harter and Fuller
(BHF, 1988), where yi j is the area devoted to corn or soybean for the jth segment in
the ith county; xi j = (1,xi j1,xi j2)

T , where xi j1 denotes the no. of pixels classified as
corn for the jth segment in the ith county and xi j2 denotes the no. of pixels classified
as soybean for the jth segment in the ith county; b = (b0,b1,b2)

T is the vector of re-
gression coefficients. BHF took ψi j = 1. The primary goal of BHF was to estimate the
Ȳi = N−1

i ∑Ni
j=1 yi j, the population average of area under corn or soybean for the 12 areas

in North Central Iowa, Ni denoting the population size in area i.

A second example appears in Ghosh and Rao (1994). Here yi j denotes wages and salaries
paid by the jth business firm in the ith census division in Canada and xi j = (1,xi j)

T ,
where xi j is the gross business income of the jth business firm in the ith census division.
In this application, ψi j = xi j was found more appropriate than the usual model involving
homoscedasticity.

I consider in some detail the BHF model. Their ultimate goal was to estimate the
population means Ȳi = (Ni)

−1 ∑Ni
j=1 yi j, In matrix notation, we write yi = (yi1, . . . ,yini)

T ,
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Xi = (xi1, . . . ,xini)
T , ei = (ei1, . . . ,eini)

T , i = 1, . . . ,m. Thus, the model is rewritten as

yi = Xib+ui1ni + ei, i = 1, . . . ,m.

Clearly, E(yi) = Xib and V i =V (yi) = σ2
e Ini +σ2

u Jni , where Jni denote the matrix with all
elements equal to 1. Write x̄i = ∑ni

j=1 xi j/ni and ȳi = ∑ni
j=1 yi j/ni. The target is estimation

of X̄T
i b+ui1ni , where X̄ i = N−1

i ∑Ni
j=1 xi j, i = 1, . . . ,m.

For known σ2
u and σ2

e , the BLUP of x̄T
i b + ui1ni is (1− Bi)yi + Bix̄T

i b̃, where Bi =

(σ2
e /ni)/(σ2

e /ni + σ2
u ) and b̃ = (∑m

i=1 XT
i V−1

i X i)
−1(∑m

i=1 XT
i V−1

i yi). Hence, the BLUP
of X̄T

i b+ui1ni is [(1−Bi)[ȳi +(X̄ i− x̄i)
T b̃]+BiX̄

T
i b̃.

BHF used method of moment estimation to get unbiased estimators of unknown σ2
u and

σ2
e . The EBLUP of X̄T

i b+ui is now found by substituting these estimates of σ2
u and σ2

e
in the BLUP formula. Estimation of σ2

e is based on the moment identity

E[
m

∑
i=1

ni

∑
j=1

(yi j− ȳi− (xi j− x̄i)
T b̃]2 = (n−m− p1),

where p1 is the number of non-zero x deviations. The second moment identity is given
by

E[
m

∑
i=1

ni

∑
j=1

(yi j− xi j)
T b̂)2] = (n− p)σ2

e +σ2
u [m−

m

∑
i=1

n2
i x̄T

i (X
T X)−1x̄i],

where b̂ = (XT X)−1XT y, y = (yT
1 , . . . ,y

T
m)

T . If this results in a negative estimator of σ2
u ,

they set the estimator equal to zero.

Of course, the method of moments estimators can be replaced by maximum likelihood,
REML or other estimators as discussed in the previous section. Alternately, one can
adopt a hierarchical Bayesian approach as taken in Datta and Ghosh (1991). First, it
may be noted that if the variance components σ2

e and σ2
u were known, a uniform prior

on b leads to a HB estimator of X̄T
i b+ ui, which equals its BLUP. Another interesting

observation is that the BLUP of X̄T
i b+ui depends only on the variance ratio σ2

u /σ2
e = λ ,

say. Rather than assigning priors separately for σ2
u and σ2

e , it suffices to assign a prior
to λ . This is what was proposed in Datta and Ghosh (1991), who assigned a Gamma
prior to λ . The Bayesian approach of Datta and Ghosh (1991) did also acccommodate
the possibility of multiple random effects.

7. Benchmarking

The model-based small area estimates, when aggregated, may not equal the correspond-
ing estimated for the larger area. On the other hand, the direct estimate for a larger
area, for example, a national level estimate, is quite reliable. Moreover, matching the
latter may be a good idea, for instance to maintain consistency in publication, and very
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often for protection against model failure. The latter may not always be achieved, for
example in time series models, as pointed out by Wang, Fuller and Qu (2008).

Specifically, suppose θi is the ith area mean and θT = ∑m
i=1 wiθi is the overall mean,

where w j may be the known proportion of units in the jth area. The direct estimate for
θT is ∑m

i=1 wiθ̂i. Also, let θ̃i denote an estimator of θi based on a certain model. Then
∑m

i=1 wiθ̃i is typically not equal to ∑m
i=1 wiθ̂i

In order to address this, people have suggested (i) ratio adjusted estimators

θ̂ RA
i = θ̂ G

i (
m

∑
j=1

w jθ̂ j)/(
m

∑
j=1

w jθ̂ G
j )

and (ii) difference adjusted estimator θ̂ DA
i = θ̂ G

i +∑m
j=1 w jθ̂ j−∑m

j=1 w jθ̂ G
j , where θ̂ G

j is
some generic model-based estimator of θ j.

One criticism against such adjustments is that a common adjustment is used for all small
areas regardless of their precision. Wang, Fuller and Qu (2008) proposed instead mini-
mizing ∑m

j=1 φ jE(e j−θ j)
2 for some specified weights φ j(> 0) subject to the constraint

∑m
j=1 w je j = θ̂T . The resulting estimator of θi is

θ̂WFQ
i = θ̂ BLUP

i +λi(
m

∑
j=1

w jθ̂ j−
m

∑
j=1

w jθ̂ BLUP
j ),

where λi = wiφ−1
i /(∑m

j=1 w2
jφ
−1
j ).

Datta, Ghosh, Steorts and Maples (2011) took instead a general Bayesian approach and
minimized ∑m

j=1 φ j[E(e j − θ j)
2|data] subject to ∑m

j=1 w je j = θ̂T and obtained the esti-
mator θ̂ AB

i = θ̂ B
i +λi(∑m

j=1 w jθ̂ j−∑m
j=1 w jθ̂ B

j ), with the same λi. This development is
similar in spirit to those of Louis (1984) and Ghosh (1992) who proposed constrained
Bayes and empirical Bayes estimators to prevent overshrinking. The approach of Datta,
Ghosh, Steorts and Maples extends readily to multiple benchmarking constraints. In a
frequentist context. Bell, Datta and Ghosh (2013) extended the work of Wang, Fuller
and Qu (2008) to multiple benchmarking constraints.

There are situations also when one needs two-stage benchmarking. A current example is
the cash rent estimates of the Natural Agricultural Statistics Service (NASS), where one
needs the dual control of matching the aggregate of county level cash rent estimates to
the corresponding agricultural district (comprising of several counties) level estimates,
and the aggregate of the agricultural district level estimates to the final state level es-
timate. Berg, Cecere and Ghosh (2014) adopted an approach of Ghosh and Steorts
(2013) to address the NASS problem.
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Second order unbiased MSE estimators are not typically available for ratio adjusted
benchmarked estimators. In contrast, second order unbiased MSE estimators are avail-
able for difference adjusted benchmarked estimators, namely, θ̂ DB

i = θ̂ EB
i +(∑m

j=1 w jθ̂ j−
∑m

j=1 w jθ̂ EB
j ). Steorts and Ghosh (2013) have shown that MSE(θ̂ DB

i ) = MSE(θ̂ EB
i )+

g4(A) + o(m−1), where MSE(θ̂ EB
i ) is the same as the one given in Prasad and Rao

(1990), and

g4(A) =
m

∑
i=1

w2
i B2

i (Di +A)−
m

∑
i=1

m

∑
j=1

wiw jBiB jxT
i (X

TV−1x j).

We may recall that Bi =Di/(A+Di), XT = (x1, . . . ,xm) and V =Diag(A+D1, . . . ,A+Dm)

in the Fay-Herriot model. A second order unbiased estimator of the benchmarked EB
estimator is thus g1i(Â)+g2i(Â)+2g3i(Â)+g4i(Â).

There are two available approaches for self benchmarking that do not require any ad-
justment to the EBLUP estimators. The first, proposed in You and Rao (2002) for
the Fay-Herriot model replaces the estimator b̂ in the EBLUP by an estimator which
depends both on b̂ as well as the weights wi. This changes the MSE calculation. Re-
call the Prasad-Rao MSE of the EBLUP given by MSE(θ̂ EB

i ) = g1i + g2i + g3i, where
g1i =Di(1−Bi), g2i =B2

i xT
i (X

TV−1X)−1xi and g3i = 2D2
i (A+Di)

−3m−2{∑m
j=1(A+D j)

2}.
For the Benchmarked EBLUP, g2i changes.

The second approach is by Wang, Fuller and Qu (2008) and it uses an augmented model
with new covariates (xi,wi,Di). This second approach was extended by Bell, Datta and
Ghosh (2013) to accommodate multiple benchmarking constraints.

8. Fixed versus Random Area Effects

A different but equally pertinent issue has recently surfaced in the small area literature.
This concerns the need for random effects in all areas, or whether even fixed effects
models would be adequate for certain areas. Datta, Hall and Mandal (DHM, 2011) were
the first to address this problem. They suggested essentially a preliminary test-based
approach, testing the null hypothesis that the common random effect variance was zero.
Then they used a fixed or a random effects model for small area estimation based on
acceptance or rejection of the null hypothesis. This amounted to use of synthetic or
regression estimates of all small area means upon acceptance of the null hypothesis, and
composite estimates which are weighted averages of direct and regression estimators
otherwise. Further research in this area is due to Molina, Rao and Datta (2015).

The DHM procedure works well when the number of small areas is moderately large, but
not necessarily when the number of small areas is very large. In such situations, the null
hypothesis of no random effects is very likely to be rejected. This is primarily due to a
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few large residuals causing significant departure of direct estimates from the regression
estimates. To rectify this, Datta and Mandal (2015) proposed a Bayesian approach with
“spike and slab” priors. Their approach amounts to taking δiui instead of ui for random
effects where the δi and the ui are independent with δi iid Bernoulli(γ) and ui iid N(0,σ2

u ).

In contrast to the spike and slab priors of Datta and Mandal (2015), Tang, Ghosh, Ha
and Sedransk (2018) considered a different class of priors that meets the same objective.
as the spike and slab priors, but uses instead absolutely continuous priors. These priors
allow different variance components for different small areas, in contrast to the priors
of Datta and Mandal, who considered prior variances to be either zero or else common
across all small areas. This seems to be particularly useful when the number of small
areas is very large, for example, when one considers more than 3000 counties of the US,
where one expects a wide variation in the county effects. The proposed class of priors, is
usually referred to as “global-local shrinkage priors” (Carvalho, Polson and Scott (2010);
Polson and Scott (2010)).

The global-local priors, essentially scale mixtures of normals, are intended to capture
potential “sparsity”, which means lack of significant contribution by many of the ran-
dom effects, by assigning large probabilities to random effects close to zero, but also
identifying random effects which differ significantly from zero. This is achieved by em-
ploying two levels of parameters to express prior variances of random effects. The first,
the “local shrinkage parameters”, acts at individual levels, while the other, the “global
shrinkage parameter” is common for all random effects. This is in contrast to Fay and
Herriot (1979) who considered only one global parameter. These priors also differ from
those of Datta and Mandal (2015), where the variance of random effects is either zero
or common across all small areas.

Symbolically, the random effects ui have independent N(0,λ 2
i A) priors. While the global

parameter A tries to cause an overall shrinking effect, the local shrinkage parameters λ 2
i

are useful in controlling the degree of shrinkage at the local level. If the mixing den-
sity corresponding to local shrinkage parameters is appropriately heavy-tailed, the large
random effects are almost left unshrunk. The class of “global-local” shrinkage priors
includes the three parameter beta normal (TPBN) priors (Armagon, Clyde and Dun-
son, 2011) and Generalized Double Pareto priors (Armagon, Dunson and Lee, 2012).
TPBN includes the now famous horseshoe (HS) priors (Scott and Berger, 2010) and the
normal-exponential-gamma priors (Griffin and Brown, 2005).

As an example, consider estimation of 5-year (2007–2011) county-level overall poverty
ratios in the US. There are 3,141 counties in the data set. The covariates are foodstamp
participation rates. The map given in Figure 1 gives the poverty ratios for all the coun-
ties of US. Some salient findings from these calculations are given below.

(i) Estimated poverty ratios are between 3.3% (Borden County, TX) and 47.9% (Shan-
non County, SD). The median is 14.7%.
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Figure 1: Map of posterior means of θ ’s.

(ii) In Mississippi, Georgia, Alabama and New Mexico, 55%+ counties have poverty
rates > the third quartile (18.9%).
(iii) In New Hampshire, Connecticut, Rhode Island, Wyoming, Hawaii and New Jersey,
70%+ counties have poverty rates < the first quartile (11.1%).
(iv) Examples of counties with high poverty ratios are Shannon, SD; Holmes, MS; East
Carroll, LA; Owsley, KY; Sioux, IA.
(v) Examples of counties with large random effects are Madison, ID; Whitman, WA;
Harrisonburg, VA; Clarke, GA; Brazos, TX.

Dr. Pfeffermann suggested splitting the counties, whenever possible, into a few smaller
groups, and then use the same global-local priors for estimating the random effects
separately for the different groups. From a pragmatic point of view, this may sometimes
be necessary for faster implementation. It seems though that the MCMC implementation
even for such a large number of counties was quite easy since all the conditionals were
standard disributions, and samples could be generated easily from these distributions at
each iteration.

9. Variable Transformation

Often the normality assumption can be justified only after transformation of the original
data. Then one performs the analysis based on the transformed data, but transform back
properly to the original scale to arrive at the final predictors. One common example is
transformation of skewed positive data, for example, income data where log transfor-
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mation gets a closer normal approximation. Slud and Maiti (2006) and Ghosh and
Kubokawa (2015) took this approach, providing final results for the back-transformed
original data.

For example, consider a multiplicative model yi = φiηi with zi = log(yi), θi = log(φi)

and ei = log(ηi). Consider the Fay-Herriott (1979) model (i) zi|θi
ind∼ N(θi,Di) and (ii)

θi
ind∼ N(xT

i β ,A). θi has the N(θ̂ B
i ,Di(1−Bi)) posterior with θ̂ B

i = (1−Bi)zi +BixT
i β ,

Bi = Di/(A+Di). Now E(φi|zi) = E[exp(θi)|zi] = exp[θ̂ B
i +(1/2)Di(1−Bi)].

Another interesting example is the variance stabilizing transformation. For example,

suppose yi
ind∼ Bin(ni, pi). The arcsine transformation is given by pi = sin−1(2pi− 1).

The back transformation is pi = (1/2)[1+ sin(θi)].

A third example is the Poisson model for count data. There yi
ind∼ Poisson(λi). Then one

models zi = y1/2
i as independent N(θi,1/4) where where θi = λ 1/2

i . An added advantage
in the last two examples is that the assumption of known sampling variance, which is
really untrue, can be avoided.

10. Final Remarks

As acknowledged earlier, the present article leaves out a large number of useful current
day topics in small area estimation. I list below a few such topics which are not covered
at all here. But there are are many more. People interested in one or more of the topics
listed below and beyond should consult the book of Rao and Molina (2015) for their
detailed coverage of small area estimation and an excellent set of references for these
topics.

• Design consistency of small area estimators.

• Time series models.

• Spatial and space-time models.

• Variable Selection.

• Measurement errors in the covariates.

• Poverty counts for small areas.

• Empirical Bayes confidence intervals.

• Robust small area estimation.

• Misspecification of linking models.
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• Informative sampling.

• Constrained small area estimation.

• Record Linkage.

• Disease Mapping.

• Etc, Etc., Etc.
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Discussion of “Small area estimation: its evolution  
in five decades”, by Malay Ghosh 

Julie Gershunskaya1 

1. Introduction 

I would like to begin by congratulating Professor Ghosh for his many contributions 
to small area estimation, both as an original researcher and effective communicator of 
complex ideas. The current paper provides a lucid overview of the history and 
developments in small area estimation (SAE) and offers a synopsis of some of the most 
recent innovations. As is well illustrated in the paper, the development of the field is 
driven by real-world demands and problems emerging in actual applications. Let us 
ponder on this practical side of the SAE methodology that, by offering a set of tools and 
concepts, provides an engineering framework for present day official statistics. 

From the very beginning of large-scale sample surveys in the official statistics, there 
was the realization that the survey practice should be based on both theoretical 
developments and clear practical strategy. Morris Hansen (1987) applied the term “total 
survey design” to describe the fusion of theory and operational planning, a paradigm 
used from the early days of sampling surveys at the U.S. Bureau of Census.  In a similar 
spirit, P. C. Mahalanobis (1946) characterized the whole complex of activities involved 
in the managing of large-scale sample surveys in the Indian Statistical Institute by 
calling it “statistical engineering”.  

Traditionally, a great deal of theory, experimentation, and practical considerations 
are focused on the design stage of sample surveys. Yet, no matter how well the survey 
is designed, there is a growing demand in extracting ever more information from 
already collected data. Even more, in many present day surveys, the required 
“unplanned” domains number in thousands. In such an environment, the production 
of small domain estimates becomes a substantial part of a large-scale enterprise. 
Developments in the SAE field address the demands by providing survey practitioners 
with necessary gear, whereas an applied statistician acts as engineer that employs 
a variety of available tools and creates an appropriate operational plan. 

                                                           
1  U. S. Bureau of Labor Statistics, 2 Massachusetts Ave NE, Washington, DC 20212, USA.  
 E-mail: gershunskaya.julie@bls.gov. ORCID: https://orcid.org/0000-0002-0096-186X. 
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2. Model building considerations  

To illustrate some aspects of the planning and model development for estimation 
in small domains, I will describe, in broad strokes, considerations involved in the model 
choice for the U.S. Bureau of Labor Statistics’ Current Employment Statistics (CES) 
survey. The specific context that affects approaches to small domain modeling in CES 
includes:  

‐ the tight production timeline, where estimates are produced monthly within 
only a few weeks after the data collection; 

‐ the demand for estimates over a large number of small areas. Monthly estimates 
are published for about 10 thousands domains defined by intersections of 
detailed industry and geography. Of those, roughly 40 percent of domains have 
sufficient sample, so that direct sample-based estimates are deemed reliable for 
the use in publication; the other domains may have only a handful of sample 
units and require modeling;   

‐ the dynamic and heterogeneous nature of the population of business 
establishments, a feature that could generally manifest itself – thus affecting the 
model fit – in two ways: 1. in the form of a frequent appearance of sample-
influential observations or; 2. as irregularities in the signal for groups of 
domains. 

Because of the above characteristics of the CES survey process, essential 
requirements for any model considered in CES are (i) computational scalability, (ii) 
flexibility of modeling assumptions, and (iii) robustness to model outliers. To 
demonstrate how the above aspects are taken into account, we examine three models.  

Our baseline model M0 is the classical Fay-Herriot area level model. In the Bayesian 
formulation, using the notation of Professor Ghosh’s paper, the sampling model for 
domain 1...,i m  is 

 | ~ ,
ind

i i i iy N D  ,        (1) 

and the linking model is 

 | ~ ,
ind

T
i iN x A b b .        (2) 

The parsimonious structure and the ease of implementation of the FH model make 
it particularly appealing under the tight CES production schedule. The posterior mean 
in the form of the weighted average of direct sample based and synthetic estimators has 
clear intuitive interpretation, thus facilitating communication of the reasoning to a 
wider, less quantitatively oriented, community. 
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However, the dynamic nature of the population of business establishments affects 
the FH model fit and reduces the attractiveness of the model in two important respects:  

1) On the one hand, sampling model (1) is not robust to extreme iy  values. Noisy 
direct estimates iy  could result from the appearance of influential observations 
in the sample data. In the ideal world, the additional variability induced by noisy 
sample data would be reflected in larger values of respective variances 'iD s , that 
are assumed to be known. If that would be the case, larger 'iD s  would lessen 
the influence of noisy 'iy s  on the model fit. In practice, however, true variances 
are not known, and the usual method is to plug in values based on a generalized 
variance function (GVF). Such plug-in 'iD s  may not properly reflect the 
amount of noise in respective 'iy s .  

2) On the other hand, the linking model (2) normality assumption may fail, for 
example, when groups of domains form clusters or when some domains deviate 
from the linearity assumption T

ix b . This is especially likely to happen when a 
large number of domains is included in the same model. 

In model M1, we address the concern regarding the non-robustness of sampling 
model (1). Here, sample-based estimates ˆ

iD  of variances iD  are treated as data and 
modeled jointly with 'iy s . The joint modeling approach was considered by Arora and 
Lahiri (1997), You and Chapman (2006), Dass et al. (2012), Liu et al. (2014), among 
others. Model M1 is related to the model proposed by Maiti et al. (2014) who used the 
EM algorithm for estimation of the model parameters within the empirical Bayes 
paradigm. The Bayesian extension of the model was developed by Sugasawa et al. 
(2017). Assume in domain ,i  1..., ,i m  the following model M1 holds for pair 

 ˆ, :i iy D   

 | , ~ ,
ind

i i i i iy D N D  ,    | , ~ ,
ind

T
i iA N x A b b ,    (3) 

1 1ˆ | ~ ,
2 2

ind
i i

i i
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n n
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D

  
 
 

,   | ~ , ,
ind

i i iD IG a c      (4) 

where (3) is the usual FH model for the point estimate and (4) describes a companion 
model for observed  variance ˆ

iD (here, direct sample-based estimates of variances are 
termed “observed variances” in the model input context);  G   and  IG   denote the 
gamma and inverse gamma distributions, respectively;   is an unknown parameter; ia  
and ic  are positive known constants, Sugasawa et al. (2017) suggested the choice of 

2ia   and 1 ,i ic n  in  is the number of respondents in domain i . 
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Although model M1 mitigates the effect caused by noisy direct sample estimates, it 
still ignores the problem of possible deviations from the normality assumption 
in linking model (2). When there is a large number of domains, we can more fully 
explore the underlying structure and relax the assumption of linking model (2) by 
replacing the normality with a finite mixture of normal distributions. Model M2, 
proposed by Gershunskaya and Savitsky (2020), is given by (5) and (6):  

 | , ~ ,
ind

i i i i iy D N D  ,   0 01
| , , , ~ ,

ind K T
i k k ik

A N b A 


π b b x b , (5) 

ˆ | ~ ,
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i i
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sn sn
D D G

D

 
 
 

,    1
| , ~ 2,exp .

ind K T
i k i kk

D IG z
γ π γ   (6) 

In this model, we assume the existence of K  latent clusters having cluster-specific 
intercepts 0 ,kb  1,..., ,k K  and common variance ;A  in addition, we relax the inverse 
gamma assumption of (4) by specifying a mixture of the inverse gamma distributions 
with the cluster-specific coefficient vectors ;kγ  iz is a vector of covariates for the 
variance model for area i ; s  is a model parameter that regulates the shape and scale of 
the gamma distribution, it depends on the quality of variance estimates.  

The Stan modeling language and the Variational Bayes algorithm within Stan 
proved to be effective in fitting the above models.  

3. Model selection and evaluation plan 

Due to the tight CES production schedule, a production model has to be chosen in 
advance, before a statistician obtains the actual data. Models for CES are pre-selected 
and pre-evaluated based on a comparison to historical employment series derived from 
the universe of data that is available from an administrative source, known as the 
Quarterly Census of Employment and Wages (QCEW) program. These data become 
available to BLS on a quarterly basis with the time lag of 6 to 9 months after the 
reference date and are considered a “gold standard” for CES. After an evaluation based 
on several years of data, that include periods of economic growths and downturns, the 
best model from a set of candidates would be accepted for the use in production.  

Thus, the availability of a “gold standard” defines the CES strategy for the model 
development and evaluation. This approach differs from the usual model selection and 
checking methods used in statistics, yet it is common for government agencies. 
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4. Real-time analysis protocol 

The quality of the production model is regularly re-assessed based on newly 
available data from QCEW. This kind of evaluation can be performed only post hoc, 
several months after the publication of CES estimates. While the “gold standard” based 
approach of model selection and evaluation works well overall and provides 
reassurance and the perception of objectivity of the chosen model, the following 
question remains: Suppose a particular model (say, model M2) is accepted for the 
production based on its historical performance; however, what if in a given month 
during the production such history-based best model would fit poorly for some of the 
domains? To diagnose possible problems in the real production time, analysts have to 
be equipped with formal tests and graphical tools allowing the efficient detection of 
potential problems, and with the guidelines for ways to proceed whenever problems 
arise. 

One example of a tool for the routine diagnostics of outlying cases is given by the 
model-based domain screening procedure proposed by Gershunskaya and Savitsky 
(2020). The idea for this procedure is to flag the domains whose direct estimates 'iy s  
have low probability of following the posterior predictive distribution obtained based on 
the model. The list of “suspect” domains is sent to analysts for checking; analysts review 
the list and decide if the reason for a given extreme direct estimate is one of the 
following: (i) the deficiency of the domain sample or (ii) a failure of modeling 
assumptions. In general, if the domain sample size is small, the outlyingness of the 
direct sample estimate would likely be attributed to the deficiency of the sample; in such 
a case, analysts would decide to rely on the model estimate for this domain. For 
domains with larger samples, the direct estimates may be deemed more reliable than 
the model-based estimates. In addition, to these general considerations, analysts would 
also have the ability to check the responses in the suspect domains to determine if there 
are any erroneous reports overlooked at the editing stage. Such reports would have to 
be corrected or removed from the sample. Analysts may also possess the knowledge of 
additional facts that may guide their decision, such as, information about the economic 
events not reflected in the modeling assumptions or, conversely, in the available sample. 

5. Summary  

The growing demand for estimates in “unplanned” domains instigated 
development of the SAE methods. Theoretical advances in SAE over past five decades, 
along with the proliferation of powerful computers and software, invited even more, 
ever increasing demand in estimates for small areas. Contemporary small area 
estimation becomes a large-scale undertaking. The present day statistical engineers 
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require development of tools – as well as philosophy and guidelines – for the quality 
control in the production environment to help ensure estimates in small domains are 
reliable and impartial. 
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Discussion of “Small area estimation: its evolution
in five decades”, by Malay Ghosh

Ying Han1

1. Introduction

I would like to thank Prof. Ghosh for his significant contributions to small area esti-
mation, not only for his phenomenal research, but also for the talents that he cultivated
and brought into this field. It is my great honor to be an invited discussant of Prof.
Ghosh’s paper “Small Area Estimation: Its Evolution in Five Decades”.

In the paper, Prof. Ghosh presents a nice overview of the history and development
of small area estimation. He clearly explains the reason why small area estimation
techniques are important in providing accurate estimates for small regions or domains,
illustrates the increasing importance of small area estimation through examples in dif-
ferent fields, introduces different small area estimates developed from area-level and
unit-level models, etc. He traces back to the starting point of small area estimation,
demonstrates its development, and shows us its bright future.

The basic idea of small area estimation is to increase the effective sample size by borrow-
ing strengths from variable of interest from other related areas. This is primarily done by
linking related small areas using auxiliary information related to the variable of interest.
The auxiliary information often comes from administrative records. So, the availability
of good administrative records is of great importance to small area estimation. As Prof.
Ghosh said in the paper, “the eminent role of administrative records for small area esti-
mation cannot but be underscored even today."

The unit-level small area estimation models require the joint observations on the vari-
able of interest y and the auxiliary variables x for the sampled units in small areas. If
administrative records are used, we need to know which administrative record represents
the same population unit as one in the survey data. Consider the case where the data
comes from two separate files: one survey data set containing the observations on y and
an administrative data set containing the observations on x. If a unique and error-free
identifier exists in both files, the two files can be linked without any errors and a merged
dataset with joint observations on y and x is obtained. Under this data layout, a huge
literature on small area estimation is available. We refer reader to Rao and Molina
(2015), Jiang and Lahiri (2006), and Pfeffermann (2013).

1Gallup.Inc, USA. E-mail: ying_han@gallup.com. ORCID: https://orcid.org/0000-0003-0082-5654.
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Most of the time, however, such identifier is not available in either the survey data
set or the administrative data set. In this case, the administrative records can rarely be
used for unit-level small area estimation model. This limits the application of small area
estimation. Record linkage, a data integration technique, is a potential approach to link
the files even when a unique and error-free identifier is not available. The application of
record linkage extends the application of small area estimation to the case when admin-
istrative records cannot be linked to the survey data by using unique identifiers. This is
one of the most emerging topics that was not covered in Prof. Ghosh overview paper.
In this discussion, I would like to provide a brief description on this topic.

2. Probabilistic Record Linkage

Record linkage, or exact matching, is a technique to identify records for the same
entity (e.g., person, household, etc.) that are from two or more files when a unique,
error-free identifier (such as Social Security Number) is missing. The first theoretical
framework for record linkage was developed by Fellegi and Sunter (1969). A linked
dataset, created by record linkage, is of great interest to analysts interested in certain
specialized multivariate analysis, which would be otherwise either impossible or difficult
without advanced statistical expertise as variables are stored in different files.

However, the linked dataset is subject to linkage errors. If one simply ignores the linkage
errors, analysis of the linked data could yield misleading results in a scientific study.
Neter et al. (1965) demonstrated that a relatively small amount of linkage errors could
lead to substantial bias in estimating a regression relationship. Therefore, the impor-
tance of accounting for linkage errors in statistical analysis cannot be overemphasized.
In the past couple of decades, researchers have been focused on how to correct the bias
caused by linkage errors when fitting linear regression model on linked data. Chambers
(2009), Kim and Chambers (2012), Samart and Chambers (2014) tackled the problem
from the second analyst point of view, assuming that they can only get access to the
linked data and limited information is available about the linkage process. In contrast,
Lahiri and Larsen (2005) solved the problem from the primary analyst point of view
by taking advantage of the summary information generated during the record linkage
process. But there is little literature on the how to apply small area estimation on the
linked data generated through record linkage process.

The importance of integrating probabilistic record linkage in small area estimation was
highlighted in the SAE International Statistical Institute Satellite Meeting held in Paris
during July 10-12 , 2017. In his keynote address at the meeting, Professor Partha
Lahiri introduce the concept of merging survey data with administrative records to-
gether through record linkage technique to obtain an enhanced dataset for small area
estimation. It can cut down the cost in data collection by preventing the need to collect
new survey data with all necessary information. Later, I worked with Professor Lahiri in
proposing a unified way for performing small area estimation using data from multiple
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files. A brief description of the methodology is provided in the next section. Readers
interested in the details are referred to Lahiri (2017), Han (2018), and Han and Lahiri
(2019).

3. Small area estimation within linked data

We are interested in predicting an area-specific parameter, which can be expressed
as a function of fixed effects and random effects related to the conditional distribution
of y given x. For simplicity, we restrict our research to the case where the observations
on y and x come from two files, rather than more than two files (e.g., one survey dataset
and multiple administrative data sets). Suppose the observations on y (x) are available
for a sample Sy (Sx) and are recorded in file Fy (Fx). The matching status between any
record in Fy and any record in Fx is unknown. We assume that (1) there is no duplicate
in either Fy or Fx, (2) Sy ⊂ Sx, and (3) the records in both files can be partitioned into
small areas without error.

We propose a general integrated model to propagate the uncertainty of the linkage
process in the later estimation step under the assumption of data availability described
above. The model is developed from a primary analyst point of view. The primary
analyst can get access to the original two files, which contains both the separate ob-
servations on y and x and the values of matching fields (a set of variables for record
linkage). The proposed model is built directly on the data values from the original two
files (rather than on data in the linked dataset) and is based on the actual record linkage
method that is used (rather than making a strong assumption on the linkage process
afterwards). The general proposed integrated model includes three important compo-
nents: a unit-level small area estimation model, a linkage error model, and a two-class
mixture model on comparison vectors. The unit-level model is used to characterize the
relationship between y and x in the target population. The linkage error model is used
to characterize the randomness of the linkage process. It is developed by exploiting the
relationship between X∗ (the unobserved x values corresponding to the observed y values
in Fy) and X (the observed x values in Fx). It is the key to the general integrated model,
serving as a connector between the unit-level small area model and the record linkage
model. The two-class mixture model is used to estimate the probability of a record
pair being a match given the observed data and designate all record pairs into links and
non-links.

Under the general integrated model, we provide a general methodology for obtaining
an empirical best prediction (EBP) estimator of an area-specific mixed parameter. The
unified jackknife resampling method proposed by Jiang et al. (2002) and its alternative
proposed by Lohr and Rao (2009) can be used to estimate the mean squared error of
the empirical best prediction estimator. The jackknife methods proposed by Jiang et al.
(2002) and Lohr and Rao (2009) require closed-form expressions for the mean squared
error (MSE) and conditional mean squared error (CMSE) of the best prediction estima-
tor (BP), respectively. So, the choice of the jackknife methods depends on whether a
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closed-form expression for MSE or CMSE is available.

Application of the general methodology is not limited to the mutual independence of
measurements. It can be applied to measurements that are correlated within small areas
but independent across small areas. Unit-level models such as general linear model with
correlated sampling errors within small areas, general linear mixed model with nested
errors can all be considered. To illustrate our general methodology, we consider the
situation where the unit-level small area model of the general integrated model is set
to be the general linear mixed model with block diagonal covariance structure. The
Best Prediction (BP) estimator for the mixed parameter is derived under the general
integrated model. The conditional mean squared error (CMSE) of its corresponding
Best Prediction (BP) Estimator can be expressed in a closed form, making it possible to
estimate its mean squared error using the jackknife method provided by Lohr and Rao
(2009).

As a special example, we consider the estimation of small area means when a nested
error linear model is used. We provide two methods for estimating the unknown pa-
rameters: the Maximum Likelihood (ML) method and the Pseudo Maximum Likelihood
(PML) method. We also discuss the use of numerical algorithms in approximating
the maximum likelihood estimates (MLE), including Newton-Raphson method and Fish
scoring algorithm, and further propose a quasi-scoring algorithm in order to reduce the
computational burden.

4. Summary

Due to the increasing demand of small area estimation in different fields and the ac-
cessibility of administrative records, it is of great interest for researchers and analysts to
use probabilistic record linkage in extracting additional information from administrative
records as additional auxiliary variable in unit-level small area models. It is an example
of the more recent topics in small area estimation that are not covered by Prof. Ghosh
in his overview paper. As Prof. Ghosh said, “the vastness of the area makes it near
possible to cover each and every emerging topic”. That means, small area estimation is
still under its rapid development driven by its high demand, and it is a field full of vitality.
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Discussion of “Small area estimation: its evolution  
in five decades”, by Malay Ghosh 

Yan Li1 

Prof. Ghosh leads us step gradually into the realm of small area estimation (SAE) 
through the evolution of SAE for the past five decades, introducing various SAE 
methods of synthetic estimators, composite estimators, and model-based estimators for 
small area parameters, mean squared error approximations, adjustment methods of 
benchmarking and transformation, etc. The paper broadens and deepens our 
understanding of different perspectives of the SAE and provides a few illustrative real-
life applications.  It is a great review paper for general audience, especially for our 
graduate students in survey statistics and related areas, who wish to have a snapshot of 
the SAE research.   

Prof. Ghosh focuses his review on the inferential aspects of the two celebrated small 
area models ----- the Fay-Herriot (FH) area model and the unit level nested error 
regression (NER) model. In the implementation of these models, variable selection 
plays a vital role and my discussion centers around this topic, which complements 
Professor Ghosh’s paper.  

There is a vast literature on variable selection, a subtopic of model selection. We 
refer to the Institute of Mathematical Statistics Monograph edited by Lahiri (2001) for 
different approaches and issues in model selection and the book by Jiang and Nguyen 
(2015) for model selection methodology especially designed for mixed models.  
Variable selection methods for general linear mixed model can be, of course, applied to 
select variables for the FH and NER models as they are special cases of the general linear 
mixed model. Many data analysts not familiar with mixed models, however, use 
software meant for linear regression models to select variables. This approach may 
result in loss of efficiency in variable selection. Lahiri and Suntornchost (2015) and Li 
and Lahiri (2019) proposed simple adjustment methods so that the data users can select 
reasonable models by calculating their favorite variable selection criteria, such as AIC, 
BIC, Mallow’s Cp, and adjusted R2, which are developed for standard linear regression 
model assuming independent identically distributed (iid) errors.  The goal of the two 

                                                           
1  Joint Program in Survey Methodology and Department of Epidemiology and Biostatistics, University 

of Maryland, College Park, USA. E-mail: yli6@umd.edu. ORCID: https://orcid.org/0000-0001-8241-7464. 



36                                                                                                     Y. Li: Discussion of “Small area estimation: … 

 

 

papers is to propose adjustment methods, instead of advocating a specific variable 
selection method.  Cai et al. (2020), with the same goal, creatively combined the two 
variable selection methods (Lahiri and Suntornchost, 2015 and Li and Lahiri, 2019) and 
proposed a variable selection method for another popular two-fold subarea model.  

The above-mentioned three methods consider commonly used variable selection 
criteria under a standard regression model with iid errors, including 

1) Adjusted 𝑅ଶ: adjRsq ൌ 1 െ
ெௌாೖ

ெௌ்
, 

2) Mallows 𝐶௉: 𝐶௉ ൌ
ௌௌாೖ

ெௌா಼
൅ 2𝑘 െ 𝑛, 

3) 𝐴𝐼𝐶: 𝐴𝐼𝐶 ൌ 2𝑘 ൅ 𝑛 ∙ log ቀ
ௌௌாೖ

௡
ቁ, and 

4) 𝐵𝐼𝐶: 𝐵𝐼𝐶 ൌ 𝑘 ∙ logሺ𝑛ሻ ൅ 𝑛 ∙ log ቀ
ௌௌாೖ

௡
ቁ, 

where  

𝑀𝑆𝐸௞ ൌ
𝑆𝑆𝐸௞

𝑛 െ 𝑘
 with 

𝑆𝑆𝐸௞ ൌ 𝑦்ሾ𝐼 െ 𝑋௞ሺ𝑋௞
்𝑋௞ሻିଵ𝑋௞

்ሿ𝑦, and 

𝑀𝑆𝑇 ൌ
𝑆𝑆𝑇

𝑛 െ 1
 with 

𝑆𝑆𝑇 ൌ 𝑦்ሾ𝐼 െ 𝑛ିଵ11்ሿ𝑦. 
 
Note that 𝑦 ൌ ሺ𝑦ଵ, … , 𝑦௡ሻ is a vector of observations on the dependent variable; 𝑋௞ 

is a 𝑛 ൈ ሺ1 ൅ 𝑘ሻ design matrix with columns of one’s and k auxiliary variables, 
corresponding to the intercept and k unknown parameters; 𝑆𝑆𝐸௞(𝑀𝑆𝐸௞) is the SSE 
(MSE) based on the standard regression model for 𝑘 ൌ 1, … , 𝐾.  Here K is the total 
number of auxiliary variables considered in model selection and n is the sample size. 
When 𝑘 ൌ 𝐾, 𝑀𝑆𝐸௄ ൌ

ௌௌா಼

௡ି௄
 is the MSE based on the full model with all K auxiliary 

variables. As noted, these variable selection criteria can be expressed as a smooth 
function of 𝑀𝑆𝐸௞ and 𝑀𝑆𝑇. 

Next, adjustments proposed for the three small area models are briefly discussed 
before above variable selection criteria designed for standard regression model can be 
used.  
 
1. Consider the Fay-Herriot area model given by: 

𝑦௜ ൌ 𝜃௜ ൅ 𝑒௜  and 𝜃௜ ൌ 𝑥௜
்𝛽 ൅ 𝑣௜,                                          ሺ1ሻ 

where 𝜃௜  is the unobserved true mean for small area i; 𝑦௜ is the survey-weighted estimate 
of 𝜃௜ ; 𝑣௜is the random effect for small area i; 𝑣௜ ’s and 𝑒௜’s are independent with 
𝑣௜~𝑁ሺ0, 𝐴ሻ and 𝑒௜~𝑁ሺ0, 𝐷௜ሻ 𝑖 ൌ 1, … , 𝑚.   Let 𝜖௜ ൌ 𝑣௜ ൅ 𝑒௜, and its variance is 𝐴 ൅ 𝐷௜. 
The vector 𝛽 ൌ ሺ𝛽଴, 𝛽ଵ, … , 𝛽௞ሻ் is a vector of length k+1 of unknown parameters. 
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Lahiri and Suntornchost (2015) proposed a simple adjustment to the standard 
variable selection methods by replacing 𝑀𝑆𝐸௞ and 𝑀𝑆𝑇 in above variable selection 
criteria by 

𝑀𝑆𝐸෣௞ ൌ 𝑀𝑆𝐸௞ െ 𝐷ഥ௪ 
and  

𝑀𝑆𝑇෣ ൌ 𝑀𝑆𝑇 െ 𝐷ഥ, 

where 𝐷ഥ௪ ൌ
∑ ሺଵି௛೔೔ሻ஽೔

೘
೔సభ

௠ି௞
, ℎ௜௜ ൌ 𝑥௜

்ሺ𝑋்𝑋ሻିଵ𝑥௜, and 𝐷ഥ ൌ 𝑚ିଵ ∑ 𝐷௜
௠
௜ୀଵ . The new 

variable selection criteria track the corresponding true variable selection criteria much 
better than naïve methods. Lahiri and Suntornchost (2015) also proposed 
a transformation method and a truncation method to prevent negative values of 𝑀𝑆𝐸෣௞ 
and 𝑀𝑆𝑇෣ . As noted, the Lahiri-Suntornchost method can be implemented using two 
simple steps: 1) adjusting 𝑀𝑆𝐸௞ and MST, and 2) computing the variable selection 
criteria of users’ choice under the standard regression model with adjusted 𝑀𝑆𝐸෣௞ and 
𝑀𝑆𝑇෣ .   
 
2. Consider a unit level nested error regression model given by: 

𝑦௜௝ ൌ 𝑥௜௝
் 𝛽 ൅ 𝑣௜ ൅ 𝑒௜௝                                               ሺ2ሻ 

for unit 𝑗 ൌ 1, … , 𝑛௜ in area 𝑖 ൌ 1, … , 𝑚, where 𝑛௜  is the sample size for small area i and 
the total sample size 𝑛 ൌ ∑ 𝑛௜

௠
௜ୀଵ . In Model (2), we assume the area effect 𝑣௜  ~ iid 

𝑁ሺ0, 𝜎௩
ଶሻ is independent of 𝑒௜௝ ~ iid 𝑁ሺ0, 𝜎௘

ଶሻ.  Define 𝜎ଶ ൌ 𝜎௘
ଶ ൅ 𝜎௩

ଶ. The outcome 
in unit j of area i is denoted by 𝑦௜௝, and 𝑥௜௝ ൌ ൫1, 𝑥௜௝ଵ, 𝑥௜௝ଶ, … , 𝑥௜௝௞൯ is a vector of length 
k+1 with the values of the covariates 𝑥ଵ, 𝑥ଶ, … 𝑥௞ for unit j in area i. In order to make 
the observations independent and at the same time to avoid the estimation of the intra-
cluster correlation, Li and Lahiri (2019) specified 𝑃௜ to be an (𝑛௜ െ 1ሻ ൈ 𝑛௜ matrix such 

that ൭𝑛௜

ିభ
మ1௡೔

்

𝑃௜

൱ is orthogonal for 𝑖 ൌ 1,2, … , 𝑚, and transformed the data by 

𝑦௜
௅௅ ൌ 𝑃௜𝑦௜, 

 𝑥௜
௅௅ ൌ 𝑃௜𝑥௜, and 
 𝑢௜

௅௅ ൌ 𝑃௜𝑢௜. 
 

The transformed model can then be written as: 

𝑦௜
௅௅ ൌ 𝑥௜

௅௅𝛽 ൅ 𝑢௜
௅௅ for 𝑖 ൌ 1, 2, … , 𝑚,                                     ሺ3ሻ 

where the vector of the error term in area i follows 𝑢௜
௅௅~𝑁ሺ0, 𝜎ଶሺ1 െ 𝜌ሻ𝐼௡೔ିଵሻ with  

𝐼௡೔ିଵ a ሺ𝑛௜ െ 1ሻ ൈ ሺ𝑛௜ െ 1ሻ identity matrix.  The 𝑀𝑆𝐸௞ and 𝑀𝑆𝑇 estimated from 
Model (3) can then be plugged into the various variable selection criteria, from which 
users can pick their favorite to select model variables. Same as the Lahiri-Suntornchost 
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method, the Li-Lahiri (LL) method is implemented with two steps, but with a different 
first step: estimating 𝑀𝑆𝐸௞ and MST by fitting the LL-transformed data to Model (3): 
a standard regression model with iid error.  
 
3. Consider two-fold subarea model given by:  

𝑦௜௝ ൌ 𝜃௜௝ ൅ 𝑒௜௝ and 𝜃௜௝ ൌ 𝑥௜௝
் 𝛽 ൅ 𝑣௜ ൅ 𝛾௜௝.                            ሺ4ሻ 

Compared to the unit-level nested error regression model (2), an additional error 
term 𝛾௜௝~iid 𝑁൫0, 𝜎ఊ

ଶ൯ is assumed and independent of 𝑣௜  or 𝑒௜௝.  Cai et al. (2020) first 
employed the LL data transformation to construct a new linking model for 𝜃௜௝, given 
by  

𝜃௜
௅௅ ൌ 𝑥௜

௅௅𝛽 ൅ 𝑢௜
௅௅,                                                      ሺ5ሻ 

which is similar to Model (3) but with unobserved response 𝜃௜
௅௅.  The Lahiri-

Suntornchost method are then employed to adjust the 𝑀𝑆𝐸௞ and 𝑀𝑆𝑇 in estimating 
the information criteria under Model (5) with 𝑀𝑆𝐸௞ and MST estimated by replacing 
the unobserved response 𝜃௜

௅௅ by 𝑦௜
௅௅, the LL-transformed observed response. 

All the three papers aim at making simple adjustments to the regression packages 
available to data users, and their objective is not to decide on the best possible regression 
model selection criterion, but to suggest ways to adjust the 𝑀𝑆𝐸௞ and MST before 
employing a data user’s favorite model selection criterion. Given the conceptual and 
computational simplicity of the methods and wide availability of software packages for 
the standard regression model, these adjustments are likely to be adopted by users. 
To carry out variable selection under an assumed model (Fay-Herriot area model, 
nested error regression model, or two-fold subarea model), users can choose one of the 
above information criteria and estimate its values for a set of submodels under 
consideration with adjusted MSE and MST. The submodel with the smallest estimated 
information criterion value is selected as the final model. 

Prof. Ghosh discussed various inferential aspects, including MSE approximations, 
under the FH and NER models, assuming the underlying model is true.  In practice, 
variable selection is often conducted to select the optimal model so that inferential 
accuracy can be improved conditional on the selected model.  An important follow-up 
question is how we can incorporate this additional uncertainty introduced by model 
selection into the MSE approximation at the inferential stage.    
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Discussion of “Small area estimation: its evolution  
in five decades”, by Malay Ghosh 

Isabel Molina1 

Extending on poverty mapping methods 

The paper gives a nice overview of small area estimation, putting emphasis on 
important applications that have led to notable methodological contributions to the 
field. I would like to extend further on one of the important applications of unit level 
models that is mentioned in the paper, which is the estimation of poverty or inequality 
indicators in small areas. The characteristic of this application that makes it particular 
is that many of these indicators are defined as much more complex functions of the 
values of the target variable in the area units than simple means or totals. 

The traditional method used by the Word Bank, due to Elbers, Lanjouw and 
Lanjouw (2003 − ELL), was designed to estimate general small area indicators (and 
perhaps several of them together), defined in terms of a welfare measure for the area 
units (i.e. households) with a single unit level model for the welfare variable. The model 
is traditionally a nested error model similar to that of Battesse et al. (1988), for the log 
of the welfare variable in the population units. This model is fit to the survey data, and 
the resulting model parameter estimates are then used to generate multiple censuses 
based on census auxiliary information. With each census, indicators are calculated for 
each area, and averages across the censuses are taken as ELL estimators. Similarly, 
variances across the indicators from the different censuses are taken as ELL noise 
measures of the estimators. 

When estimating simple area means with a model for the welfare variable without 
transformation, the final averaging makes the area effect vanish (it has zero 
expectation), making ELL estimators essentially synthetic. In fact, ELL method seems 
to be inspired by the literature on multiple imputation rather than by the small area 
estimation literature. 
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Molina and Rao (2010 - MR) proposed to consider empirical best/Bayes (EB) 
estimators of general small area indicators based on a similar nested error model as in 
ELL method. The only difference in the model was that, in the traditional applications 
of ELL method, the random effects were for the clusters of the sampling design (i.e. 
primary sampling units), which are generally nested in the small areas of interest (e.g., 
census tracks). In the EB procedure by MR, as in typical small area applications with 
unit level models, the random effects in the nested error model are for the areas of 
interest. Considering the clusters as the small areas of interest for more fair 
comparisons, MR showed substantial gains of EB estimators with respect to ELL ones 
in a (limited) simulation experiment. In fact, EB estimators are optimal in the sense of 
minimizing the mean squared error (MSE) under the assumed model and hence cannot 
be worse than ELL estimators under the same model assumptions. The main reason for 
the large gains in efficiency is that the EB estimator is theoretically (i.e., under 
completely known model) defined as the conditional expectation of the indicator given 
the survey welfares, whereas ELL estimator is theoretically defined as the unconditional 
expectation which does not make use of the precious information on the actual welfare 
variable, coming from the survey. 

The MSE of the EB estimators in MR (2010) was estimated using the parametric 
bootstrap approach for finite populations of González-Manteiga et al. (2008), which 
can be computationally very intensive for large populations and very complex 
indicators. Molina, Nandram and Rao (2014) proposed a hierarchical Bayes (HB) 
alternative that avoids performing a bootstrap procedure for MSE estimation, since 
posterior variances are obtained directly from the predictive distribution of the 
indicators of interest. They use a reparameterization of the nested error model in terms 
of the intraclass correlation coefficient, which allows to draw directly from the posterior 
using the chain rule of probability, avoiding MCMC methods. 

Ferretti and Molina (2011) introduced a fast EB approach for the case when the 
target area parameter is computationally very complex, such as when the indicators are 
based on pairwise comparisons or sorting area elements, or when the population is too 
large. Faster HB approaches can be implemented similarly. 

Marhuenda et al. (2017) extended the EB procedure for estimation of general 
parameters to the twofold nested error model with area and (nested) subarea effects, 
considered in Stukel and Rao (1999) for the case of linear parameters. They obtained 
clear losses in efficiency when the random effects are specified for the subareas (e.g. 
clusters) but estimation is desired for areas, except for the case when the areas of interest 
are not sampled. In this case, they recommend the inclusion of both area and subarea 
random effects. 
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Another subtle difference between the traditional ELL approach and the EB 
method of MR lies in the fact that the original EB method requires to link the survey 
and census units, because the expectation defining the EB estimator is with respect to 
the distribution of the non-sample welfares given the sample ones. The Census EB 
estimator (Molina, 2019) is a slight variation of the original EB estimator based on the 
nested error model, which does not require linking the survey and census data sets, 
similarly as ELL procedure. Molina (2019) presents a slight variation of the parametric 
bootstrap procedure of González-Mateiga et al. (2008) for estimation of the MSE of the 
Census EB estimator that avoids linking the survey and census data sets. 

The Word Bank revised their methodology in 2014 introducing a new bootstrap 
procedure intended to obtain EB predictors according to Van der Weide (2014), but 
this procedure is not leading to the original EB (or Census EB) predictors. They also 
incorporated heteroscedasticity and survey weights, to account for complex sampling 
designs. They include the survey weights in the estimates of the regression coefficients 
and variance components according to Huang and Hidiroglou (2003), and also in the 
predicted area effects following You and Rao (2002). Recently, Corral, Molina and 
Nguyen (2020) show that the resulting bootstrap procedure leads to substantially biased 
small area estimators. They also show that MSEs are not correctly estimated with this 
approach. This has lead to a very recent revision of the World Bank methodology and 
software, incorporating now the original Census EB estimators and the parametric 
bootstrap procedure of González-Manteiga et al. (2008), adapted for the case when the 
survey and census data cannot be linked. The new estimators account for 
heteroscedasticity and include also survey weights in the model parameter estimators 
and in the predicted area effects similarly as in Van der Weide (2014). The implemented 
estimators are the Census versions of the pseudo EB estimators of Guarrama, Molina 
and Rao (2018) designed to reduce the bias due to complex sampling designs, 
accounting for heteroscedasticity and using estimates of the variance components that 
include the survey weights as well. 

In small area estimation of welfare-related indicators, another important issue is 
the transformation taken to the welfare variable in the model. Since welfare variables 
are most often severely right-skewed and may show heteroscedasticity, log 
transformation is customarily taken in the nested error model. For the special 
parameters of area means of the original variables, Molina and Martín (2018) studied 
the analytical EB predictors under the model with log transformation and obtained 
second-order correct MSE estimators. 

In fact, the EB method of MR for the estimation of general indicators requires 
normality of area effects and unit level errors, so care should be taken with the 
transformation taken in order to achieve at least approximate normality. Popular 
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families of transformations are the power or Box-Cox families. The appropriate 
member of these families may be selected beyond log in the implemented function for 
EB method ebBHF() from the R package sae (Molina and Marhuenda, 2015). In fact, in 
the presence of very small values of the welfare variable, the log transformation shifts 
these small values towards minus infinity, which may produce now a thin yet long tail 
in the distribution. A simple way of avoiding such effect is just adding a shift to the 
welfare variable before taking log. A drawback is that selection of this shift, as well as 
selection of the Box-Cox or power transformation, needs to be based on the actual 
survey data. A different approach is to consider a skewed distribution for welfare. Diallo 
and Rao (2018) extended the EB procedure to the skew normal distribution and Graf, 
Martín and Molina (2019) considered the EB procedure under a generalized beta of the 
second kind (GB2). This distribution contains four parameters, one for each tail, 
offering a more flexible framework for modeling skewed data of different shapes. 
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Discussion of “Small area estimation: its evolution  
in five decades”, by Malay Ghosh 

David Newhouse1 

The overview paper by Dr. Malay Ghosh provides a valuable historical perspective 
on the development of the statistics of small area estimation, giving particular emphasis 
to important past contributions and recent developments. It is a testament to the 
phenomenal recent research activity in the field that such a comprehensive overview 
cannot fully do justice to several relevant topics. I will focus on my comments on, first, 
detailing practical aspects of small area estimation as it is typically applied by the World 
Bank for client National Statistics Offices. The second part will discuss how particular 
aspects of small area estimation as it is traditionally carried out may be altered by the 
increasing use of “big data”, which as the review paper mentions has been driving a 
resurgence of interest in small area estimation in recent years. 

Nearly all small area estimation conducted by the World Bank focuses on 
generating poverty maps by linking survey data with auxiliary census data, which 
enables policymakers to obtain estimates of poverty rates at more granular subnational 
areas than is possible with survey data alone. This method is applicable when the survey 
and census are conducted around the same time, and has been used to generate poverty 
maps in over 60 countries. It is typically not feasible, however, to link survey data with 
census data at the household level due to confidentiality restrictions. Therefore, analysts 
typically estimate a nested error household-level model in a household expenditure or 
income survey, and then use the estimated parameters to generate repeated simulations 
of household income or consumption, adjusted for household size, in the census. These 
simulations can then be used to generate estimates of the poverty rate and gap, and 
corresponding measures of uncertainty. Traditionally the World Bank has followed the 
method described in Elbers, Lanjouw, and Lanjouw (2003), otherwise known as ELL, 
but more recently, “Empirical Best” methods are increasingly being used (Van der 
Weide, 2014, Nguyen et al., 2018, Corral et al., 2020). Most models have traditionally 
specified the random effect at the survey cluster level, following ELL, but there is also 
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an ongoing shift towards specifying the random effect at the area level, as recommended 
by Marhuendra et al. (2018). 

An important first step when using the traditional method is to identify variables 
that are common to the census and the household expenditure or income survey, and 
to verify that the questions are asked in the same way in both surveys. These are 
typically tested empirically by conducting a t test of means for common variables, 
although these tests should be interpreted with caution since the results depend in part 
on the size of the survey. Aggregate means of the variables at the target area level are 
usually considered as candidate variables and included in the model. This improves the 
accuracy of the estimates of both poverty rates and their confidence intervals by 
shrinking the variance of the estimated area effect (Elbers, Lanjouw, and Leite 2008). 

The analyst, sometimes in consultation with the national statistics office, 
determines a model or a set of models to apply. Two important decisions are how many 
model specifications to estimate and how to select variables. Estimating separate 
models, for example for urban and rural areas or different subnational regions, can 
better account for heterogeneity in model coefficients and may be politically appealing. 
On the other hand, estimating too many distinct models can reduce efficiency. This 
trade-off is typically navigated based on manual inspection of model results in 
consultation with national statistics offices. 

Model selection is also typically conducted manually, with guidance from 
automated procedures and model diagnostics such as R2, AIC and BIC. Traditionally, 
analysts have used stepwise regression to provide a starting point for investigating 
different models, but are now also employing variance inflation factor thresholds, and 
occasionally the LASSO, to help select an initial model. A rule of thumb outlined in 
Zhao (2006) is that the number of variables should be less than the square root of the 
number of observations. Models are then tweaked manually, in part to obtain national 
estimates that match survey direct estimates. Studies that follow good practice also 
examine diagnostics such as residual plots, higher moments of the residuals, and the 
proportion of variance explained by the area effect. Once the model is selected, the 
simulations are conducted using one of the three versions of the Stata SAE package. 
The latest version, which will be universally adopted in the coming months, improves 
on previous versions by implementing a parametric bootstrap approach to generate 
mean squared error estimates (Gonzalez-Manteiga et al., 2008, Marhuenda and Molina, 
2015). In many cases, estimates are not benchmarked to the level at which the survey is 
considered representative, although they are in some cases to maintain consistency with 
published figures. 

 
The resulting poverty estimates are typically published in either reports written 

jointly with the national statistics offices, or World Bank poverty assessments or 
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systematic country diagnostics. Most reports highlight subnational estimates of the 
poverty incidence and the number of poor, which are of greatest interest to 
policymakers. How these are in turn used in national planning and the allocation of 
resources varies greatly from country to country. One important application of small 
area estimates, however, is to inform assessments of the geographic targeting of social 
assistance programs and the rebalancing of program caseloads across target domains. 

The traditional constraint that poverty maps can only be estimated when a new 
census is available is being challenged by the increasing availability of alternative 
sources of auxiliary data such as satellite and mobile phone data and administrative 
records. This offers the possibility to conduct small area poverty estimation each time 
a new household survey round is collected. In addition, it opens up the possibility of 
using each new survey to conduct small area estimation for a number of other 
important socioeconomic characteristics besides poverty, such as population density, 
labor market, educational outcomes, and health outcomes including disease mapping 
(Hay et al., 2009) 

Several recent innovative studies have demonstrated that satellite imagery and 
mobile phone data can predict cross-sectional variation in key socioeconomic 
indicators remarkably well. Mobile phone data is strongly correlated with wealth and 
multidimensional poverty in a variety of developing country contexts (Steele et al., 
2017, Pokhriyal and Jacques, 2017, Blumenstock, 2018). Geospatial data, meanwhile, 
are broadly predictive of spatial variation in measures of wealth and consumption (Jean 
et al., 2016, Engstrom et al., 2016, Watmough et al., 2017).   Besides wealth and poverty, 
high-resolution imagery   can also accurately predict agricultural yields (Jin et al., 2017, 
Lobell et al, 2019). Finally, geospatial data correlates very strongly with population 
density and can be used to estimate small area population and migration statistics from 
micro census or survey listing data (Wardrop et al., 2018, Engstrom et al., 2018). 

Despite the impressive performance of these new sources of data in explaining 
cross-sectional variation in several socio-economic indicators, most existing research 
uses big data to generate purely synthetic predictions and has yet to utilize either 
Bayesian or empirical Bayesian methods to integrate survey data into the estimates2. It 
is also important to emphasize that, with the exception of Pokhriyal and Jacques (2017), 
these estimates have generally not yet been validated rigorously against census data. In 
addition, little attention has been paid to appropriately estimating uncertainty. This is 
unfortunate, because statistics offices typically adopt a minimum threshold of 
precision, which defines the lowest level of disaggregation for which survey statistics 
can be published. There is a strong argument that official estimates should adhere to 
the same standards for precision whether they are derived solely from sample survey 
data or draw on non-traditional data sources. It is therefore crucial to estimate 
                                                           
2 Important exceptions are Pokhriyal and Jacques (2017) and Erciulescu et al (2018). 
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uncertainty accurately when combining survey data with novel forms of big data for 
official statistics. 

The small area estimation methods detailed by Dr. Ghosh are the natural 
framework to consider how best to combine survey data with “big” auxiliary data. 
Empirical best models, in particular, are easier to explain and communicate than 
Bayesian methods, and have the additional advantage of not requiring the specification 
of a prior distribution. Since auxiliary data is typically available only at the sub-area 
level, it is natural to employ a sub-area empirical best model such as the one outlined 
in Torabi and Rao (2014). Unfortunately, as of now there is no well-documented 
software options for estimating sub-area models using empirical best methods. In the 
short run, sub-area level predictors can be used in household level models to conduct 
this estimation using existing software such as the SAE package in Stata or the SAE or 
EMDI packages in R. These models offer the advantage of continuity with existing 
census-based methods, since they use the same basic nested error structure employed 
in ELL and Molina and Rao (2010). In the medium term, there is an important agenda 
to develop software that estimates sub-area models that employ appropriate 
transformations and generate sound estimates of uncertainty, and to compare the 
performance of these with household-level models that rely exclusively on sub-area 
predictors. 

Another important area for further research includes understanding which 
indicators, in both census data and in alternative “big data” data, are most effective in 
tracking local shocks. Currently, census-based poverty maps rely heavily on household 
size and educational attainment as explanatory variables, which do not change quickly 
in response to local economic shocks. Alternative indicators such as weather patterns, 
predicted crop yields, or new housing construction may better reflect local economic 
conditions. When applying traditional census-based small area estimation, it would 
also be useful to better understand the extent of bias caused by time lags between the 
survey and census data (Lange et al, 2019). This would inform the choice of whether to 
use older census data at the household level or more current auxiliary data at the sub-
area level. Finally, it is critical to validate different methods of combining survey with 
big data at the sub-area level, to build confidence that the resulting estimates can be 
relied upon to guide high-stakes policy decisions. 
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Discussion of “Small area estimation: its evolution  
in five decades”, by Malay Ghosh 

Danny Pfeffermann1 

This review article will help to promote further the “exponentially” expanding 
literature on small area estimation (SAE), which became one of the most researched 
and practiced topics in statistics in the last three decades. The areas are small, but the 
research and applications are huge. Malay Ghosh is undoubtedly one of the world 
leading experts in the theory and application of SAE, and his pioneering articles with 
his students and colleagues paved the way for new research and applications all over 
the world. No wonder that he is frequently invited to make keynote presentations 
in conferences and workshops, and from time to time to write review articles as this 
one. 

I have sent Malay already a few remarks, leaving him the choice to include them 
in the text or just ignore them, which I shall not repeat here. (I was asked to send a short 
review anyway.) In the last section of the paper, Malay acknowledges that “the present 
article leaves out a large number of useful current day topics in small area estimation”, 
referring the readers to look for them in the very comprehensive book of Rao and 
Molina (2015) and the extensive list of references therein. I shall therefore list a few 
topics which have been researched more recently (but need to be researched further), 
and topics that to the best of my knowledge have not been researched so far, but in my 
view should be investigated. (Unfortunately, due to my extensive administrative roles 
in the last 7 years, I no longer follow the SAE literature as I used in the past.)  
1. SAE with unit observations in the presence of NMAR nonresponse. As well known, 

the response rate in surveys is steadily declining all over the world, and the 
nonresponse is often informative, implying inevitably the same problem in at least 
some of the areas. NMAR nonresponse need to be handled properly, irrespectively 
of the method of inference, whether design- or model-based; following the 
frequentist or the Bayesian approach. 
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2. Accounting for mode effects. Modern surveys leave the sampled units the choice 
whether to respond via the internet, by telephone or via a “face to face” interview. 
As well known, the responses obtained from the different modes are often different, 
either before different profiles of people respond with different modes, or because 
the answers depend on the mode chosen. Mode effects can bias the estimates, if not 
accounted for properly. This is a well-known problem in national surveys, which 
cannot be ignored in SAE either.   

3. Accounting for measurement errors in the covariates in generalised linear mixed 
models (GLMM). Malay mentions the problem of measurement errors as one of the 
topics that he has not covered but from my knowledge, this topic has only been 
investigated (quite extensively) for linear models. Has someone investigated the 
problem in the context of GLMM? 

4. Benchmarking with GLMM. Malay discusses in some detail the issue of 
benchmarking, citing several studies published in the literature under the 
frequentist and Bayesian approaches. However, almost all these studies consider 
linear models. A PhD student of mine just completed his dissertation in which he 
considers among other topics benchmarking when fitting GLMM, but his study is 
under the frequentist approach. Extensions under the Bayesian approach will be 
welcome. 

5. Estimation of design-based MSE of model-dependent estimators. The use of models 
for SAE is often inevitable. Users, (not statisticians), don’t care much how the area 
parameters are estimated, but they are familiar with the concept of design-based 
(randomization) MSE. The concept that the true target mean or other area 
characteristics are random makes little sense to them; they like to know how well 
the predictors estimate the true (finite) area value. Hence, the often need to estimate 
the design-based MSE. Some work in this direction has been published in recent 
years, but much more need to be done, depending on the form of the model-
dependent predictors. 

 I follow Malay by acknowledging that the 5 topics listed above are only few drops 
in a big pool of problems that call for new or further investigation. However, I can 
see that my review is no longer “short”, so let me finish by congratulating Malay for 
this thoughtful, inspiring review.   
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Discussion of “Small Area Estimation: Its Evolution  
in Five Decades”, by Malay Ghosh 

J. N. K. Rao1 

1. Introduction 

It is my great pleasure to act as an invited discussant of this overview paper on small 
area estimation (SAE) by Malay Ghosh, based on his 28th Annual Morris Hansen 
Lecture held on October 30, 2019 in Washington, D.C. I was closely associated with the 
late Morris Hansen while we were both members of the Statistics Canada Methodology 
Advisory Committee for several years chaired by Hansen. I greatly benefited from his 
pioneering contributions to survey sampling theory and practice. Ghosh and I 
collaborated on a SAE review paper 26 years ago (Ghosh and Rao, 1994), which has 
received more than 1000 Google citations and partly stimulated much research on SAE 
over the past 25 years. The greatly increased demand for reliable small area statistics 
worldwide of course is the primary factor for the explosive growth in the SAE 
methodology. My joint paper with Ghosh stimulated me to write my 2003 Wiley book 
on SAE (Rao 2003). Because of the extensive developments in SAE after my 2003 book 
appeared, I wrote the second edition of my Wiley book in 2015 jointly with Isabel 
Molina (Rao and Molina 2015). Perhaps, my 2015 book is now obsolete given the rapid 
new developments in SAE theory and practice over the past 5 years!  

Direct area-specific estimates are inadequate for SAE due to small domain or area 
sample sizes or even zero sample sizes in some small areas. It is therefore necessary to 
take advantage of the information in related areas through linking models to arrive at 
reliable model-dependent or indirect small area estimates. Hansen et al. (1983) 
demonstrated that model-dependent strategies can perform poorly for large samples 
even under small model misspecification, unlike design-based strategies leading to 
design-consistent estimators.  On the other hand, Hansen et al. (1983) also note that 
the model-dependent strategies might enjoy substantial advantage in small samples if 
the model is appropriate and the sampling plan need not be probability based. The latter 
statement has implications to current focus on non-probability samples. Kalton (2018) 
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says “Opposition to using models has been overcome by the demand for small area 
estimates”. 

Ghosh provides a nice overview of methods for indirect estimation of small area 
means or totals over the past 50 years, starting with the use of synthetic estimation in 
the context of a radio listening survey (Hansen et al. 1953, pp. 483−486). In the early 
days, indirect estimates were based on simple implicit linking models (Rao and Molina, 
2015, Chapter 3), but methods based on explicit linking models have taken over because 
of many advantages including the following: (a) model diagnostics to find suitable 
models can be implemented,  (b) area-specific estimates of mean squared error (MSE) 
can be associated with each small area estimate, unlike the global measures of precision 
(averaged over small areas) often used with traditional synthetic estimates, and (c) 
“optimal” estimates of small area parameters under linear mixed and generalized linear 
mixed models can be obtained using empirical best unbiased prediction (EBLUP), 
empirical best (EB) or hierarchical Bayes (HB) methods. The HB method is currently 
popular because of its ability to handle complex models in an orderly manner and the 
availability of powerful computer programs to implement sophisticated HB methods. 
Ghosh has made significant contributions to the HB method for SAE. It is interesting 
to note that his first two papers on HB were jointly with his former students Partha 
Lahiri and Gauri Datta (Ghosh and Lahiri 1989 and Datta and Ghosh 1991). As we all 
know, both Lahiri and Datta have become leading researchers in SAE.   

2. Basic area-level model 

For simplicity, Ghosh focused his paper on the basic area level model (also called 
the Fay-Herriot model) in sections 5, 7 and 8 supplemented by a brief account of model 
based SAE under a basic unit level nested error linear regression model (also called the 
Battese-Harter-Fuller model) in Section 6. He presents the empirical best linear 
unbiased predictor (EBLUP) which avoids the normality assumption, using the 
moment estimator of the random effect variance A  proposed by Prasad and Rao 
(1990). He also gives the estimator of the mean squared prediction error (MSPE) 
proposed by Prasad and Rao (PR), which is second-order unbiased for the MSPE, under 
normality assumption. He also mentions the work of Lahiri and Rao (1995), which 
proved the second-order unbiasedness of the PR MSE estimator without normality 
assumption on the random area effects in the model, provided the PR moment 
estimator of A  is used. Fay and Herriot (1979) proposed a different moment estimator 
of A  by solving two equations iteratively.  

The moment estimators of A as well as the maximum likelihood (ML) and the 
residual ML (REML) estimators might produce zero estimates. In this case, the EBLUPs 
will give zero weight to the direct estimates in all areas, regardless of the efficiency of 
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the direct estimator in each area. On the other hand, survey practitioners often prefer 
to give always a strictly positive weight to direct estimators because they are based on 
the area-specific unit level data without a model assumption. For this situation, Li and 
Lahiri (2010) proposed an adjusted ML (AML) estimator that delivers a strictly positive 
estimator of A . Molina et al. (2015) proposed modifications of the AML estimator that 
use the AML estimator only when the REML estimator is zero or when the data does 
not provide enough evidence against the hypothesis. Their simulation study suggested 
that the EBLUPs based on the modified estimators of A  lead to smaller average MSE 
than the A  AML-based EBLUPs when A  is small relative to the variance of the direct 
estimator. They also proposed an MSE estimator that performed well in terms of 
average absolute relative bias even when A  is small relative to the variance of the direct 
estimator.  

In my books I emphasized the need for external evaluations by comparing the small 
area estimates to corresponding gold standard values, say from the recent census, in 
terms of absolute relative error (ARE) averaged over groups of areas, where ARE for 
a specific area is equal to |est. – truth|/truth.  Ghosh mentions an external evaluation in 
the context of estimating median income of four-person families for the 50 states and 
the District of Columbia in USA. His Table 1 shows that the EBLUP leads to significant 
reduction in ARE averaged over the areas relative to the corresponding direct estimate 
obtained from the Current Population Survey (CPS). Hidiroglou et al. (2019) report the 
results of a recent external evaluation on Canadian data. Here Census Areas (CAs) are 
small areas, direct estimates are unemployment rates from the Canadian Labor Force 
Survey (LFS) and Employment Insurance (EI) beneficiary rate is the area level 
covariate, which is an excellent predictor of unemployment rate. Direct estimates from 
a much larger National Household Survey (NHS) were treated as gold standard or true 
values. The external evaluation showed that for the 28 smallest areas ARE for the LFS 
estimates is 33.9% compared to 14.7% for the EBLUP. Statistics Canada is now 
embarked on a very active SAE program and the demand for reliable small area 
estimates has greatly increased.  

EBLUP-type model dependent estimates are often deemed suitable by National 
Statistical Agencies to produce official statistics, after careful external evaluations as 
mentioned above. However, those agencies often prefer estimators of design mean 
squared error (DMSE) of the EBLUP rather than its estimator of model-based MSPE, 
similar to estimators of  DMSE of the direct estimator, conditional on the small area 
parameters  , see Pfeffermann and Ben-Hur (2019). Exact design-unbiased estimator of 
EBLUP can be obtained but it is highly unstable due to small sample size in the area 
and also it can take negative values often when the sampling variance of the direct 
estimator is large relate to the model variance   of the random area effect (Datta et al., 
2011). Recent research attempts to remedy the difficulty with the design unbiased 
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estimator. Rao et al. (2018) proposed a composite estimator of design MSE of EBLUP 
by taking a weighted combination of the design-unbiased MSE estimator and the 
model-based estimator of MSPE, using the same weights as those used in constructing 
the EBLUP as a weighted sum of the direct estimator and the synthetic estimator. 
It performed well in simulations in overcoming the instability associated with the 
design unbiased MSE estimator and reducing the probability of getting negative values. 
Pfeffermann and Ben-Hur (2019) proposed an alternative estimator of DMSE of 
EBLUP, based on a bootstrap method restricted to the distribution generated by the 
sampling design.   

3. Some extensions 

Ghosh mentions an extension of the basic FH model that allows different random 
effect variances for different small areas. In this case, he refers to the HB method of 
Tang et al. (2018) based on “global-local shrinkage priors”, which can capture potential 
“sparsity” by assigning large probabilities to random area effects close to zero and at the 
same time identifying random area effects significantly different from zero. Ghosh 
mentions that such priors are particularly useful when the number of small areas is very 
large. I believe this extension is very useful and I expect to see further work on this topic.  

Ghosh lists several important topics not covered in his review, including robust 
SAE, misspecification of linking models and estimation of complex area parameters 
such as poverty indicators. I will make few remarks on the latter topics.  

An excellent review paper by Jiang and J. S. Rao (2020) covers robust SAE and 
model misspecification. They mention the work of Sinha and Rao (2009) on robust 
EBLUP (REBLUP) under unit level models that can provide protection against 
representative outliers in the unit errors and/or area effects. Dehnel and Wawrowski 
(2020) applied the REBLUP method to provide robust estimates of wages in small 
enterprises in Poland’s districts. Jiang and J. S. Rao (2020) also mention their earlier 
work (Jiang et al. 2011) on misspecification of the linking model under the FH model.  

Most of the past work on SAE focused on area means or totals under area level and 
unit level models. However, in recent years the estimation of complex small area 
parameters has received a lot of attention, such as small area poverty indicators that are 
extensively used for constructing poverty maps. We refer the reader to a review paper 
(Guadadarrama et al. 2014) and Rao and Molina (2015, Chapter 9) on estimating 
poverty indicators proposed by the World Bank: poverty rate, poverty gap and poverty 
severity. They studied empirical best or Bayes (EB) and HB methods and compared 
them to a method used by the World Bank, called ELL method.  
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There is also current interest in using estimates from big data or nonprobability 
samples as additional predictors or covariates in area level models. Rao (2020) mentions 
some recent applications of using big data as covariates. 

4. Production of small area official statistics 

Tzavidis et al. (2019) provide a framework for production of small area official 
statistics using model-dependent methods. Molina and Marhuenda (2015) developed 
an R package for SAE that was used in the book by Rao and Molina (2015). 
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Rejoinder

Malay Ghosh1

I thank all the seven discussants for taking time to read the paper, and for their kind
and valuable comments. In particular, they introduced some important current and po-
tentially useful future topics of research, thus supplementing nicely the material covered
in this article.

With the current exponential growth in the small area estimation (SAE) literature, I
realized the near impossibility of writing a comprehensive review of the subject. Instead,
I took the easier approach of tracing some of its early history, and bringing in only a
few of the current day research topics, and that too reflecting my own familiarity and
interest. I listed a number of uncovered topics in this paper, far outnumbering those
that are covered. I am very glad to find that some of these topics are included in the
discussion, in varied details.

I will reply to each discussant individually. Professor Molina and Dr. Newhouse have
both discussed small area poverty indication, with some overlapping material. I will first
discuss them jointly, and then individually on the distinct aspects of their discussion.

Gershunskaya

I thank Dr. Gershunskyaya for highlighting some of the potential problems that one
may encounter in small area estimation. Yes, the assumption of known variances Di,
when indeed they are sample estimates, is a cause of concern. Joint modeling of (yi, D̂i),
when possible, must be undertaken. Unfortunately, without the availability of micro-
data, especially for secondary users of surveys, modeling the D̂i can be quite ad hoc,
often resulting in very poor estimates. People in Federal Agencies, for example those
in the BLS, US Census Bureau and others do have access to the microdata, which can
facilitate their modeling. However, even then the issue may not always be completely
resolved. I like the hierarchical Bayesian model of Dr. Gershunskaya, something similar
to what I have used before. But I have always been concerned about the choice of hy-
perparameters. For example, in the inverse gamma hyperprior IG(ai,ciγ), the choice of
ai and ci can influence the inference considerably, and this demands sensitivity analysis.
I wonder whether there is any real global justification of the choice ai = 2 and ci = n−1

i
as proposed in Sugasawa et al. (2017). Added to this is modeling of the parameter γ,
which enhances complexity.

1Department of Statistics, University of Florida, Gainesville, FL. USA. E-mail: ghoshm@stat.ufl.edu.
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Following the same notations of Dr. Gershunskaya, another option may be to use a
default half-Cauchy prior (Gelman, 2006) for D1/2

i . This results in the prior π(Di) ∝
D−1/2

i (1+Di)
−1, the so-called “Horseshoe”, which enjoys global popularity in these days.

It may be noted though that the above prior is just a special case of a Type II beta
prior π(Di) ∝ Da−1

i (1+Di)
−a−b with a = b = 1/2. In my own experience, even in the

context of SAE research, the choice a = b = 1/2 is not always the best choice. Other
(a,b) combinations produce much better results.

I very much echo the sentiment of Dr. Gershunskaya that reliable estimates for thou-
sands of small domains within a very narrow time frame is a real challenge for most
Federal Agencies. With the present COVID-19 outbreak, the BLS is producing steady
unemployment numbers for all the States in the US. In situations demanding a very
urgent answer, I am quite in favor of a very pragmatic approach, for example, an empir-
ical Bayes approach where one just uses estimates of the hyperparameters. Alternative
frequentist approaches such as the jackknife and the bootstrap for mean squared error
(MSE) estimation are equally welcome.

Dr. Gershunskaya has highlighted the importance of “external evaluation” of Current
Employment Survey (CES) estimates, which I value as extremely important. However,
is a six to nine month time lag on the availability of Quarterly Census of Employment
and Wages (QCEW) seems a little too much for an ongoing survey like CES. Presumably,
different QCEW data are used for production and evaluation. Otherwise, one is faced
with the same old criticism of double use of the same data.

I agree wholeheartedly with Dr. Gershunskaya on the issue of robustness of models, and
replacing the normal prior by mixtures of normals. In this article, I have mentioned the
use of continuous “global-local shrinkage” priors which essentially attain the same goal
and are easier for implementation.

Finaly, I thank Dr. Gershunskaya for bringing into our attention that the term “statistical
engineering” was used by the late P.C. Mahalanobis, the founding father of statistics in
India, back even in 1946 !

Han

I thank Dr. Han for her discussion of the current day research on probabilistic record
linkage. While the theoretical framework of record linkage goes back to Fellegi and
Sunter (1969), it seems that there was a long fallow period of research up until recent
times. Indeed, in my opinion, research on record linkage has taken a giant leap in the
last few years, mostly for catering to the needs of Federal Agencies, but its importance
has been recognized by the industrial sectors as well.

While record linkage requires merging of two or more sources of data, often it is impossi-
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ble to find a unique error-free identifier, for example, when there is an error in recording
a person’s Social Security Number. This necessitates the need for probabilistic record
linkage.

While small area estimation seems to be a natural candidate for application of record
linkage in merging survey and administrative data, research in this topic has taken off
only very recently. I think that the major reason behind this is the formidable challenge
of trustworthy implementation.

Let me elaborate this point a bit. It is universally recognized that small area estimators
are model-based estimators. But as pointed out by Dr. Han, now one needs an inte-
grated model based on three components: (1) a unit level SAE model, (2) a linkage error
model and (3) a two-class mixture model on comparison vectors. Now, instead of model
diagnostics for one single SAE model, one needs model diagnostics for all three models
in order to have reliable SAE estimates. In my mind, this seems to be a formidable task.
Nevertheless, I encourage Dr. Han and her advisor Partha Lahiri to pursue research in
this very important area, and I am very hopeful that their joint venture will become a
valuable resource for both researchers and practitioners.

I have some query regarding the assumptions (1)-(3) of Dr. Han. Can one always avoid
duplicates in the source files ? Also, is the assumption Sy ⊂ Sx always tenable ?

In summary, I thank Dr. Han again for her succinct discussion which will be a valuable
source of information for the apparent two distinct groups of researchers, one on SAE
and the other on record linkage.

Li

I congratulate Dr. Li for bringing in the very important issue of variable selection, a
topic near and dear to me in these days. Variable selection is an essential ingredient of
any model-based inference, and SAE is no exception.

Dr. Li has provided some very important information regarding necessary modifications
of some of the standard criteria, such as the AIC, BIC, Mallows’ Cp needed for variable
selection in the SAE context. In my opinion though, AIC, BIC, Cp and their variants are
more geared towards model diagnostics, and only indirectly towards variable selection. I
admit that the two cannot necessarily be separated, but what I like in these days is a
direct application of the LASSO (Least Absolute Shrinkage Selection Operator) which
achieves simultaneously variable selection and estimation. This is achieved by getting
some of the regression coefficients exactly equal to zero, which is extremely useful in the
presence of sparsity. In some real life SAE examples that I have encountered, there is a
host of independent variables. Rather than the classical forward and backward selection,
LASSO and its variant such as LARS (Least Absolute Regrssion Shrinkage) can provide
a very direct variable selection and estimation in one stroke.
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For simpliicity of exposition, I restrict myself to linear regression models, although the
application of LASSO can be extended to generalized linear models, Cox’s proportional
hazards models and others. For the familiar linear regression model given by Y = Xβ +e
notation. The LASSO estimator of β is given by

β̂LASSO = argminβ

[
||Y −Xβ ||2 +λ ∑

j
|β j|

]
,

where λ is the regularization or the penalty parameter. The choice of the penalty pa-
rameter can often become a thorny problem, and there are many proposals including an
adaptive approach (Zou, 2006). It will be interesting to see an analog of LASSO in mixed
effects models where there is a need for simultaneous selection of regression coefficients
and random effects. Obviously, this is of direct relevance to small area estimation. The
transformed model of Professor Li from random to fixed effects seems to facilitate the
LASSO application in selecting the appropriate regression coefficients. I may add also
that there is some recent work on the selection of random effects in the SAE context as
discussed in the present paper. But the simultaneous selection problem can potentially
be a valuable topic for future research.

I cannot resist the temptation of the well-known Bayesian interpretation of LASSO esti-
mators. Interpreting the loss as the negative of the log-likelihood, and the regularization
part as the prior, the LASSO estimator can be interpreted as the posterior mode of a
normal likelihood with a double exponential prior. One interesting observation here is
that the double exponential prior has tails heavier than that of the normal, but it is still
exponential-tailed. Tang, Li and Ghosh (2018), pointed out that polynomial-tailed priors
rectify certain deficiencies of exponential-tailed priors. Some of these priors were used
in Tang, Ghosh, Ha and Sedransk (2018), as discussed in the present paper.

Molina and Newhouse

Both Professor Molina and Dr. Newhouse have presented very elegantly the current
state of the art for estimation of small area poverty indicators. While Professor Molina
has has provided a very up-to-date coverage of methodological advances in this area, Dr.
Newhouse has focused very broadly on practical applications with examples, and finally
a few pointers regarding possible alterations of the World Bank SAE methods with the
advent of the so-called “big” data. As I mentioned at the beginning of this rejoinder, I
will first present a few common things that I learnt from their discussion, and then reply
separately to these two discussants.

One very interesting feature is that SAE of poverty indicators is based on unit level mod-
els, another good application of the classical model of Battese, Harter and Fuller (1988).
Both discussants began their discussion mentioning the paper of Elbers, Lanjouw and
Lanjouw (ELL, 2003), which in my mind, set the stage for further development. An
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important piece of information here is that while the SAE indicators both use survey and
census data, they cannot be linked together at a household level due to data confiden-
tiality. As described in details by Professor Molina, and also hinted at by Dr. Newhouse,
ELL circumvented this problem by first fitting the survey data to estimate the model pa-
rameters, and then generating multiple censuses to estimate the SAE poverty indicators
and their MSE by some sort of averaging of these censuses.

The second important aspect of this research is that unlike most SAE problems which
involve estimation of totals, means or proportions, one needs to face nonlinear estima-
tion in addressing the poverty indication problem. This poses further challenge. Variable
transformation seems to be a way to justify approximate normality of transformed vari-
ables, and I will comment more on this while discussing Professor Molina.

Now I will respond individually to Professor Molina and Dr. Newhouse. Maintaining
the alphabetical order throughout this rejoinder, I will first discuss Professor Molina and
then Dr. Newhouse.

Molina

Professor Molina has pointed out the distinction of her 2010 joint paper with Dr. Rao
with that of ELL. The Molina-Rao (MR) paper is an important contribution, which at-
tracted attention of conventional small area researchers. I am not quite sure what Pro-
fessor Molina means by “unconditional expectation” in ELL. What I understand though,
and also essentially pointed out in Molina, that ELL is producing a synthetic estimator
in contrast to an optimal composite estimator, namely the EBLUP as given in MR. This
optimality is achieved by combining two sources of information, quite in conformity with
the usual Bayesian paradigm, which combines a likelihood with a prior.

There are some important issues stemming out of the ELL and MR papers. One, which
seems to have been addressed already in the 2019 paper of Dr. Molina, is how best one
can utilize both survey and census data when they cannot be linked together. The sec-
ond pertains to the question of variable transformation. The log transformation is often
useful, especially since the moments of a log-normal distribution can easily be calculated
via moment generating function of a normal distribution. While the log transfoma-
tion reduces skewness, resulting normality can sometimes be put to question. Professor
Molina has mentioned the Box-Cox transformation, which is definitely useful. So are
the skewed normal and generalized beta of the second kind. But what about a Bayesian
nonparametric approach?

The Bayesian approach has a very distinct advantage of providing some direct measure
of uncertainty associated with a point estimate via posterior variance. As recognized by
Professor Molina, a hierarchical Bayesian approach avoids much of the implementation
complexity, when compared to procedures such as the jackknife and bootstrap. But
a Bayesian nonparametric approach seems equally applicable here. MR considered a
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general class of poverty measures given in Foster, Greer and Thorbecke (1984). These
measures when simplified lead to estimation of either the distribution function or func-
tionals of the distribution function. A Dirichlet process or its mixture with a normal or
a heavy-tailed mixing distribution such as the double exponential can be used without
much extra effort. This may be a potential topic of useful research.

Professor Molina has also pointed out that the revised World Bank approach of boot-
strapped EB predictors can be severely biased. What about the double bootstrap of Hall
and Maiti (2006)?

In summary, I thank Dr. Molina again for bringing in the salient features related to es-
timation of small area poverty indicators. There are potentials for further development,
which I believe will take place in the next few years by Dr. Molina and her collaborators.

Newhouse

I thank Dr. Newhouse not only for bringing in the current World Bank practice of pro-
ducing small area estimates of poverty indicators, but also for pointing out their global
applications as well as some important directions for future research.

The World Bank produces small area estimates at a “subnational” level for 60 countries.
Dr. Newhouse did not define subnational as its meaning inevitably varies from country
to country. For me, it can be counties, census tracts, school districts, or sometimes even
the states, depending on the problem at hand. What I admire though is the importance
and relevance of this project from a global standpoint.

I agree with Dr. Newhouse about the need for separate models for urban and rural ar-
eas. In addition, in the US, variation between the states, for example, West Virginia and
New York, also demands separate modeling. I do not think that this approach leads to
reduction in efficiency. Rather, it has the potential to provide more meaningful measures
of poverty indicators.

I agree wholeheartedly with Dr. Newhouse regarding the use of alternative sources of
auxiliary data. But even there, one may often face the difficulty of proper linkage. Partha
Lahiri and Ying Han are currently working quite extensively on probabilistic record link-
age in the context of small area estimation. Some of their proposed methods may be
helpful in other contexts as well.

“Big"" data offers a huge potential. Combining survey data with administrative data,
whenever possible, is expected to provide better results than one that uses only one
of these two sources of data. I may add that “non probability sampling” has started
receiving attention as well because of the richness of administrative data. Whatever
the source, model-based SAE is inevitable, and thus always has the potential danger
of failing to provide the right answer. External evaluation of model-based procedures
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against some “gold standard” seems to be a necessity. This may not be feasible all the
time. As an alternative, one may think of cross-validation.

Finally, I like to point out that a model may need to go through a thorough overhaul
in the event of a natural or social catastrophe, as we are witnessing now in COVID-19,
a “shock” in the general terminology of Dr. Newhouse. Many small area models, by
necessity are spatial, temporal or spatio-temporal. Any prediction based on these mod-
els, assuming a smooth continuum, will be severely compromised with the occurrence of
“shock” events even though some of the auxiliary variables may not be affected.

I thank Dr. Newhouse again for bringing in the current World Bank approach to the
production of small area poverty indicators, and his insight into how to improve these
estimates in the future.

Pfeffermann

I really appreciate all the valuable comments made by Dr. Pfeffermann in my original
text, and they are all incorporated in the revision of this paper. Dr. Pfeffermann has
years of both academic and administrative experience, and this is clearly reflected in his
discussion. I will try point by point response to his comments, even though I really do
not know proper answer to many of the issues that he has raised.

1. I agree with Dr. Pfeffermann that response rate, unless mandatory, is declining fast
in most surveys. Further, the simplifying assumption of missing completely at random
(MCAR) or missing at random (MAR) is often not very tenable. However, with not
missing at random (NMAR) data, I do not see any alternative other than modeling the
missingness. In the SAE context, this becomes an extra modeling in addition to the
usual SAE modeling, and one requires validation of the integrated model. SAE models
with a combination of survey and administrative data, can admit model diagnostics, or
sometimes even external evaluation, for example with the nearest census data. Is there
a simple way to validate the missingness model in this context? I simply do not know.
2. Again, I agree with Dr. Pfeffermann that present-day surveys offer the option of
response via internet, telephone or direct face to face interview. In this cell phone era,
I am not particularly fond of telephone interviews. A person living in Texas may have
a California cell number. In an ideal situation, for example, a survey designed only for
obtaining some basic non sensitive data, the response may not depend much on the
mode used. But that is not the case for most surveys, and then the answer may indeed
depend on the chosen mode as pointed out very appropriately by Dr. Pfeffermann. What
I wonder though is that when there is modal variation in the basic response, is it even
possible to quantify the modal difference in the data analysis?
3. Research on measurement errors in covariates for generalized linear models in the
SAE context has not possibly started as yet, but it seems feasible. The approach that
comes to mind is a hierarchical Bayes approach, both for functional and structural mea-
surement error models.
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4. Benchmarking for GLMM is possibly quite challenging from a theoretical point of view
in a frequentist set up. It is not at all a problem in a Bayesian framework. Indeed, in
Datta et al. (2011), as cited in the present paper, Bayesian benchmarking with squared
error loss can be implemented knowing only the posterior mean vector and the posterior
variance-covariance matrix.
5. The final point of Dr. Pfeffermann is extremely important as it opens up a new
avenue of research. There is always a need for providing uncertainty measures associ-
ated with model-based estimates. As George Box once said: “All models are wrong, but
some are useful”. As a safeguard against potential model uncertainty, one option is to
derive design-based MSE of model-based SAE estimators. This also has the potential
for convincing conventional survey analysts that model-based SAE or even model-based
survey sampling, in general, is not just an academic exercise. Research seems to have
just started in this area. A paper that I have just become aware of, courtesy of Dr. Pfef-
fermann, and mentioned in the current version of the paper, is Pfeffermann and Ben-Hur
(2018). Lahiri and Pramanik (2019) addressed the issue of average design-based esti-
mator of design-based MSE, when the average is taken over similar small areas.

Rao

I very much appreciate the kind remarks of Professor Rao. It is needless to say that he
is one of the pioneers who brought SAE in the forefront of not just survey statisticians,
but for the statistics community at large. I have had the fortune of collaborating with
him in a paper only once. But I have had the fortune of getting his advice on a number
of occasions in my SAE research.

Regarding the points that he has raised, I agree virtually with all of them. Without a
hierarchical Bayesian procedure, it is quite possible to get zero estimates of A, the ran-
dom effect variance, by any of the standard methods, be it method of moments, ML or
REML. Adjusted ML by Li and Lahiri (2010), and subsequent development by Yoshimori
and Lahiri (2014), Molina et al. (2015) and Hirose and Lahiri (2018) are indeed very
welcome as they rectify this deficiency.

The second point regarding external evaluation is also very useful. Census figures have
often been used as “gold standard”, used by many researchers including myself. Unfor-
tunately, in many SAE examples, one does not have this opportunity of external validity.
I do not have a real idea of an alternative approach with firm footing in this case, but
think that cross validation may be an option.

Professor Rao has mentioned the need for design-based MSE computation of model-
based SAE estimators. I have emphasized its relevance and importance, while discussing
Dr. Pfeffermann. I reiterate that this topic will possibly be a fruitful research topic in
the next few years.
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I have not seen yet the review article of Jiming Jiang and Sunil Rao, but can appreciate
their viewpoint. I have cherished the view for a long time that outliers should not nec-
essarily be discarded for inferential purposes. Rather they can very well be a part of a
model, typically a mixture model, which was advocated by Tukey many years ago.

I endorse also that it is high time to go beyond estimation of small area means. Estima-
tion of small area poverty indicators where the World Bank people as well as Professors
Rao and Molina have made significant contribution, has taken off the ground and re-
search is pouring in this area. Another potential topic seems to be estimation of quantiles
in general, since these parameters are less vulnerable to outliers.

Finally, I thank all the discussants once again for their thorough and informative discus-
sion, supplementing very well the topics not covered in this paper. It is needless to say
there is a plethora of other uncovered topics in my paper. We may need another re-
view paper (not by myself) with discussion fairly soon to cover some of these other topics.
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ABSTRACT

We present a simple yet effective variable selection method for the two-fold nested
subarea model, which generalizes the widely-used Fay-Herriot area model. The two-
fold subarea model consists of a sampling model and a linking model, which has a
nested-error model structure but with unobserved responses. To select variables under
the two-fold subarea model, we first transform the linking model into a model with the
structure of a regular regression model and unobserved responses. We then estimate
an information criterion based on the transformed linking model and use the estimated
information criterion for variable selection. The proposed method is motivated by the
variable selection method of Lahiri and Suntornchost (2015) for the Fay-Herriot model
and the variable selection method of Li and Lahiri (2019) for the unit-level nested-error
regression model. Simulation results show that the proposed variable selection method
performs significantly better than some naive competitors, especially when the variance
of the area-level random effect in the linking model is large.

Key words: bias correction, conditional AIC, Fay-Herriot model, information criterion.

1. Introduction

Small area estimation (SAE) aims to provide reliable estimates of some parameters

of interest, such as means or totals, of subpopulations (areas). Sample surveys are

usually carried out in some or all areas to collect unit-level data and design-based direct

estimators of the parameters are obtained. A common practical issue in SAE is that the

design-based direct estimators are usually unreliable because the sampled areas typically

have small sample sizes. It is advantageous to use model-based approaches, which can

incorporate auxiliary information through linking models to provide reliable estimates of

small area parameters (Rao and Molina, 2015). In general, there are two types of small

area models, unit-level models and area-level models. We focus on area-level models.

The celebrated Fay-Herriot (FH) area model (Fay and Herriot, 1979) combines direct

estimators and auxiliary variables using a linking model to obtain accurate estimates of

small area parameters. Let θi be the parameter of interest of a sampled area i = 1, . . . ,m
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and xi be an associated covariate vector. Let yi be a direct estimator of θi, obtained

using unit-level data. The FH model assumes that

yi = θi + ei, (1)

θi = xᵀi β +ui, (2)

where β is a parameter vector, ui’s are independent and identically distributed (iid)

random effects following N(0,σ2
u ) with unknown σ2

u , ei’s are independent (ind) sampling

errors following N(0,Ψi) with known sampling variance Ψi, and ui’s are independent

of ei’s. In practice, Ψi is obtained by smoothing the direct estimates of the sampling

variances, based on the unit level data, and then treating the smoothed estimates as the

true sampling variances. Model (1) is known as the “sampling model” and model (2)

is called the “linking model”. The empirical best linear unbiased prediction (EBLUP)

estimator of θi for a sampled area is given by θ̂i = γ̂iyi+(1− γ̂i)x
ᵀ
i β̂ , where γ̂i = σ̂2

u /(Ψi+

σ̂2
u ), β̂ is the best linear unbiased estimator of β and σ̂2

u is the maximum likelihood

(ML) estimator or the restricted ML (REML) estiamtor or a method of moments (MM)

estimator of σ2
u (Rao and Molina, 2015, Chapter 6). The EBLUP estimator of θi is a

weighted sum of the direct estimator yi and the so-called “synthetic estimator” xᵀi β̂ .

When multiple auxiliary variables are available, selecting a parsimonious model that

fits the data well is especially important for attaining high estimation accuracy for small

area parameters. Han (2013) used a conditional Akaike information criterion (cAIC) to

select variables under the FH model. Lahiri and Suntornchost (2015) proposed a variable

selection method for the FH model by estimating information criteria under the linking

model (2). For variable selection under the unit-level nested-error regression (NER)

model (Rao and Molina, 2015, Section 4.3), Meza and Lahiri (2005) proposed a method

based on the Fuller-Battese transformation (Fuller and Battese, 1973), which requires

estimated values of the variance parameters. Li and Lahiri (2019) used a parameter-free

transformation method to avoid estimating the variance parameters.

In many applications, data for the subpopulations of interest are collected using a

two-fold setup. First, some areas, e.g. states, are sampled. Then, a sample of subareas,

e.g. counties, is further selected from each sampled area. Unit-level data then are

collected from the sampled subareas. The goal is to estimate a subarea parameter θi j

where i denotes an area and j denotes a subarea. An example of this nested two-fold

setup is given by Mohadjer et al. (2012). In the two-fold case, subareas within an area are

likely to share some common features and hence the variables of interest are correlated

among those subareas. Naively applying the FH model to the subarea-level data will not

capture the correlation.

The two-fold subarea model generalizes the FH model and is tailored for the two-fold

setup. Suppose that m areas, labelled as i = 1, . . . ,m, are sampled from M areas, and

for the ith sampled area, ni subareas, labelled as j = 1, . . . ,ni, are further sampled from

Ni subareas. Let yi j, i = 1, . . . ,m and j = 1, . . . ,ni, be design-unbiased direct estimators
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of θi j, and xi j be associated covariate vectors. The two-fold subarea model consists of

Sampling model: yi j = θi j + ei j, (3)

Linking model: θi j = xᵀi jβ + vi +ui j, (4)

where ei j
ind∼ N(0,Ψi j) with known sampling variances Ψi j, β is a regression parameter

vector, vi
iid∼ N(0,σ2

v ) with unknown σ2
v , and ui j

iid∼ N(0,σ2
u ) with unknown σ2

u . The

random errors ei j, vi and ui j are assumed to be independent. Different from the FH

model, the linking model (4) under the two-fold subarea model has an area-level random

effect vi, which pools information across subareas within an area. Torabi and Rao (2014)

developed the theory of EBLUP estimators under the two-fold subarea model.

Despite the fact that the two-fold subarea model is gaining popularity, little research

has been conducted on variable selection under the model. In this paper, we propose

a simple yet effective variable selection method for the two-fold subarea model, which

combines and extends the variable selection method of Lahiri and Suntornchost (2015)

for the FH model and the variable selection method of Li and Lahiri (2019) for the

unit-level NER model.

The paper is organized as follows. In Section 2, we give a detailed review of some

variable section methods for the FH model. In Section 3, we describe the proposed

variable selection method for the two-fold subarea model. Simulation results for assessing

the performance of the proposed method are provided in Section 4. Concluding remarks

are given in Section 5. Proofs and additional simulation results are included in the

Appendix.

2. Variable selection under the FH model

2.1. The Lahiri-Suntornchost method

Lahiri and Suntornchost (2015) developed a simple bias-correction method that can

activate multiple information criteria for regular linear regression, including Akaike infor-

mation criterion (AIC), Bayesian information criterion (BIC), Mallows’ Cp and adjusted

R2, to be used for variable selection under the FH model. Note that the linking model

(2) takes the form of a regular regression model although the response values θi are

unobserved. A simple idea is to estimate an information criterion, for example BIC,

for the linking model (2) and then use the estimated information criterion to carry out

variable selection under the FH model.

To achieve this, Lahiri and Suntornchost (2015) proposed to estimate MSEθ ··=
1

m−p θᵀ
(Im − P)θ , where Im is the m by m identity matrix, θ = (θ1 . . . θm)

ᵀ
, P =

X(XᵀX)
−1Xᵀ

, X = (x1 . . . xm)
ᵀ
, and p is the length of β under the FH model. The

estimator of MSEθ is given by

̂MSEθ = MSEy−Ψw,

where MSEy =
1

m−p yᵀ(Im−P)y, y = (y1 . . . ym)
ᵀ
, Ψw = 1

m−p ∑m
i=1(1− hii)Ψi, and hii =
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xᵀi (X
ᵀX)

−1xi. Observing that the BIC for the linking model (2) is a continuous function

of MSEθ , i.e. BIC = m log
{(

m− p
)

MSEθ /m
}
+ p logm, one can estimate the BIC by

plugging in ̂MSEθ ,

B̂IC = m log
{(

m− p
)
̂MSEθ/m

}
+ p logm.

Other information criteria, including AIC, Mallows’ Cp and adjusted R2 for the linking

model (2), can be estimated similarly. Lahiri and Suntornchost (2015) also proposed a

modification to ̂MSEθ that leads to a strictly positive estimator of MSEθ .

Lahiri and Suntornchost (2015) commented that the goal of their method is to

make simple adjustments to the regression packages available to data users, and their

objective is not to decide on the best possible regression model selection criterion, but to

suggest ways to adjust a data user’s favourite model selection criterion. Indeed, given the

conceptual and computational simplicity of the method and wide availability of software

packages for the regular regression model, this is a method that is likely to be adopted

by users.

2.2. The cAIC method

Han (2013) adapted the cAIC method for linear mixed-effects models (Vaida and

Blanchard, 2005) to select variables under the FH model. Han (2013) showed that the

cAIC for the FH model is given by

cAIC =−2log fc(y|θ̂)+2Φ0,

where θ̂ = (θ̂1 . . . θ̂m)
ᵀ
, θ̂i is the EBLUP of θi, fc(y|θ̂) is the conditional density of y

given θ̂ , and Φ0 = ∑m
i=1(∂ θ̂i/∂yi). When comparing submodels, the submodel with the

smallest cAIC value is chosen.

In the expression of the EBLUP θ̂i, estimated model parameters β and σ2
u are re-

quired. As a consequence, different estimators of model parameters lead to different

expressions for the penalty term Φ0. Han (2013) derived the analytical expressions of

Φ0 for three frequently used estimators of model parameters: the unbiased quadratic

(UQ) estimator, the REML estimator, and the ML estimator. In all three cases, the

penalty term Φ0 has complicated expressions. Compared to the cAIC method, the

Lahiri-Suntornchost (2015) method would be more attractive to data users because of

its simplicity.

3. Variable selection under two-fold subarea model

We now turn to variable selection under the two-fold subarea model. The two-fold

subarea model defined by (3) and (4) can be rewritten in vector form as

Sampling model: yi = θ i + ei, (5)

Linking model: θ i = Xiβ + τ i (6)
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for i = 1, . . . ,m, where yi = (yi1 . . . yini)
ᵀ
, Xi = (xi1 . . . xini)

ᵀ
, θ i = (θi1 . . . θini)

ᵀ
, ei =

(ei1 . . . eini)
ᵀ
, and τ i = vi�ni +ui with �k denoting a k-vector of 1s and ui =(ui1 . . . uini)

ᵀ
.

We have τ i ∼ N(0,Σi), where

Σi = σ2
v �ni�

ᵀ
ni
+σ2

u Ini . (7)

The key difference between the linking model (6) and the linking model (2) under the

FH model is that the random effect τ i in (6) does not have a diagonal structure. If the

covariance matrix Σi of τ i can be transformed to have a diagonal structure with equal

diagonal entries, then the Lahiri-Suntornchost method for the FH model can be applied.

Our proposed method is based on this simple idea and is outlined in two steps below.

First, we linearly transform the linking model (6) into a model with iid random errors.

Specifically, for each i= 1, . . . ,m, we find a non-random matrix Ai such that τ∗i ··=Aiτ i has

a diagonal covariance matrix with all diagonal entries equalling some positive constant

c across i, and then transform the linking model (6) into

θ ∗i = X∗i β + τ∗i , (8)

where θ ∗i = Aiθ i and X∗i = AiXi. Model (8) takes the form of a regular regression model

but with unknown θ ∗i , which is similar to the linking model (2) under the FH model.

Second, we estimate information criteria for the transformed linking model (8) using

a method similar to the Lahiri-Suntornchost (2015) method for the FH model. The

estimated information criteria then can be used for model selection.

In what follows, we give two transformation methods in subsection 3.1, and then

describe the proposed method of estimating information criteria in subsection 3.2.

3.1. Transformation

3.1.1 The parameter-free Lahiri-Li transformation

The purpose of the linear transformation Ai is to make Var(τ∗i ) = AiΣiA
ᵀ
i a diagonal

matrix with constant diagonal entries. Ideally, the transformation matrix Ai should not

depend on any unknown parameters. Lahiri and Li (2009) proposed a parameter-free

transformation method, which can achieve this purpose, and Li and Lahiri (2019) used

that transformation method for variable selection under the unit-level NER model. The

idea of the transformation is as follows. By (7),

Var(τ∗i ) = AiΣiA
ᵀ
i = σ2

v (Ai�ni)(Ai�ni)
ᵀ
+σ2

u AiA
ᵀ
i .

Hence, to make a constant-diagonal structure for Var(τ∗i ), it suffices to find an Ai such

that (a) Ai�ni = 0, and (b) AiA
ᵀ
i is a diagonal matrix with diagonal entries being constant

across i = 1, . . . ,m. The conditions (a) and (b) do not involve any parameter, so any

matrix Ai satisfying them can be parameter free. Note that the rank of such an Ai is at

most ni−1 because of the linear constraint (a).

Particular examples of parameter-free Ai that satisfy the conditions (a) and (b) were

given by Lahiri and Li (2009) and Li and Lahiri (2019), but no general method for
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finding parameter-free Ai was suggested. Here, we complement their examples by giving

a general method to construct a desired Ai as follows.

Step 1: Fix a set of ni−1 linearly independent vectors of length ni, denoted b1, . . . ,bni−1,

which satisfies bᵀk�ni = 0 for k = 1, . . . ,ni−1. For example, one can take bk to be

the vector with kth entry being 1, the last entry being −1 and all the other entries

being 0, or, the vector with kth entry being 1, the (k+1)th entry being −1 and

all the other entries being 0.

Step 2: Apply the Gram-Schmidt process to b1, . . . ,bni−1 to obtain a set of orthogonal

vectors a1, . . . ,ani−1 with a1 = b1 and ak = bk−∑k−1
l=1 Projal

(bk) for k = 2, . . . ,ni−1,

where Projy(x) ··= xᵀy
yᵀy y is the projection of vector x onto the line spanned by y.

Take Ai =
(

a1
‖a1‖ . . .

ani−1
‖ani−1‖

)ᵀ
, where ‖ · ‖ is the Euclidean norm.

The Ai constructed this way is parameter free and satisfies the requirements (a) and (b),

and correspondingly AiA
ᵀ
i = Ini−1.

In spite of being parameter free, this transformation has two drawbacks: (i) Since

the rank of Ai is ni− 1 instead of ni, each area i loses one degree of freedom after

transformation, which is undesirable when the number of sampled areas, m, is large.

(ii) After transformation, the intercept term, if included in the original model, will be

removed because of the requirement (a). Hence, this transformation method cannot

be used if the intercept is to be selected. In practice, this is not an issue because the

intercept is usually included in the model and only the other variables are to be selected.

Moreover, transformation matrix that satisfies (a) and (b) is not unique, although we

do not find that using different parameter-free transformation matrices affects variable

selection results significantly. Overall, being simple and parameter-free is of practical

importance and hence the Lahiri-Li transformation method is likely to be favoured by

most data users.

3.1.2 The Fuller-Battese transformation

If not restricted to a parameter-free transformation, a straightforward idea to make

Var(τ∗i ) =AiΣiA
ᵀ
i a diagonal matrix with constant diagonal entries is to take Ai = dΣ−1/2

i ,

where Σ−1/2
i is the positive definite square-root matrix of Σ−1

i and d is a non-zero

constant. Choosing d = σu and working out Σ−1/2
i , we get

Ai = Ini −
1
ni

(
1−

√
1−ρ

1+(ni−1)ρ

)
�ni�

ᵀ
ni
,

where ρ =σ2
v /(σ2

v +σ2
u ), which depends on the model parameters σ2

v and σ2
u . This is the

same as the transformation used by Fuller and Battese (1973). Under the transformation,

Var(τ∗i ) = σ2
u Ini .

In practice, ρ has to be estimated, which is undesirable. One can use the estimating

equation (EE) method by Torabi and Rao (2014) or the ML method to estimate ρ
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under the two-fold subarea model. Meza and Lahiri (2005) used the Fuller-Battese

transformation for variable selection under the unit-level NER model.

3.2. Estimating information criteria

The transformed linking model (8) is a regular regression model with unobserved

responses θ ∗i . We now adapt the Lahiri-Suntornchost (2015) method to estimate AIC,

BIC and Mallows’ Cp under model (8).

Define the mean sum of squares of errors (MSE) of (8) as

MSEθ∗ =
1

n∗ − p
θ ∗ᵀ(In∗ −P∗)θ ∗,

where θ ∗ =
(
θ ∗1

ᵀ
. . . θ ∗m

ᵀ)ᵀ
, P∗ = X∗

(
X∗ᵀX∗

)−1
X∗ᵀ with X∗ =

(
X∗1

ᵀ
. . . X∗m

ᵀ)ᵀ
, n∗ is the

length of θ ∗, and p is the length of β . For a submodel of (8) with ps covariates, the

AIC, BIC and Mallows’ Cp are given, respectively, by

AIC(s) = n∗ log
{(

n∗ − ps
)

MSE(s)
θ∗ /n∗

}
+2ps,

BIC(s) = n∗ log
{(

n∗ − ps
)

MSE(s)
θ∗ /n∗

}
+ ps log(n∗),

C(s)
p =

(
n∗ − ps

)
MSE(s)

θ∗ /MSEθ∗+2ps−n∗,

where MSE(s)
θ∗ is the MSE from the submodel. Since θ ∗ is unknown, the above informa-

tion criteria cannot be calculated. To estimate them, we first propose an estimator of

MSEθ∗ .
Transform the direct estimator vector yi using the same transformation matrix Ai

by letting y∗i = Aiyi and y∗ =
(
y∗1

ᵀ
. . . y∗m

ᵀ)ᵀ
. Define MSEy∗ =

1
n∗−p y∗ᵀ(In∗ −P∗)y∗. We

propose to estimate MSEθ∗ by

̂MSEθ∗ = MSEy∗ − 1
n∗ − p

tr
{
(In∗ −P∗)AVeAᵀ}

, (9)

where A = diag(A1, . . . ,Am) and Ve = diag(Ψ11, . . . ,Ψmnm). The second term on the right

hand side of the above equation can be viewed as a bias-correction term. A simple

modification to the MSE estimator as used by Lahiri and Suntornchost (2015) can be

applied to ̂MSEθ∗ to ensure a strictly positive estimator of MSEθ∗ .

Theorem 1. Suppose that the sampling variances Ψi j are bounded for all i and j, and
ni ≥ 2 for all i. Then, as the number of areas m→ ∞,

̂MSEθ∗ = MSEθ∗+op(1).
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The proof of Theorem 1 is given in Appendix A. Estimators of AIC, BIC and Mallows’

Cp are obtained by plugging ̂MSEθ∗ into their corresponding expressions. Since all these

information criteria are continuous functions of MSEθ∗ , by the continuous mapping

theorem (van der Vaart, 1998, Theorem 2.3), the errors of the estimated information

criteria are also of op(1).
To carry out variable selection, one can choose one of the above information criteria

and estimate its values for a set of submodels under consideration. The submodel with

the smallest estimated information criterion value is selected as the final model.

4. Simulation study

We conducted a simulation study to assess the performance of the proposed variable

selection method under the two-fold subarea model. In the simulation, the number of

sampled areas m is set to 30. The number of sampled subareas is set to 8 for the first

10 sampled areas, 5 for the next 15 sampled areas, and 10 for the last 5 sampled areas.

The sampling standard deviation
√

Ψi j is generated from Unif(0.5,1.5). We set σu = 2
and consider a few settings for the standard deviation of the area-level random effect

with σv = 2, 3.5, 5, 6.5 and 8. In the linking model, we consider an intercept and eight

covariates with

xi j,1 ∼ Log-normal(0.3,0.5), xi j,2 ∼ Gamma(1.5,2), xi j,3 ∼ N(0,0.8),

xi j,4 ∼ N(1,1.5), xi j,5 ∼ Gamma(0.6,10), xi j,6 ∼ Beta(0.5,0.5),

xi j,7 ∼ Unif(1,3), xi j,8 ∼ Poisson(1.5),

where xi j,k represents the value of the kth covariate for the ith area and jth subarea, Log-

normal(μ,σ) denotes the log-normal distribution with mean μ and standard deviation σ
on the log-scale, Gamma(α,β ) denotes the gamma distribution with shape parameter α
and rate parameter β , Beta(κ,γ) denotes the beta distribution with shape parameters κ
and γ, Unif(a, b) denotes the uniform distribution on the interval (a, b), and Poisson(λ )
denotes the Poisson distribution with mean parameter λ .

We consider two settings for the true underlying model. In the first setting (Set-

ting I), the true regression parameter value is fixed to β = (2,0,0,4,0,8,0,0,0)ᵀ. The

corresponding true model is the submodel with an intercept and covariates xi j,3 and

xi j,5. In the second setting (Setting II), the true regression parameter value is set to

β = (2,3,0,4,0,8,0,1,0)ᵀ, which corresponds to the true model with an intercept and

covariates xi j,1, xi j,3, xi j,5, and xi j,7. When selecting variables, the intercept term is al-

ways included in the model, and we compare all submodels defined by inclusion/exclusion

of xi j,k, k = 1, . . . ,8.
When generating data, the covariates are generated first and fixed throughout all

simulation replications. Then in each simulation replication, yi, i = 1, . . . ,m, are gener-

ated from the two-fold subarea model using the above settings. The total number of

simulation replications is set to 10000.
We use the proposed method to select covariates by comparing all submodels defined
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by the subsets of the eight covariates. We consider the proposed method using the

parameter-free Lahiri-Li transformation (TWOFLL), the Fuller-Battese transformation

with the true ρ value (TWOFFB(ρ0)), that with the MLE of ρ (TWOFFB(ρ̂mle)), and

that with the estimated ρ based on the estimating equation method of Torabi and

Rao (2014) (TWOFFB(ρ̂ee)). For comparison, we consider three naive competitors, the

method of Lahiri and Suntornchost (2015) for the FH model fitted naively to the data

(Naive 1), information criterion approach for the regular linear regression model fitted

naively to the data (Naive 2), and the cAIC method of Han (2013) for the FH model

fitted naively to the data (Naive cAIC). Note that different information criteria can be

used with Naive 1 and Naive 2 methods, but Naive 3 uses cAIC only.

The simulation results using BIC for variable selection under Setting I of the underly-

ing model are reported in Table 1. All versions of the proposed method have significantly

Table 1: Percentage (%) of selecting the true model using BIC;
True model, Setting I: β = (2,0,0,4,0,8,0,0,0)ᵀ

Method
σv

2 3.5 5 6.5 8
TWOFLL 76.98 77.00 76.06 76.52 77.54

TWOFFB(ρ0) 78.92 78.58 77.74 77.94 78.46
TWOFFB(ρ̂mle) 78.12 78.16 77.02 77.62 78.46
TWOFFB(ρ̂ee) 78.56 78.34 77.22 76.52 78.70

Naive 1 71.42 49.92 29.48 18.80 11.92
Naive 2 73.90 49.52 29.08 18.34 11.66

higher percentages of selecting the true model in all cases. When the standard deviation

σv of the area-level random effect increases, all versions of the proposed method exhibit

stable rate of selecting the true model at approximately 77% level, while both naive

methods show dramatic decay in performance from approximately 72% rate of selecting

the true model when σv = 2 to nearly 12% when σv = 8. This suggests that when there

is a strong area-level effect, as it commonly happens in practice, the proposed method

is a clear choice over the naive ones. The proposed method based on the parameter-free

Lahiri-Li transformation and that based on the Fuller-Battese transformation perform

equally well. Moreover, using an estimated ρ instead of the true value of ρ in the Fuller-

Battese transformation does not adversely affect the performance of variable selection

in this case.

The simulation results using AIC and Naive cAIC for variable selection under Setting

I are given in Table 2. Compared to BIC, AIC yields lower percentage of selecting the

true model for all the methods. However, the comparison between the proposed method

and the naive methods is similar to the case using BIC. All versions of the proposed

method perform similarly and give stable results for different values of σv. The naive

methods, on the other hand, have poorer performance, and their performance drops

considerably as σv increases. The Naive cAIC method performs worse than the Naive 1

and Naive 2 methods, likely because the cAIC has a complicated expression.

The simulation results using Mallows’ Cp for variable selection under Setting I are
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Table 2: Percentage (%) of selecting the true model using AIC or
Naive cAIC; True model, Setting I: β = (2,0,0,4,0,8,0,0,0)ᵀ

Method
σv

2 3.5 5 6.5 8
TWOFLL 29.92 28.86 28.12 29.26 30.18

TWOFFB(ρ0) 30.30 28.52 28.52 29.32 29.94
TWOFFB(ρ̂mle) 29.94 28.16 28.30 29.14 29.90
TWOFFB(ρ̂ee) 30.02 28.52 28.74 29.56 30.46

Naive 1 27.40 24.94 19.88 15.36 12.82
Naive 2 29.92 26.20 20.04 15.52 12.92

Naive cAIC 22.90 19.18 16.50 12.51 11.44

reported in Table 3. These results are similar to those using AIC, and the same conclusion

can be drawn: the proposed method has stable performance for different values of σv

and it outperforms the Naive methods in all cases.

Table 3: Percentage (%) of selecting the true model using Mallows’ Cp;
True model, Setting I: β = (2,0,0,4,0,8,0,0,0)ᵀ

Method
σv

2 3.5 5 6.5 8
TWOFLL 31.18 29.98 29.52 30.68 31.48

TWOFFB(ρ0) 31.60 29.76 29.62 30.88 31.06
TWOFFB(ρ̂mle) 31.40 29.58 29.50 30.46 31.34
TWOFFB(ρ̂ee) 31.40 29.82 29.82 30.84 31.58

Naive 1 28.40 25.92 20.70 15.84 13.24
Naive 2 31.02 27.22 21.20 16.30 13.22

The simulation results for variable selection using BIC, AIC/cAIC and Mallows’ Cp

under Setting II of the underlying model are reported in Table 4, Table 5 and Table 6,

respectively, in Appendix B. The comparison among different methods is similar to that

under Setting I. It is worth noting that, compared to Setting I, although more covari-

ates are included in the true model under Setting II, the performance gap between the

proposed method and the naive methods is larger, and the performance of the naive

methods drops quicker as σv increases when using AIC, cAIC or Mallows’ Cp.

5. Concluding remarks

We proposed a simple transformation-based variable selection method for the two-

fold subarea model. This method is a blend of the variable selection method of Lahiri

and Suntornchost (2015) for the FH model and the variable selection method of Li

and Lahiri (2019) for the unit-level NER model. The proposed method can be used
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with the parameter-free Lahiri-Li (Lahiri and Li, 2009) transformation or the Fuller-

Battese transformation which requires estimating model parameters σ2
v and σ2

u . The

performance of the proposed method using two different transformations is found to be

comparable and substantially better than some naive competitors, especially when the

variance of the area-level random effect is large. In practice, using the proposed method

with the parameter-free Lahiri-Li transformation is preferred because of the simplicity of

the transformation.
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APPENDICES

A. Proof of Theorem 1

The idea of the proof is to show that

E
(
̂MSEθ∗ |θ ∗

)
= MSEθ∗ (10)

and

E
{

Var
(
̂MSEθ∗ |θ ∗

)}→ 0 as m→ ∞. (11)

Then, by (10) and Markov’s inequality, for any given ε > 0, we have

Pr
(∣∣̂MSEθ∗ −MSEθ∗

∣∣≥ ε
∣∣∣θ ∗

)
= Pr

(∣∣̂MSEθ∗ −E
(
̂MSEθ∗ |θ ∗

)∣∣≥ ε
∣∣∣θ ∗

)
≤ Var

(
̂MSEθ∗ |θ ∗

)
ε2 .

Taking expectation on both sides of the above inequality and applying (11) gives

Pr
(∣∣̂MSEθ∗ −MSEθ∗

∣∣≥ ε
)
≤ E

{
Var

(
̂MSEθ∗ |θ ∗

)}
ε2 → 0

as m→ ∞, which proves the claimed. To complete the proof, we show (10) and (11) in

the sequel.

Lemma 1. Let C and D be real-valued matrices of the same order, then

tr
{(

CᵀD
)2}≤ tr

(
CᵀCDᵀD

)
and {

tr
(
CᵀD

)}2 ≤ tr
(
CᵀC

)
tr
(
DᵀD

)
.
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Lemma 1 is Theorem 11.2 of Magnus and Neudecker (2019). See a proof therein.

We now prove (10). By the sampling model (5) and the definite of y∗, we have

y∗ = θ ∗+ e∗, where e∗ =
(
e∗1

ᵀ
. . . e∗m

ᵀ)ᵀ
with e∗i = Aiei for i = 1, . . . ,m. This gives

MSEy∗ =
y∗ᵀ(In∗ −P∗)y∗

n∗ − p
θ ∗ᵀ(In∗ −P∗)θ ∗+2θ ∗ᵀ(In∗ −P∗)e∗+ e∗ᵀ(In∗ −P∗)e∗

n∗ − p
.

Because e∗ is independent of θ ∗, we have

E
(
MSEy∗ |θ ∗

)
=

1
n∗ − p

[
θ ∗ᵀ(In∗ −P∗)θ ∗+2θ ∗ᵀ(In∗ −P∗)E(e∗)+E

{
e∗ᵀ(In∗ −P∗)e∗

}]
= MSEθ∗+

1
n∗ − p

[
2θ ∗ᵀ(In∗ −P∗)E(e∗)+E

{
e∗ᵀ(In∗ −P∗)e∗

}]
.

Put e=
(
eᵀ1 . . . eᵀm

)ᵀ
. Then E(e) = 0, Var(e) =Ve and e∗=Ae, where A and Ve are defined

just before Theorem 1. Hence, E(e∗) = 0 and Var(e∗) = AVeAT , which implies that

E
{

e∗ᵀ(In∗ −P∗)e∗
}
= tr

{
(In∗ −P∗)AVeAᵀ}

by a standard result in multivariate statistics.

This leads to

E
(
MSEy∗ |θ ∗

)
= MSEθ∗+

1
n∗ − p

tr
{
(In∗ −P∗)AVeAᵀ}

.

Then by the definition, (9), of ̂MSEθ∗ , equation (10) is true.

Finally, we prove (11). With simple algebra, we obtain the following decomposition:

Var
(
̂MSEθ∗ |θ ∗

)
=

1
(n∗ − p)2 (T1 +T2 +T3), (12)

where

T1 = Var
{

e∗ᵀ(In∗ −P∗)e∗
}
,

T2 = 4θ ∗(In∗ −P∗)E
{

e∗e∗ᵀ(In∗ −P∗)e∗
}
,

T3 = 4E
[{

θ ∗ᵀ(In∗ −P∗)e∗
}2 ∣∣ θ ∗

]
.

Since e∼N(0,Ve), we have e∗ ∼N(0,AVeAᵀ
). Then by a standard result for multivariate

normal distribution, we have E
{

e∗e∗ᵀ(In∗ −P∗)e∗
}
= 0, which gives T2 = 0. In what

follows, we derive upper bounds for T1 and T3.

By normality of e∗, we have

T1 = 2tr
[{

(In∗ −P∗)AVeAᵀ}2
]
.

Noting that In∗ −P∗ is symmetric and idempotent, and AVeAᵀ
is symmetric, by Lemma

1, we have

T1 ≤ 2tr
{
(In∗ −P∗)(AVeAᵀ

)2
}
= 2tr

{
(AVeAᵀ

)2
}
−2tr

{
P∗(AVeAᵀ

)2
}
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Since P∗ is symmetric and idempotent, by the cyclic property of trace, we have

tr
{

P∗(AVeAᵀ
)2
}
= tr

{
P∗2(AVeAᵀ

)2
}
= tr

{
P∗(AVeAᵀ

)2P∗
}
= tr

{
QᵀQ

}
≥ 0,

where Q = (AVeAT )P∗. Therefore,

T1 ≤ 2tr
{
(AVeAᵀ

)2
}
.

Noting that AVeAᵀ
= diag

{(
A1Ve1Aᵀ

1
)
, . . . ,

(
AmVemAᵀ

m
)}

where Vei = diag(Ψi1, . . . ,Ψini)

for i = 1, . . . ,m, we have

tr
{
(AVeAᵀ

)2
}
=

m

∑
i=1

tr
{(

AiVeiA
ᵀ
i
)2
}
=

m

∑
i=1

tr
{(

VeiA
ᵀ
i Ai

)2
}
.

By Lemma 1, we further have

tr
{(

VeiA
ᵀ
i Ai

)2
}
≤ tr

{
V 2

ei
(Aᵀ

i Ai)
2
}
= tr

{
Vei(A

ᵀ
i Ai)

2Vei

}
.

Let λi be the largest eigenvalue of (Aᵀ
i Ai)

2
. By an inequality about quadratic forms,

we have that the jth diagonal entry of Vei(A
ᵀ
i Ai)

2Vei is bounded by λiΨ2
i j. For both

the parameter-free Lahiri-Li transformation based on the proposed procedure using the

Gram-Schmidt process and the Fuller-Battese transformation, it is easy to show that

λi = 1. Then, since Ψi j is bounded by some constant Ψ0 for all i and j, we have

tr
{(

VeiA
ᵀ
i Ai

)2
}
≤

ni

∑
j=1

λiΨ2
i j ≤ niΨ2

0.

Therefore,

T1 ≤ 2tr
{
(AVeAᵀ

)2
}
≤ 2

m

∑
i=1

niΨ2
0 = 2nΨ2

0. (13)

We now turn to T3. Because e∗ is independent of θ ∗ and E(e∗) = 0, we have

T3 = 4E
[{

θ ∗ᵀ(In∗ −P∗)e∗
}2 ∣∣ θ ∗

]
.

= 4θ ∗ᵀ(In∗ −P∗)E
(
e∗e∗ᵀ

)
(In∗ −P∗)θ ∗

= 4θ ∗ᵀ(In∗ −P∗)
(
AVeA

)
(In∗ −P∗)θ ∗.

Observing that T3 = tr(T3), we further have

T3 = 4tr
{

θ ∗ᵀ(In∗ −P∗)
(
AVeA

)
(In∗ −P∗)θ ∗

}
= 4tr

{(
AVeA

)
(In∗ −P∗)θ ∗θ ∗ᵀ(In∗ −P∗)

}
.
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Then, by Lemma 1 and (13), we get

T3 ≤ 4
√

tr
{
(AVeAᵀ)2

}
tr
{
(UUᵀ)2

}≤ 4
√

nΨ0

√
tr
{
(UUᵀ)2

}
,

where U = (In∗ −P∗)θ ∗. In addition, by the cyclic property of trace, tr
{
(UUᵀ

)2
}
=

tr
{
(UᵀU)2

}
= (UᵀU)2. Hence

T3 ≤ 4
√

nΨ0(U
ᵀU) = 4

√
nΨ0

{
θ ∗ᵀ(In∗ −P∗)θ ∗

}
. (14)

Combining (12), (13), (14) and the fact that T2 = 0, we get

Var
(
̂MSEθ∗ |θ ∗

)
=

1
(n∗ − p)2 (T1 +T2 +T3)

≤ n
(n∗ − p)2 2Ψ2

0 +

√
n

(n∗ − p)2 4Ψ0
{

θ ∗ᵀ(In∗ −P∗)θ ∗
}
.

Therefore,

E
{

Var
(
̂MSEθ∗ |θ ∗

)}≤ n
(n∗ − p)2 2Ψ2

0 +

√
n

(n∗ − p)2 4Ψ0 E
{

θ ∗ᵀ(In∗ −P∗)θ ∗
}
.

Since θ ∗ is normally distributed with covariance matrix σ2
u In∗ , In∗ −P∗ is a symmetric

idempotent matrix and E
{
(In∗ −P∗)θ ∗

}
= 0, 1

σ2
u

θ ∗ᵀ(In∗ −P∗)θ ∗ has a chi-square distribu-

tion with n∗ − p degrees of freedom, and so E
{

θ ∗ᵀ(In∗ −P∗)θ ∗
}
= (n∗ − p)σ2

u . Further

recall that n∗ = n−m for the Lahiri-Li transformation, n∗ = n for the Fuller-Battese

transformation, and ni ≥ 2. Then, under both transformations, we have n
(n∗−p)2 → 0 and

√
n

(n∗−p) → 0 as m→ ∞. With the above results, we conclude that

E
{

Var
(
̂MSEθ∗ |θ ∗

)}≤ n
(n∗ − p)2 2Ψ2

0 +

√
n

n∗ − p
4Ψ0σ2

u → 0

as m→ ∞, and hence Theorem 1 is proved.
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B. Simulation results under Setting II of the underlying model

Table 4: Percentage (%) of selecting the true model using BIC;
True model, Setting II: β = (2,3,0,4,0,8,0,1,0)ᵀ

Method
σv

2 3.5 5 6.5 8
TWOFLL 71.95 72.46 72.60 72.54 72.36

TWOFFB(ρ0) 73.67 73.22 73.29 73.40 72.76
TWOFFB(ρ̂mle) 73.02 72.88 73.24 73.18 72.75
TWOFFB(ρ̂ee) 73.15 73.02 73.28 73.12 72.66

Naive 1 53.53 23.20 9.75 4.04 2.06
Naive 2 50.64 21.52 8.91 3.86 1.95

Table 5: Percentage (%) of selecting the true model using AIC or
Naive cAIC; True model, Setting II: β = (2,3,0,4,0,8,0,1,0)ᵀ

Method
σv

2 3.5 5 6.5 8
TWOFLL 42.56 41.59 41.99 42.17 42.48

TWOFFB(ρ0) 42.34 42.27 42.26 42.49 42.05
TWOFFB(ρ̂mle) 42.04 41.96 42.05 42.12 42.04
TWOFFB(ρ̂ee) 42.25 42.16 41.37 42.37 42.43

Naive 1 39.20 27.72 18.88 12.18 8.59
Naive 2 41.37 28.32 19.11 12.17 8.64

Naive cAIC 37.11 22.77 14.46 7.71 8.57

Table 6: Percentage (%) of selecting the true model using Mallows’ Cp;
True model, Setting II: β = (2,3,0,4,0,8,0,1,0)ᵀ

Method
σv

2 3.5 5 6.5 8
TWOFLL 43.83 43.01 43.35 43.49 43.78

TWOFFB(ρ0) 43.78 43.55 43.54 43.74 43.47
TWOFFB(ρ̂mle) 43.44 43.27 43.36 43.51 43.39
TWOFFB(ρ̂ee) 43.77 43.69 43.68 43.85 43.91

Naive 1 40.51 28.20 19.17 12.15 8.67
Naive 2 42.46 28.92 19.35 12.16 8.67
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ABSTRACT

Small domain estimation covers a set of statistical methods for estimating quantities
in domains not previously considered by the sample design. In such cases, the use of a
model-based approach that relates sample estimates to auxiliary variables is indicated.
In this paper, we propose and evaluate skew normal small area time models for the
Brazilian Annual Service Sector Survey (BASSS), carried out by the Brazilian Insti-
tute of Geography and Statistics (IBGE). The BASSS sampling plan cannot produce
estimates with acceptable precision for service activities in the North, Northeast and
Midwest regions of the country. Therefore, the use of small area estimation models
may provide acceptable precise estimates, especially if they take into account temporal
dynamics and sector similarity. Besides, skew normal models can handle business data
with asymmetric distribution and the presence of outliers. We propose models with
domain and time random effects on the intercept and slope. The results, based on
10-year survey data (2007-2016), show substantial improvement in the precision of the
estimates, albeit with presence of some bias.

Key words: Annual Service Sector Survey, hierarchical Bayesian model.

1. Introduction

Small area estimation approaches aim at obtaining precise estimates for geographic areas

or domains for which sample sizes are not sufficient to yield satisfactory precision if direct

estimators are used. The issue of small area estimation can arise from the demand for

information on a specific group such as when estimates for an industrial district or other

restricted segment are required.

The small area (domain) estimation problem has received much attention in recent

decades, in which Fay and Herriot (1979) and Battese, Harter and Fuller (1988) are two

key papers. The first considered an area level model in which the input response variable

is the direct estimate and auxiliary information comes from area level variables. Battese,

Harter and Fuller (1988) proposed a unit level model with both input and auxiliary vari-

ables considered to be available at the unit sample level. The Fay-Herriot model uses

data at the domain level, with greater scope for application compared to models at the
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sampling unit level since aggregated data are more accessible and are less subjected to

statistical confidentiality restrictions. However, as pointed out by Moura et al. (2017),

the Fay–Herriot model assumes conditional normality of the direct estimator which is not

suitable for fitting skewed data, particularly for domains with very small sample sizes.

Neves et al. (2013) developed the first small domain estimation approach for Brazil-

ian economic surveys. The authors proposed a Fay-Herriot model for the logarithmic

transformation of the variable of interest to stabilize the variance resulting from the pres-

ence of outliers. However, due to difficulties when converting the results to the original

scale, a better alternative is to use an asymmetric distribution to model the direct esti-

mator. Ferraz and Moura (2012) modeled the direct survey estimator as skew normally

distributed. They successfully fitted the skew normal model to head-of-household mean

income for 140 enumeration areas in the scope of an experimental Brazilian demographic

census. Moura et al. (2017) compared different small area approaches for fitting skewed

data using real business survey data. It was the first experiment in which skew normal

models in a Bayesian framework were tested to produce small area estimates for the

Brazilian Annual Service Sector Survey (BASSS). The main objective was to develop

models for estimating service revenue totals by economic activity at levels of aggrega-

tion not planned in the BASSS sampling design.

Considering earlier research and corresponding developments, the principal aim of

this work is to extend the previous skew normal models to allow sharing information

from repeated surveys, such as the BASSS. We consider models to estimate gross ser-

vice revenue totals in specific groups of economic activities (class level four-digit codes

of the International Standard Industrial Classification - ISIC) for states in the Northeast

region of the country since these direct survey estimates are not currently published due

to small sample size and low precision (Neves, 2012).

This paper is organized as follows. Section 2 presents the Brazilian Annual Service

Sector Survey and the small domain estimation problem. Section 3 introduces the skew

normal models and their extensions to skew normal time models whereas Section 4

displays results and related analysis. Section 5 contains final remarks and suggestions

for future research.

2. Small Area Estimation for the Brazilian Annual Service Sector
Survey

Service activity comprises the production of intangible goods for immediate consumption

by individuals and institutions. Activities with these characteristics include commerce,

transport, advertising, information and technology activities, health and education ser-

vices, tourism and hospitality, financial and insurance services, and services provided by

the public sector.

Although important to the Brazilian economy, the service sector occupies a less

prominent position in public since industry is considered the most dynamic and impor-

tant sector. However, as all sectors are vital for the efficient integrated functioning

of the economy, reliable, detailed and timely statistics about the service sector are re-
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quired. The BASSS is a non-financial services survey conducted by IBGE since 1998. It

investigates economic and financial variables of companies, such as revenues, costs and

expenses, inventories, wages, number of employees and number of establishments. Since

firms control the accounting records of all their local units (establishments), where the

economic and financial results are registered, the BASSS survey unit is the enterprise –

the legally constituted unit that produces services.

Table 1. Disaggregation level of economic classification for which direct
estimates are published and services in the scope of this study

Service
Economic classification

4-digit code
(small domains)

2-3-digit code
(published estimates)

Food and beverages 5611-2 561
Engineering and architecture 7111-4, 7112-0, 7119-7 711
Advertising 7311-4, 7312-2, 7319-0 731
Renting and leasing of personal and household goods 7722-5, 7723-3, 7729-2 772
Travel agency and tour operator activities 7911-2 79
Cleaning and pest control 8121-4, 8122-2 812
Foreign language instruction 8593-7, 8599-6 859
Creative, arts and entertainment activities 9001-9 90
Fitness centers and other physical activity providers 9313-1 931
Other personal services 9601-7, 9602-5, 9603-3 960

The survey frame is a business register comprised of administrative records with ba-

sic information about companies, such as wages, number of employees and number of

establishments. The survey sample is stratified by economic activities and geographic

areas (states), and also according to the number of employees. In addition, enterprises

with 20 or more employees and those that operate in more than one Brazilian state are

allocated in a take-all stratum. The survey publishes total estimates, and corresponding

precision, by state and economic activity.

Here, we consider a subset of economic activities, focusing on activities in which the

enterprises operate mainly in one state. Table 1 above shows the subset of domains in

the scope of this study. Note that, for most of the country, direct survey estimates are

only produced by group (3-digit code economic classification) due to the survey sampling

design. Therefore, small domains are defined by the four-digit codes, listed in Table 1,

in each of the nine Northeast Brazilian states.
Depending on the geographic region, the survey provides information at different

levels of economic classification. For the South and Southeast regions, IBGE publishes

class level data (four-digit codes) of the National Classification of Economic Activities

(similar to ISIC). For the states of the North, Northeast and Midwest, survey results are

only available at the group level (three-digit codes), therefore, at a lower level of activity

breakdown (IBGE, 2018). Table 2 presents the number of enterprises and the sample

sizes restricted to the services enumerated in Table 1. It also contains the number of

small domains (defined by state and economic classification). We use 10-year data to

develop models that can also borrow strength over time.
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Table 2. Number of enterprises, sample sizes, number of domains and domain samples

sizes in the scope of this study by year

Year
Population

size

Sample

size

Number

of domains

Domain

sample size

Median Maximum

2007 46,056 730 81 9.0 17

2008 35,050 587 70 8.0 17

2009 37,733 637 72 9.0 16

2010 42,244 668 73 9.0 16

2011 46,501 675 74 9.0 15

2012 48,880 738 80 8.5 15

2013 48,976 665 76 8.0 16

2014 53,458 658 76 8.5 15

2015 52,019 660 80 8.0 13

2016 55,545 656 76 8.0 16

3. Skew normal small area models

Fay and Herriot (1979) developed a two-level linear model to estimate the average income

per capita in small towns with less than 1,000 people in the United States. This model

uses a direct estimator of the domain total and assumes residuals following a normal

distribution, with zero mean and known sample variance.

The Fay-Herriot model incorporates random domain effects to capture variability

between the domains that cannot be explained by fixed effects. The model is often cited

in the literature of small domain estimation. Because the Fay-Herriot model uses data

at the domain level, it allows a greater possibility of application when compared to unit

level models considering that aggregated data are more easily accessible and are less

subject to statistical confidentiality.

The basic Fay-Herriot model is defined in two stages. We denote by yd the direct

estimates of the true totals and as μd the response input variable of the model, where

d = 1, ...,D are the domains of study. These estimates have a sampling error εd that

depends on their respective sample sizes and the domain variability. Thus, the first stage

model equation can be written as:

yd = μd + εd – sampling model

εd
ind∼ N(0,φd), d = 1, ...,D

where φd is the sampling variance of the corresponding direct estimator, assumed known

for all domains. In the second stage (linking model), the true values are assumed to be

linearly related to a vector of auxiliary variables:

μd = xt
dβ +νd – linking model



88 A. F. A. Neves et al.: Skew normal small area time models ...

νd
ind∼ N(0,σ2

0 )

Errors εd and νd are mutually independent. Substituting linking model equation in sam-

pling model, we obtain:

yd = xt
dβ +νd + εd

Fay and Herriot (1979) assumed that the sampling variances are known and given by

their respective sampling variance estimates. However, these estimates are unstable for

areas with small sample sizes. There is a series of papers on joint modeling of survey-

weighted estimates and sampling variances, see for example Arora and Lahiri (1997),

and Gershunskaya and Savitsky (2019) for a recent discussion of this approach.

The Fay-Herriot model assumes that the sample size in each domain is large enough

to apply the central limit theorem (CLT). However, in real situations, the response

variable can be asymmetric, implying that assumptions of asymptotic normality are

unreasonable in several domains. To overcome this problem, a response variable trans-

formation, such as a logarithmic transformation, is commonly used. However, while

the lognormal model makes the asymmetry hypothesis more plausible, an exponential

function is required when estimates are converted to the original scale, increasing the

variability of the estimates. Moreover, Moura et al. (2017) found that the lognormal

model performs less well than the skew normal model in their application to BASSS

data.

3.1. Skew normal model

Azzalini (1985) described the family of skew normal distributions that preserve some

properties of the normal distribution except for the parameter that regulates the dis-

tribution’s asymmetry. This class of distributions includes the normal distribution as a

particular case and facilitates the transition from non-normality to normality. The prop-

erties of the skew normal distribution are suitable for asymmetric economic data. We

adopt Azzalini’s (1985) notation to describe the skew normal density function:

Y ∼ SN(μ,σ ,λ )⇔ fY (y) =
2
σ

φ
(

y−μ
σ

)
Φ
(

λ
y−μ

σ

)

where Φ(·) denotes the cumulative distribution function, φ(·) is the density function of

the standard normal distribution, and the parameters μ,σ and λ are the location, scale

and asymmetry, respectively. A particular case is the normal distribution when λ= 0.

The skew normal distribution has interesting properties, some of which are shared with

the normal distribution. The mean and variance of the skew normal distribution are

given by:

E(Y ) = μ +σδ
√

2
π

and V (Y ) = σ2{1−2π−1δ 2}

where δ is given by: δ = λ/
√

1+λ 2.
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Ferraz and Moura (2012) proposed the following model, here named Model 1, whose

joint distribution of the direct estimator yd and its sample variance estimator φ̂d are

described in the following expressions:

yd |μd ,λ ,nd ,φd ∼ SN(μd ,
√

φ d ,λ/
√

nd)

φ̂d |nd ,φd ∼ Ga
{

1
2
(nd−1),

1
2
(nd−1)φ−1

d

}
, d = 1, ...,D,

φ−1
d |aφ ,bφ ∼ Ga(aφ ,bφ )

μd |β ,σ2
0 ∼ N(xt

dβ ,σ2
0 ) (1)

where D is the number of small domains and nd is the sample size in the dth domain from

a population of Nd units. They assume that the parameters φd , d = 1, . . . ,D are con-

ditionally independent, following each an inverse-gamma distribution φ−1
d ∼Ga(aφ ,bφ ),

with unknown common hyperparameters aφ and bφ .

For BASSS survey data, μd can be written as a linear function of area-level auxiliary

variables with unknown fixed coefficient and a random small domain effect β0d , i.e.,

μd = β0 + β0d + β1xd where: i) the parameter β0 is the global intercept; ii) β0d is an

intercept that varies by domain; iii) and β1 is the slope. The auxiliary variable xd is

the total wage by domain, which comes from the business register used as the BASSS

sample frame.

As the sample size grows, the skew normal distribution converges to the normal with

mean μd and variance φd . Our main parameter of interest is θ sn
d = Esn

d (yd), the expected

value of yd in the skew normal model, given by:

θ sn
d = μd +δd

√
2φd/π where δd = λd/

√
1+λ 2

d = λ/
√

nd +λ 2, with λd = λ/√nd .

The sampling variance estimator φ̂d is assumed to be unbiased, providing informa-

tion about the scale parameter φd . To borrow strength over domains, the model is

completed through a hierarchical structure with respect to the parameters β0d and φd .

The parameters β0d are hypothetically independent and distributed as β0d ∼ N(0,σ2
0 ).

The Ferraz and Moura model described by the equations in (1) is complemented by

assigning a proper and independent prior distribution to the hyperparameters. When

modeling the BASSS survey data, we assigned the following priors to these hyperarame-

ters: β = (β0,β1)
t ∼ N2(0,Ωβ ), aφ ∼Ga(a,b), bφ ∼Ga(c,d). To obtain relatively vague

prior distributions, we set Ωβ = 1000I2, where I2 is an identity matrix of order 2 and

a = b = c = d = 0.01.
It is worth noting that Ferraz and Moura (2012) considered σ−2

0 ∼ Ga(a0,a0), with

a0 = 0.01. Since we experienced difficulties in fitting some models with this prior, we fol-

low Gelman (2006) and placed a relative vague uniform prior on σ0, i.e., σ0 ∼U(0,100).
The selection of a prior distribution to the λ parameter must be done carefully. Ferraz

and Moura (2012), using results obtained in Sugden et al. (2000), proposed a normal

distribution for the parameter λ , centered close to zero and with standard deviation

given by σλ = 5.5aγ/2.576, where aγ is an initial suggested value or estimate of the γ
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asymmetry coefficient. For BASSS survey data, we estimated aγ= 4.7. Therefore, the

prior for γ was fixed at λ ∼ N(0,100).

3.2. Skew Normal Time Models

In this section, we propose to generalize the skew normal model by introducing an extra

random time effect (Models 2, 3 and 4). Models 2 to 4, showed in this section, take into

account information from domains over time. As mentioned in Section 2, the BASSS

data used here cover a 10-year period from 2007 to 2016. The models are developed

to estimate the total gross revenue from services for 2016, the final year of this series.

Therefore, Model 2 is written as:

ydt |μdt ,λ ,ndt ,φd ∼ SN(μdt ,
√

φ d ,λ/
√

ndt)

φ̂dt |ndt ,φd ∼ Ga
{

1
2
(ndt −1),

1
2
(ndt −1)φ−1

d

}

φ−1
d |aφ ,bφ ∼ Ga(aφ ,bφ )

μdt = β0 +β0d +ζ0t +β1xdt

where d = 1, ...,D denotes the domains of study in all years t = 1, ...,T and ndt is the

sample size in the dth domain in year t from the population of Ndt units. Note that μdt

can be written as a linear function of area-level auxiliary variables with unknown fixed

coefficients, a random small domain effect β0d and a random time effect ζ0t . Because

the sample size for each domain does not vary much over the years, we assume that the

true sampling variance of the direct estimator is constant over time.

The distributions of the inverse of scale parameter φ−1
d , as well as the parameters aφ

and bφ are the same as in Model 1. The distributions of the random coefficients under

the influence of their respective random effects are defined by:

β0d ∼ N
(
0,σ2

0
)
and ζ0t ∼ N

(
0,σ2

ζ0

)

We assigned a uniform prior distribution to the standard deviations σ0 and σζ0
. As

discussed in Gelman (2006), the use of this prior guarantees a proper posterior density

as well as other desirable properties. Thus, the relatively vague uniform priors for the

standard deviations of both domain and time random effects on the intercept are:

σ0 ∼U (0,100) and σζ0
∼U (0,100)

In addition, the following constraints are imposed to ensure identifiability of the param-

eters:

β01 =−
D

∑
d=2

β0d and ζ01 =−
T

∑
t=2

ζ0t
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3.3. Skew Normal Model with Random Effects on the Intercept and Slope

Following Moura and Holt (1999), Model 3 includes domain and time random effects

on the intercept and a domain random effect on the slope, whereas Model 4 considers

domain and time random effects on both intercept and slope:

Model 3: μdt = β0 +β0d +ζ0t +β1xdt +β1dxdt

Model 4: μdt = β0 +β0d +ζ0t +β1xdt +(β1d +ζ1t)xdt

As in Model 2, independent uniform priors with mean 50 are assigned to the standard

deviations of both domain and time random effects, as follows:

σ2
0 – variance of the domain random effect on the intercept,

σ2
1 – variance of the domain random effect on the slope,

σ2
ζ0

– variance of the time random effect on the intercept,

σ2
ζ1

– variance of the time random effect on the slope.

The identifiability constraints are given by:

β01 =−
D

∑
d=2

β0d , ζ01 =−
T

∑
t=2

ζ0t , β11 =−
D

∑
d=2

β1d and ζ11 =−
T

∑
t=2

ζ1t

3.4. Skew normal model with random walk effect

Rao and Yu (1994) proposed an extension of the Fay-Herriot model to handle cross-

sectional and time-series data, see also Molina and Rao (2015) for further explanation

and extensions. Unlike Rao and Yu (1994), Datta et al. (1999) employed a Bayesian

method to implement a time series cross-sectional model with random walk component to

estimate unemployment rates of U.S. states. Since it is reasonable to suppose influence

of lag random effects when working with economic data, we also considered another

model that includes an addictive random lag term effect of first order:

μdt = β0 +βd +β0d,t +β1xdt

where βd ∼N(0,σ2
0 ) and β0d,t ∼N(β0d,t−1,σ2

ξ0
) and they are all assumed independent. In

Bayesian framework, it is also needed to assign prior distributions to β0d,0 for d = 1, . . . ,D.

We considered β0d,0 ∼ N(0,100), ∀d and independently distributed. The other model

components are analogously defined as the previous models. We named this Model 5 as

”Skew normal model with random walk effect”.

Therefore, the linear functions of area-level auxiliary variables for all five models are:

Model 1: μd = β0 +β0d +β1xd

Model 2: μdt = β0 +β0d +ζ0t +β1xdt

Model 3: μdt = β0 +β0d +ζ0t +β1xdt +β1dxdt
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Model 4: μdt = β0 +β0d +ζ0t +β1xdt +(β1d +ζ1t)xdt

Model 5: μdt = β0 +βd +β0d,t +β1xdt

The models are evaluated in Section 4. Model 1 is fitted based on 2016 survey data

(direct estimates of total gross service revenue by domain) whereas Models 2 to 5 take

into account 10-year (2007–2016) data. Model comparisons are carried out considering

direct and model-based estimates for 2016.

4. Results

Parameter and small domain estimates for the models defined in Section 3.1 to 3.4

(Tables 3 and 4) were obtained via MCMC (Markov chain Monte Carlo). All results cor-

respond to 100,000 MCMC sweeps, after a burn-in of 50,000 iterations. The chain was

subsequently thinned by taking every 5th sample value. The Gelman and Rubin (1992)

statistics are less than 1.05 for all estimated coefficients and fitted models, showing

convergence of chains. Computational details of how to implement MCMC estimation

procedure and corresponding Winbugs code are displayed in the Appendix. It also con-

tains the full conditionals of the model described by the equations in (1) as in Ferraz

and Moura (2012).

The auxiliary information, such as number of employees, total wages and number of

establishments, were obtained from the business register used as the BASSS sampling

frame. Model selection procedures showed that simultaneous inclusion of those variables

was not adequate since they are highly correlated. Taking into account economic analy-

sis, total wages was chosen as the only explanatory variable for the small area estimation

models.

Both response (total gross service revenue) and auxiliary variables (total wages) are

expressed in millions of Brazilian currency (Reais-R$). The estimated wages coefficients

are positive, as anticipated, since the total revenue per domain might increase with

the investment in the labor factor. The estimates of the asymmetry coefficient are

positive for all models in accordance with the usual pattern of economic data (positively

asymmetrical distribution). Nevertheless, the estimated values of this coefficient in

Models 2 to 5 are about half of the value in Model 1.

When estimates are compared, the highlight is the variance reduction of the domain

random effect on the intercept in the presence of random effects on the slope in Models 3

or 4. Also, the domain random effect on the intercept in Model 2 is considerably greater

(4.884) than the time random effect (0.267). Similarly, in Models 3 and 4, the domain

random effects have higher coefficients than the estimates of time random effects. In

addition, the posterior mean for the intercept parameter in Model 5 exceeds more than

twice the estimated values for other models.

The noticeable reduction of the intercept domain random effect variance from Model

1 to Model 3 suggests the need for a domain random effect on the slope indicating that

the relation between direct estimates and auxiliary variables is not the same for all

domains.
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Table 3. Summary of hyperparameters’ posterior distributions – Models 1, 2 and 5 -

domain and time random effects on the intercept
Model 1 Model 2 Model 5

Parameter
Mean

Standard

Deviation

Percentile
Mean

Standard

Deviation

Percentile
Mean

Standard

Deviation

Percentile

2.5% 97.5% 2.5% 97.5% 2.5% 97.5%

β0 3.404 1.592 0.334 6.619 3.085 0.460 2.207 4.007 8.185 2.783 2.434 13.510

β1 1.953 0.159 1.660 2.300 2.379 0.075 2.234 2.526 2.561 0.099 2.372 2.760

λ 9.174 5.195 2.922 22.390 3.505 0.319 2.912 4.161 4.424 0.486 3.555 5.445

σ0 5.452 1.589 2.370 8.799 4.884 0.721 3.666 6.473 2.442 1.920 0.109 6.936

σζ0
- - - - 0.267 0.225 0.008 0.836 - - - -

σξ0
- - - - - - - - 2.411 0.344 1.758 3.111

aφ 0.321 0.044 0.240 0.414 0.302 0.013 0.277 0.329 0.304 0.013 0.278 0.331

bφ 14.267 4.334 7.193 23.990 4.210 0.430 3.411 5.096 4.054 0.416 3.288 4.914

Table 4. Summary of hyperparameters’ posterior distributions – Models 3 and 4 -

Domain and time random effects on the intercept and on the slope

Parameter

Model 3 Model 4

Mean
Standard

Deviation

Percentile
Mean

Standard

Deviation

Percentile

2.5% 97.5% 2.5% 97.5%

β0 1.757 0.469 0.902 2.737 2.365 0.519 1.422 3.432

β1 2.959 0.174 2.619 3.302 2.707 0.182 2.351 3.073

λ 4.066 0.369 3.379 4.838 4.489 0.427 3.711 5.383

σ0 1.583 0.446 0.765 2.498 1.846 0.456 1.003 2.800

σ1 1.548 0.190 1.196 1.939 1.474 0.188 1.124 1.860

σζ0
0.598 0.367 0.040 1.435 0.222 0.205 0.007 0.760

σζ1
- - - - 0.389 0.133 0.204 0.718

aφ 0.304 0.013 0.278 0.331 0.304 0.013 0.278 0.331

bφ 4.12 0.421 3.355 5.003 4.122 0.419 3.354 4.991

4.1. Model Comparison

Table 5 presents the deviance information criterion (DIC ), the posterior mean of the

deviance (D̄) and the effect number of parameters (pD) for Models 1 to 5. Note that

DIC = D̄+ pD, see Spiegelhalter et al. (2002) for further details about the meaning

of these measures. Because the data are formed by the joint pairs (yd , φ̂d), d = 1, ..,D,

all these measurements can be calculated separately and overall values, as presented in

Table 5, were obtained by summation. The model with the smallest DIC should be the

one that would best jointly predict a replicate data set of yd and φ̂d . It can be seen that

Model 1 (with domain and time effects in the intercept) seems to fit the service revenue

data better than its counterparts. However, the performance of Models 3, 4 and 5 is

similar.
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Table 5. Model selection – Deviance Information Criterion (DIC)

Model DIC pD D̄

Model 1 1,636.3 145.0 1,491.3
Model 2 1,705.5 103.7 1,601.8
Model 3 1,661.5 115.1 1,546.4
Model 4 1,655.9 119.9 1,536.0
Model 5 1,664.7 119.4 1,545.3

The posterior predictive p-values (Meng, 1994), given by P(yrep
d > yd |Data), where yrep

d
is a predictive value of the observed yd under the considered model, were also calculated

for all models with 2016 data. Values around 0.5 indicate that the distributions of the

replicate and the actual values are close. Figure 1 displays the boxplots of the posterior

predictive p-values for all models. According to Figure 1, model 5 seems to fit best

the 2016 BASSS data. Additional information on precision and bias of small domain

estimates follows next to enhance the analysis.

Figure 1 - Posterior predictive p-values of model-based estimates

Model-based estimates are biased, although more precise in general. The estimation

procedure aims to balance the trade-off between variance and bias, producing estimates

with good precision and little bias as possible. To compare the model performances,

precision of estimates and relative differences of the model-based and direct estimates

are presented. Figure 2 displays the improvement in coefficients of variation (CVs)

for model-based estimates in relation to the direct estimates. Model 1 reduces the

coefficients of variation of the small domain estimates with respect to the direct ones

in 93.7% of the cases and Models 2 to 5 produce estimates with better precision for all

domains. There is evidence that Model 2 provides estimates with better precision than

the others. Nevertheless, considering that National Statistical Institutes may suppress

the publication of estimates with CV greater than 20% as a quality threshold, Models 2,
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3 and 4 do not differ in this aspect. Model 2 has 92.1% of domain estimates with CV

below the threshold. This is achieved for 90.8% of the domains in the case of Models 3

and 4, but in only 81.6% of Model 5 estimates.

Figure 2 - Coefficients of variation of direct and model-based estimates

The analysis of the relative differences of model-based and the direct estimates(Model−Direct
Direct %

)
allows investigating the presence of bias. Relative differences for Mod-

els 3 and 4 that incorporate random slopes are closer to zero compared to those from

models with random intercept only, as illustrated in Figure 3. In addition, the symmetric

distribution for Model 5 relative differences, centered at zero, is good evidence against

bias.

Figure 3 - Relative differences of model-based and direct estimates

The deviance information criterion and the posterior predictive p-values, together

with precision and bias of small domain estimates, show that Models 3 and 4 exhibit

similar performance. Results for Model 5, with comparable DIC value, indicate a slight

improvement on the bias, but a disadvantage regarding the precision of estimates. How-

ever, Model 5 presents the best performance with respect to the predictive p-value

statistics.
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Considering all these measures when comparing Models 3, 4 and 5 and the quality

threshold for the precision of estimates, the random walk time model (Model 5) can be

recommended to produce small domain estimates for the service sector survey.

4.2. Model Diagnostics

We carried out an analysis of the standard residuals, rd =
(yd−μd)√

φd
. Since the parameters

μd and φd are unknown, they were replaced by their respective posterior means to

obtain the r̂d statistics. According to Genton (2004), if yd is skew normal distributed,

the statistics r̂2
d is approximately χ2

1 . Figure 4 exhibits residual plots for the application

of Model 5 to the BASSS data. The histogram of the r̂d statistics shows that they have

positive skewness. QQ-plots and corresponding envelopes are also presented with lines

for the 5th percentile, the mean and the 95th percentile of each observation based on

the estimates of squared standard residuals, r̂2
d . The random variable r̂2

d also enables

marginal model checking and detection of outlying observations. The simulated envelope

graph plotted to validate the skew-normal Model 5 indicates a few points outside the

confidence bounds.

Figure 4 - Histogram and qqplot - Model 5 residuals

We also investigated the relationship between the relative differences and the domain

sample sizes (Figure 5) for Model 5 estimates. Although the domain sample sizes are all

very modest, with maximum value 16, large relative differences are associated with the

smallest sample sizes. The negative relative difference of almost 40% for a sample size of

16 enterprises deserves mention. It refers to a domain whose economic activity is coded

as 9001 - Performing arts, shows and complementary activities, with unstable demand

since these services are not essential and, therefore, subject to income fluctuations and

seasonality. Other domains with a sample size greater than 10 for which the relative

differences are beyond the limits of 20% are related to economic activity 9313 - Fitness

activities, which are constantly changing and very diverse (currently the traditional gym
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centers coexist with other smaller businesses such as Pilates studios and the services of

personal trainers).

Figure 5 - Relative differences (%) by domain sample sizes - Model 5

5. Conclusions

The small domain estimation models proposed in this article showed good performance

in improving the precision of estimates of gross service revenue by state and economic

activity in the Brazilian Annual Service Sector Survey. The use of skew normal models

leads to estimates with much better precision than the direct estimates. Moreover,

for most domains, the coefficients of variation are below 20%, which could allow their

publication. The skew normal time models with domain and time random effects on

the intercept and slope exhibit promising performance. However, the presence of bias

is still noted. This is better in Model 5 (Skew normal model with random walk effect),

which shows some balance between estimates that exceed or not the direct estimates.

Nevertheless, even considering the modest domain sample sizes, there are some domains

for which values of relative differences are too high. Thus, despite the relevant gains

in precision, the issue of controlling bias requires additional studies. It is important to

highlight that this work was carried out using real survey data, focusing on the production

of official statistics. Future work is planned to investigate new models to overcome the

difficult problem of borrowing strength from domains associated with similar economic

activities.
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COMPUTATIONAL APPENDIX

Stochastic representation

Samples from skew normal density can be generated using the following stochastic rep-

resentation:

yd |ηd ,μd ,λ ,φ 2
d ∼ N(μd +φdδdηd ,φ 2

d (1−δ 2
d )) and ηd ∼ HN (0,1), d = 1, ...,D

where HN(a,b) denotes a half-normal distribution with location and scale parameters a
and b, respectively. This stochastic representation is useful for implementing the skew

normal distribution in statistical packages, such asWinBUGS (Spiegelhalter et al., 2002).

Full conditional distributions for Model 1 as in Ferraz and Moura (2012)

π(σ2
0 ) ∼ IG

[
a0 +

D
2
,a0 +

1
2

D

∑
d=1

(μd −xt
dβ )2

]
,

π(β ) ∼ N

⎛
⎝
[

σ2
0 Ω−1

β +
D

∑
d=1

xdxt
d

]−1 D

∑
d=1

xd μd ,

[
σ2

0 Ω−1
β +

D

∑
d=1

xdxt
d

]−1
⎞
⎠ ,

π(μd) ∼ N

⎡
⎣
(
(yd −

√
φdwdδd)

φd(1−δ 2
d )

+
xt

dβ
σ2

0

)(
1

φd(1−δ 2
d )

+
1

σ2
0

)−1

,

(
1

φd(1−δ 2
d )

+
1

σ2
0

)−1
⎤
⎦ ,

π(Wd) ∼ N

⎡
⎣
(

δd(yd −μd)√
φd(1−δ 2

d )

)(
1+

δ 2
d

(1−δ 2
d )

)−1

,

(
1+

δ 2
d

(1−δ 2
d )

)−1
⎤
⎦ I(wd>0),

where the symbol Y ∼ IG(a,b) generically denotes that Y is inverse gamma distributed,

that is, Y−1 ∼Ga(a,b), and N(a,b)I(wd>0) denotes a truncated normal distribution with

parameters a and b.

There are no closed forms for the full conditional distributions of φd , aφ , bφ and λ .
Nevertheless, Gibbs sampling with Metropolis-Hasting steps can be used to sample from

them. The transition distribution for λ may be normal with the variance tuned for

appropriate chain movements. The proposed distributions for φd , aφ , bφ can be gamma

with the mean and variance updated with chain movement.
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WinBUGS code

model

{
# Model 5

# Prior distributions

aphi∼ dgamma(0.01,0.01)
bphi∼ dgamma(0.01,0.01)
beta0∼ dnorm(0,0.001)
beta1∼ dnorm(0,0.001)
sigmad0∼ duni f (0,100)
sigmadt0∼ duni f (0,100)
Lambda∼ dnorm(0,0.01)

# Function of the hyperparameters

sigma2d0← pow(sigmad0,2)
taud0← 1/sigma2d0
sigma2dt0← pow(sigmadt0,2)
taudt0← 1/sigma2dt0

# Model 5 description

f or(d in 1 : Ntot){
ytot[d]∼ dnorm(mus[d], taus[d])
mus[d]← mu[d]+delta[d]∗ sqrt(1/invphi[d])∗ t[d]
mu[d]← beta0+bd0[domid[d]]+bdt0[domid[d], timeid[d]]
+beta1∗ saltot[d]
delta[d]← lambda[d]/(sqrt(1+ pow(lambda[d],2)))
lambda[d]← Lambda/sqrt(n[d])
t[d]← dnorm(0,1)I(0,)
thetasn[d]← mu[d]+ sqrt(2/3.14159265359)∗delta[d]∗ sqrt(1/invphi[d])
as[d]← (n[d]−1)/2
bs[d]← (n[d]−1)∗ invphi[d]/2
phiest[d]∼ dgamma(as[d],bs[d])
phi[d]← 1/invphi[d]
invphi[d]∼ dgamma(aphi,bphi)
taus[d]← invphi[d]∗ (1/(1− pow(delta[d],2)))
# Standardized residuals

res[d]← (ytot[d]−mu[d])∗ sqrt(invphi[d])
# Squared standardized residuals

dest[d]← pow((ytot[d]−mu[d]),2)∗ invphi[d]

# DIC calculation

D1[d]← 1.837877− log(taus[d])+ taus[d]∗ (pow(ytot[d]−mus[d],2))
D2[d]←−2∗as[d]∗ log(bs[d])−2∗ (as[d]−1)∗ log(phiest[d])+
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2∗bs[d]∗ phiest[d]+2∗ loggam(as[d])
D[d]← D1[d]+D2[d]

# Random walk

# Distributions of coefficients

}
f or( j in 1 : Ndom){
bd0[ j]∼ dnorm(0, taud0)
}
f or(l in 1 : Ndom){
f or(k in 2 : Ntime){
bdt0[l,k]∼ dnorm(bdt0[l,k−1], taudt0)
}
}
f or(l in 1 : Ndom){
bdt0[l,1]∼ dnorm(bdt0 f [l], taudt0)
}
f or(m in 1 : Ndom){
bdt0 f [m]∼ dnorm(0,0.001)
}
# predictive p-value

f or(i in ii : ie){
ypred[i]∼ dnorm(mus[i], taus[i])
ppred[i]← step(ytot[i]− ypred[i])
}
}
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A comparison of area level and unit level small area
models in the presence of linkage errors
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ABSTRACT

In Official Statistics, interest in data integration has grown enormously, but the effect
of integration procedures on statistical analysis has not yet been sufficiently developed.
Data integration is not an error-free procedure and linkage errors, as false links and
missed links can invalidate standard estimates. Recently, increasing attention has
been paid to the effect of linkage errors on the statistical analyses and on statistical
predictions.

Recently, methods to adjust the unit level small area estimators for linkage errors
have been proposed when the domains are correctly specified. In this paper we compare
the näıve and the adjusted unit level estimators with the area level estimators that are
not affected by the linkage errors. The comparison encourages the use of the adjusted
unit level estimator.

Key words: linear mixed models, data integration, linkage errors.

1. Data integration and the impact of linkage errors

In Official Statistics, data integration has been acquiring more and more importance; the

effect of this procedure on statistical analyses has long been disregarded for a long time

but in recent years the impact of linkage errors, false links and missed links, on standard

estimates has begun to be analysed. The effect of linkage errors on subsequent analyses

has first been investigated by Neter et al. (1965) where first solutions can be found.

Scheuren and Winkler (1993, 1997) and Lahiri and Larsen (2005) analyse the problem

from a primary user perspective; in this case the evaluation of the linkage errors is a

by-product of the linkage procedure and they propose different methods to use this

information to adjust for the linkage biases in subsequent analyses. Clearly, the resulting

unbiased estimators depend on the parameters of the linkage model. Recently, Han and

Lahiri (2018) propose a general framework for statistical analysis with linked data under

general assumptions. A different perspective is in Chambers (2009); secondary data

users generally do not have detailed information on linkage model and parameters, in

this setting, Chambers (2009) suggests an approximated Best Linear Unbiased Estimator

and its empirical version and proposes a maximum likelihood estimator with application

to linear and logistic regression functions. An extension to sample-to-register linkage is

also proposed.

1Istituto Nazionale di Statistica - Istat, Italy. E-mail: diconsig@istat.it
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In the context of fitting mixed models with linked data, Samart and Chambers (2014)

extend the settings in Chambers (2009) and suggest linkage error adjusted estimators

of variance effects under alternative methods. In Official Statistics, mixed models are

largely used for small area estimation to increase the detail of dissemination of statistical

information at local level.

Administrative data can be used to augment the information collected by sample

surveys. They can, therefore, increase the set of auxiliary variables and help to improve

the model fitting for small area estimation. Linkage of external sources with basic

statistical registers as well as with sample surveys can be carried out on different linkage

scenarios, see section 2 for the linkage model and errors we adopt in this paper.

Di Consiglio and Tuoto (2016) extend the analysis on the effects of linkage errors on

the predictors based on unit level mixed models for small area estimation when auxiliary

variables are obtained through a linkage procedure with an external register.

Under the assumption that false matches occur only within the same small area - i.e.

in Chambers’s terminology the block coincides with the small area-, the linkage errors

affect small area predictors both through the impact on the estimation of the fixed and

random components, and through the impact on the variance matrix of the linked values.

Finally, linkage errors also result in an erroneous evaluation of the covariates means over

the sampled units and consequently of the unobserved population units.

Following Chambers (2009) in the sample-to-register linkage setting, and in particu-

lar, assuming that the sampling mechanism does not affect the outcome of the linkage

process (see Chambers 2009 for details), a pseudo-EBLUP estimator based on the de-

rived distribution of the linked variable can be obtained. Section 3.4 illustrates the

method in more detail.

Briscolini et al. (2018) introduce a Bayesian approach that jointly solves the record

linkage problem and the small area predictions. They also compare the Bayesian approach

with the frequentist estimator proposed in Di Consiglio and Tuoto (2016). In the context

of secondary data analysis, Han (2018) put forward an approach to solve small area

estimation in presence of linkage errors.

The cited studies focus on the evaluating and the adjustment of linkage errors when

small area prediction is performed by a unit level model. However, one might question

whether the complexity of adjusting for linkage errors at unit level is in fact overwhelmed

by the simplicity of area level models, which do not require unit level linkage for the

estimation.

This paper aims at comparing the unit level estimator with the area level estimator

in the presence of linkage errors, illustrating advantages and drawbacks by means of the

application to real case and the simulation of various scenarios.

2. Linkage model and linkage errors

The reference theory for record linkage dates back to Fellegi and Sunter (1969). They

consider the linkage between two lists, L1 and L2, of size N1 and N2 respectively. Within

this context, we can consider, for instance, the linkage between a register and a sample.

From a statistical viewpoint, the linking process is a classification problem; it aims to
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classify all the pairs generated by the lists’ comparison Ω = {L1× L2} = {ω = (i, j)}
where i ∈ L1 and j ∈ L2 into two independent and mutually exclusive subsets, M and U
respectively;

- M is the set of links, grouping all the pairs composed by records belonging to the

same unit M = {ω = (i, j) | i = j};
- U is the set of non-links U = {ω = (i, j) | i �= j}, where i ∈ L1 and j ∈ L2.

The classification decision is taken for each pair ω on the basis of the comparison

on K linking variables, common to the two lists, e.g. name, surname, date of birth,

address. The comparison on the linking variables results in a comparison vector γi j, e.g.

γi j = (1,1,0,1) if unit i ∈ L1 and unit j ∈ L2 present the same (or similar) values for the

first, the second, and the forth linking variables and different (or quite dissimilar) value

for the third linking variable. From the observed probability distribution of γ over the

pair space Ω, two probability distributions are estimated:

- m(γi j), i.e. the probability of γ given that the pair (i, j) belongs to set M;

- u(γi j), i.e. the probability of γ given that the pair (i, j) belongs to set U .

To estimate the two distributions m(γi j) and u(γi j), and the prevalence of the links in

the pairs π = |M|/|Ω| usually the EM algorithm is applied; details can be found in Jaro

(1989), Herzog et al. (2007).

The classification procedure might produce two kinds of errors: the mismatch or

false positive, when a pair (i, j) is classified as a link but in reality the two records i and
j refer to different units, and the missing match or false negative, when the pair (i, j) is
classified as a non-link but in reality the two records i and j belong to the same unit.

Linkage procedure aims at minimising both the probability of false match and the

probability of missing match or, at least, to keep both below acceptable values. The

classification procedure provides as a by-product the false positive rate and the false

negative rate. For each pair, it also provides estimate of the probability of being a

correct link given that the link is assigned:

λi j =
m(γi j)π

m(γi j)π +u(γi j)(1−π)
. (1)

The quantities λi j will be exploited for adjusting the linkage errors in the small area

estimation framework described in the next section. It is worthwhile noting that accurate

estimation of these probabilities is not a trivial task, even when the probabilistic linkage

strategies are very effective in identifying the correct links. We will go back to this point

in section 4, however the estimation of λi j is not the focus of this paper.

3. Small area estimation

When the survey is not planned to provide estimates at a very fine disaggregation (e.g.

by geography or by a cross-classification such as gender and age), the standard estimates
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are often too variable, because the sample size is too small or zero at the desired level.

Small area estimation methods allow an improvement of the quality of the estimates

exploiting relationships of the target variable with highly correlated auxiliary variables at

unit level or area (domain) level. For an extensive review of small area methods, see

Rao and Molina (2015).

In the following sub-sections we briefly overview the basic unit level (Battese-Harter-

Fuller, 1988) and area level (Fay-Herriott, 1979) estimators. We describe how the

former has to be modified to account for the linkage errors in the presence of auxiliary

variables that are not recorded in the survey but obtained from an external source, such

as administrative data.

3.1. The unit linear mixed model

Let the population units be partitioned into D different domains. Let Y be the target

variable and X the auxiliary variables observed on the same units. Let us assume a linear

mixed relationship between the target variable and the covariates

yid = XT
idβ +ud + eid , i = 1, . . . ,Nd , d = 1, . . . ,D, (2)

where β is a p-dimensional vector of fixed regression coefficients and ud , d = 1, . . . ,D,

are the i.i.d. random variables related to the specific or domain contributions, with

E(ud) = 0 and V (ud) = σ2
u , independently distributed to the random errors eid i.i.d. with

E(eid) = 0 and V (eid) = σ2
e . In matrix notation

Y = Xβ +Zu+ e

where Z is the design matrix denoting the belonging of units to the areas: Z =Blockdiag(Zd =

1Nd ;d = 1 · · ·D).

The total variance is given by V (Y ) = V = σ2
u ZZT + σ2

e I; equivalently, in matrix

notation, V = diag(Vd ;d = 1 · · ·D) with Vd = σ2
e INd +σ2

u ZdZT
d . When σ2

u and σ2
e are

known, the BLUP estimator of a small area mean or totals Ȳd , is given by

ˆ̄Y BLUP
d =

1
Nd

⎛
⎝∑

i∈sd

yid + ∑
i∈sc

d

ŷBLUP
id

⎞
⎠ (3)

where sd is the sample in area d, ŷBLUP
id = XT

id β̂ + ũd with

β̂ = (XT
s V−1

ss Xs)
−1XT

s V−1
ss y

and ũ = σuZT
s V−1

ss (y−Xsβ̂ ), where y is the sample vector of Y and denoting with the

subscript s the portion of vector and matrices related to the sample observations.

In real cases, the estimates are given by the EBLUP that is obtained by plugging the

estimates σ̂u and σ̂e into V and then into the previous expressions of β̂ and ũ . See the

section (sec.3.5) for a brief overview of the variance components estimation.
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3.2. Area level small area predictor

The basic area level model (Fay and Herriot, 1979) relies on a linear relationship between

the direct estimates ˆ̄Yd and the true finite population values Ȳd in each area d, and a

linear relationship among the true values and known area totals Xd :

ˆ̄Yd = Ȳd + εd d = 1, . . . ,D, (4)

where εd is the sampling error in the estimation of Ȳd , with mean zero and assumed

known variance σ2
ed , and

Ȳd = Xdβ +ud d = 1, . . . ,D, (5)

where β is the vector of regression coefficients and ud is assumed to be normal with zero

mean and variance σ2
u . Combining (4) and (5) one gets:

ˆ̄Yd = Xdβ + εd +ud d = 1, . . . ,D, (6)

where ε and u are assumed to be independent.

The BLUP estimator based on the model in (6) is given by:

˜̄Y FH
d = γd

ˆ̄Yd +(1− γd)Xd β̂ d = 1, . . . ,D, (7)

where γd = σ2
u /(σ2

u +σ2
ed). The EBLUP is obtained by replacing an estimate (e.g ML

or REML estimate) of σ2
u in formula (7). See Molina and Rao (2015) for more details.

The FH model assumes known σ2
ed . In practice it has to be estimated. See section (4)

for more details on how it is estimated in the present work.

3.3. Linear mixed model under Record Linkage

When the auxiliary variables X and target variable Y are not jointly observed on the

same data set but are obtained, for instance, by linking a sample with a register, the use

of the relationship (2) and the corresponding estimator can produce biased estimates,

if naively applied on linked data. Di Consiglio and Tuoto (2016) analyse the effect of

linkage errors on unit level small area estimators and propose an adjustment to account

for linkage errors, following the setting in Chambers (2009) and Samart and Chambers

(2014).

The proposed adjustment, however, requires that no linkage errors occur between

blocks/small areas. Under this assumption, the area level estimator is not affected by

linkage errors and therefore linkage bias, since it only needs the mean value of X for

each of the target domains. Hence, under the assumption of no linkage errors between

areas, the standard Fay-Herriot estimator can be applied even in the presence of linkage

errors within the small areas.

Let us first consider a register-register linkage and describe the linear mixed model

and the proposed adjustment in this linkage setting.
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Let us denote with y∗id the value of the variable Y from one register that is matched

with the value Xid in the other register, for unit i in domain d.
Let us assume that the blocking variable Z is measured without error on both the

Y -register and the X-register, and that the partition of the registers introduced by Z is

such that linkage errors only occur within this blocking variable.

Finally, let us assume an exchangeable linkage error model (see Chambers, 2009),

i.e. the probability of correct linkage is the same for all records in block q, q = 1, · · · ,Q.

Under the following standard assumptions, as in Chambers (2009) and in Samart

and Chamber (2010):

1. the linkage is complete, i.e. the X-register and Y -register refer to the same popu-

lation and have no duplicates;

2. the linkage is one to one between the Y - and X-registers;

3. exchangeable linkage error model;

the observed linked variable Y ∗ is a permutation of the true one Y : Y ∗ = AY , where A is

a random permutation matrix such that E(A|X) = E. The blocking index q is omitted

in previous equations for simplicity of notation.

Being Pr(aii = 1|X)=Pr(correct linkage)= λ and Pr(ai j = 1|X)=Pr(incorrect linkage)=
ψ, the expected value E(A|X) = E can be written as:

E = (λ −ψ)I +ψ11T . (8)

In this setting, Samart and Chambers (2014) proposed a ratio type corrected esti-

mator for the regression coefficients β :

β̃R = (XTV−1EX)−1XTV−1y∗ (9)

following the same rationale of the bias correction estimator in the linear model (Cham-

bers, 2009). They also proposed an approximation of the BLUE estimator by exploiting

the new relationship between Y ∗ and X :

β̃C = (XT ET Σ−1EX)−1XT ET Σ−1y∗ (10)

where the derived variance V (Y ∗) of the observed y∗ is considered:

V (Y ∗) = Σ = σ2
u K +σ2

e I +W (11)

with

W ≈ diag((1−λ )(λ ( fi− f̄ )+ f̄ (2)− f̄ 2)) (12)

being fi = Xiβ and K a function of the number of areas within a block, block-group

sizes and λ s; see Samart and Chambers (2014) for more details. Clearly, the estimation

of β requires an iterative process as Σ depends on β via the f . Moreover, the variance

components are unknown and have to be estimates. The linkage errors can affect also



STATISTICS IN TRANSITION new series, Special Issue, August 2020 109

their estimation, see section 3.5 for a short description of how Samart and Chambers

(2014) propose to deal with this issue.

3.4. Unit level small area predictor under linkage errors

Let us now consider the more realistic situation when the linkage is between a sample,

where the variable Y is observed, and a register where X is recorded; this is the case

where mixed models are useful for small area estimation.

In the sample-to-register setting, Chambers (2009) adds the assumption that the

sampling does not change the outcome of the linkage process, i.e. selecting a record to

be in sample does not change the register record to which it would be linked if all records

were linked. Hence, the same permutation of the y described above would apply. This

scheme works as if a hypothetical linkage can be performed before the sampling process

and then we observe the sampled sub-set.

This assumption, as already pointed out by Chambers (2009), can be easily chal-

lenged as the sampling process may indeed affect the linkage process, but it is very useful

in extending the register-register estimation setting to the survey-register situation.

Under the given conditions, the matrices E, V and Σ depend only on blocking vari-

ables and linkage errors, so there is no need to use sampling weights.

If the exchangeable linkage error model is assumed, as in section 3.3, the linkage

errors occur only within the same block where records have the same probability of

being correctly linked, then the mixed model can be fitted with the observed sample

quantities applying the same argument as in the register-to-register case. See Chambers

(2009) for more details.

Finally, for the small area estimation, we assume that small areas coincide with

blocks. Note that with the latter assumption, the target mean of y is the same as the

mean of the linked Y ∗:
ˆ̄Y ∗ = ˆ̄Y.

Di Consiglio and Tuoto (2016) propose to exploit the distribution of Y ∗ to obtain the

pseudo-BLUP estimator of ȳ∗ and then an estimation of ȳ:

ˆ̄Y ∗BLUP
d =

1
Nd

⎛
⎝∑

i∈sd

y∗id + ∑
i∈sc

d

ŷ∗BLUP
id

⎞
⎠ (13)

where ŷ∗BLUP
id = EX β̃C + ũd , ũ = σuZT Σ−1(y∗ −EX β̃C) and β̃C is given in formula (10).

The pseudo-EBLUP estimator is given by replacing the estimates of the variance

components (as in section 3.5) into the estimates of β̃C and ũ and then in (13).

3.5. Estimation of variance components

The BLUE and the approximate BLUE estimators considered in the previous sections are

based on known variance components. However, the variance components σu and σe are

usually unknown, they are commonly estimated by methods of moments, ML or REML

(Harville, 1977, Searle et al 2006). In Samart and Chambers (2014), a Pseudo-ML and
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Pseudo-REML are proposed for adjusting variance component estimation for linkage

errors. In the application and simulation study reported in section 4, we consider only

ML approach, and pseudo-ML for the linkage error framework, assuming multivariate

normal distribution.

In general, there is no analytical expression for the ML variance component estimator

and the method of scoring is applied. When variables X and Y are both recorded on the

sample, hence no linkage errors, the target variable is y∼ N(Xβ ;V ). On the other hand,

in the presence of linkage errors, we should use the modified distribution y∗ ∼ N(E f ;Σ).
The scoring algorithm can be applied on the derivatives of this likelihood rather than of

the likelihood of the un-observed target variable y.
In the presence of linkage errors, estimates of β can be obtained from formulas (9) or

(10) by replacing the variance components with their estimates. An iterative process is

needed between the pseudo-ML estimates of the variance components and the estimate

of β . See Samart and Chambers (2014) for more details.

4. Results on real and simulated data

Previous estimators are applied to a realistic case for estimating small areas in the

presence of linkage errors. In addition, several synthetic populations have been generated

based on two different mixed linear models to test the performance of estimators in a

controlled environment. This section illustrates the real case and the data generation

for the controlled experiment and describes the result.

4.1. The real case data

Microdata from the Survey on Household Income and Wealth, Bank of Italy, (SHIW),

can be used to study the relationship between the consumption (the variable Y observed

throughout the survey) and the net disposable income (the variable X available for

the whole population). The survey sample is designed to produce reliable estimates at

NUTS1 level, but the relevance of the topic prompts analysis of the results at the finer

level, i.e. the NUTS2 administrative regions, which therefore represent a small area of

estimation. In fact, variables Y and X are both observed by the survey: this allows us

to compare different settings for linkage and mixed model estimation, knowing the true

value of the regression model parameters. However, in principle one can imagine to

study the relationship between the consumption recorded via the survey and the income

from the tax register, available to the entire Italian population, thus overcoming the

households’ reluctance to provide information on income via a survey.

To overcome privacy issue and guarantee the reproducibility of the experiment, the

record linkage procedure is applied to the fictitious population census data (McLeod et al.

2011) created for the ESSnet DI, an European project on data integration that run from

2009 to 2011. The population size is over 20000 records; data contain linking variables

(names, dates of birth, addresses) for individual identification with missing values and

typos, mimicking a real situation. The small domains are defined as aggregation of postal

codes, assigning 18 areas. From this population, 100 replicated samples of size 1000 were
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Table 1: True values of the correct linkage rates

Scenario Min(λ ) Mean(λ ) Max(λ ) MMR

A 0.9525 0.9730 0.9834 0.0629
B 0.8430 0.8757 0.9043 0.0424

average values in 100 replications, over the 18 areas

independently randomly selected without replacement. Finally on each replication, the

sample containing the Y variable was linked with the register reporting the X variables.

The linkage was performed by means of the batch version of the software RELAIS (2015)

that implements the probabilistic record linkage model (Fellegi and Sunter, 1969; Jaro,

1989).

We considered two linkage scenarios, characterized by two different sets of linking

variables: in Scenario A we used ”Day, Month, and Year of Birth”; in Scenario B

we adopted ”Day and Year of Birth”, and ”Gender”. The first scenario uses linking

variables with higher identifying power than the second scenario, producing fewer linkage

errors in the results (both in terms of missing and false links). In both scenarios we

assume that false linkage errors between different areas do not occur, in other words

the administrative areas, i.e. the small domains are the blocking variable for the linkage

procedures. Both scenarios also contain missing matches, mimicking the real outcomes

of linkage procedures. Missing matches are mainly due to typos in the linking variables

and hence they are independent from the target variable Y and the auxiliary variables

X . In few words, they can be considered missing at random. However, they have the

effect of reducing the sample size. Therefore, in the presence of linkage procedure, the

estimators rely on the linked subset sLd of the sample sd for the domain d.
True matches are known for the ESSnet DI data, so one can calculate the true value

of the linkage errors for the proposed scenarios by comparing the obtained links with the

true matches. Therefore, the value of the probability of correct link, λ , is calculated for

each block (small area), as the ratio between the true matches in the linked set and the

links within each area. Table 1 summarizes the results of the linkage procedures for the

100 replicas, showing the statistics for the probability of correct link λ , on average in the

18 areas. Moreover, Table 1 reports the average of the missing match rate, MMR, in

the 18 areas for the 100 replicas, calculated as one minus the ratio between the numbers

of identified links and the true matches. As expected, in the two scenarios, there is

a trade-off between false matches and missing matches: scenario A has a lower false

match rate but a higher missing match rate and vice-versa for scenario B.

For the adjusted estimator introduced in section 3.4, we use the true false linkage

rate, 1−λ , in each area. We do not simulate additional evaluation of λ s, as the accurate
estimation of λ is still an open research question in record linkage and it is not in the

focus of this paper. However, at the end of the simulation study, we propose an insight

into the behavior of the estimators when the linkage errors are overestimated.
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The experiment considers five estimators for comparison:

1. BHF : is the EBLUP based on the Battese-Harter-Fuller model with X and Y

observed on the same dataset, i.e. no linkage is assumed in this setting:

ˆ̄Y BHF
d =

1
Nd

⎛
⎝∑

i∈sd

yid + ∑
i∈sc

d

ŷEBLUP
id

⎞
⎠ ,

where sd is the sample in area d, ŷEBLUP
id = XT

id β̂ + ûd with

β̂ = (XT
s V̂−1

ss Xs)
−1XT

s V̂−1
ss y

and û = σ̂uZT
s V̂−1

ss (y−X β̂ ).

2. BHF L : is the EBLUP based on the Battese-Harter-Fuller model on the subset of

linked records. In this estimator we reduce the sample size to the linked records

but we do not introduce linkage errors; this is our benchmark:

ˆ̄Y BHF L
d =

1
Nd

⎛
⎝ ∑

i∈sLd

yid + ∑
i∈sc

Ld

ŷEBLUP
id

⎞
⎠ ,

where sLd is the sub-set of linked sample units in area d.

3. BHF naive : is the näıve EBLUP based on the Battese-Harter-Fuller model on the

subset of linked records, considering X and Y observed on two different datasets,

without adjustment for linkage error:

ˆ̄Y BHF naive
d =

1
Nd

⎛
⎝ ∑

i∈sLd

y∗id + ∑
i∈sc

Ld

ŷ∗EBLUP naive
id

⎞
⎠ ,

where sLd is the sub-set of linked sample units in area d, ŷ∗EBLUP naive
id = XT

id β̂ ∗+ ûd

with

β̂ ∗ = (XT
sL

V̂−1
sLsL

XsL)
−1XT

sL
ˆVsLsL
−1y∗

and û = σ̂uZTV̂−1
sLsL

(y∗ −XsL β̂ ∗).

4. BHF adj: is the adjusted EBLUP based on the Battese-Harter-Fuller model:

ˆ̄Y BHF ad j
d =

1
Nd

⎛
⎝ ∑

i∈sLd

y∗id + ∑
i∈sc

Ld

ŷ∗EBLUP
id

⎞
⎠ ,

where ŷ∗EBLUP
id = EX β̂C + ûd and û = σ̂uZT Σ̂−1(y∗ −EX β̂C), and β̂C is given by

β̂C = (XT
sL

ET
sL

Σ̂−1
sLsL

EsL XsL)
−1XT

sL
ET

sL
Σ̂−1

sLsL
y∗.
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5. FH : is the EBLUP based on the Fay-Herriot model:

˜̄Y FH = γ̂d
ˆ̄Y +(1− γ̂d)Xd β̂ ,

where γ̂d = σ̂u/(σ̂u + σ̂ed). The FH model assumes known sampling variance σ2
ed ,

however it needs to be estimated in practice. In this simulation, we used a simple

minded smoothing method, which assumes that the population variances of all

the domains are identical, σ2
e . The variances of the direct estimators are then

evaluated as σ̂2
e /nd where σ̂2

e is estimated from the unit linear model.

It is worth noting that the five estimators are evaluated on different sub-sets; the

BHF estimator and the FH estimator are evaluated on the sample sd , the BHF naive

and the BHF adj estimators are evaluated on the linked sub-set sLd that might include

linkage errors; the estimator BHF L is evaluated on the sub-sample sLd but the correct

values of X in the register have been used.

Table 2 reports the average of the Absolute Relative Error (ARE) over the 18 areas,

the average of the Standard Deviation (SD), and the average of the Mean Square Error

(MSE). Results in table 2 show that in terms of bias the area level estimator outperforms

the unit level estimators, even when linkage error correction is applied. However, in

terms of variability, the area level estimator shows values considerably higher compared

to the other estimators. We assumed equal population variances in all domains in the

implementation of the Fay-Herriot model. This assumption may be not appropriate in

our context, highlighting that sampling variance smoothing deserves great attention in

the application of the FH estimator. We will return to this point in the concluding

remarks, though the variance estimation is not the focus of this paper, see Hawala and

Lahiri (2018) for some ideas on variance modeling.

Table 2 shows that the adjusted unit level EBLUP (BHF adj) reduces the bias with

respect to the näıve estimator (BHF naive), at the price of an increase in variance that

is, however, compensated at MSE level. In fact, the MSE of the adjusted unit level

EBLUP (BHF adj) is similar to that of the benchmark estimator (BHF L), based on the

linked sample without errors. Similar results are also in Di Consiglio and Tuoto (2016),

and in Briscolini et al. (2018). It is worth noting that the adjustment for linkage errors

does not completely eliminate the bias. We will return to this point in our concluding

remarks.

4.2. Simulated data

In the previous subsection, the comparison of the unit level and area level estimators

in the presence of linkage errors can be affected by the actual relationship between the

variables, which are observed in the field and interpreted with linear mixed models to

pursue our purposes.

To compare the unit level and the area level estimators in the presence of linkage

errors in a fully controlled setting, we create two different models, Model1 and Model2,
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Table 2: Average of the absolute relative error (ARE), standard deviation (SD), and
Mean Square Error (MSE) for estimators BHF, BHF L, BHF naive, BHF adj, and FH

ARE
Scenario BHF BHF L BHF naive BHF adj FH

A 0.0330 0.0333 0.0350 0.0335 0.0231
B 0.0330 0.0334 0.0430 0.0347 0.0231

SD
Scenario BHF BHF L BHF naive BHF adj FH

A 0.4659 0.4820 0.4729 0.4762 2.3188
B 0.4659 0.5426 0.5107 0.5262 2.3188

MSE
Scenario BHF BHF L BHF naive BHF adj FH

A 0.6753 0.6906 0.6981 0.6913 2.3336
B 0.6753 0.7358 0.7938 0.7383 2.3336

based on the following linear mixed models:

Model1 :X ∼ [1,Uni f orm(0,1)], β = [2,4], u∼ N(0,1), e∼ N(0,3),

RealizedVar(u) = 1.5728

Model2 :X ∼ [1,Uni f orm(0,1)], β = [2,4], u∼ N(0,3), e∼ N(0,1),

RealizedVar(u) = 4.7186.

The variables from the two models have been attached to the ESSnet DI data, contain-

ing the linking variables. The previous linking scenarios, A and B, have been considered

for each model. Then, for each model, 100 replicated samples of size 1000 were inde-

pendently and randomly selected without replacement; finally, for each replication, the

sample containing the variable Y was linked to the register that reported the variables

X .

As in the previous section, five estimators are compared: BHF, BHF L, BHF naive,

BHF adj and FH. Table 3 reports the Absolute Relative Error (ARE), the Standard

Deviation (SD), and the Mean Square Error (MSE), averaged over the 18 areas, for

linkage scenario B. The results for linkage scenario A are substantially similar and are

not presented here for the sake of brevity.

For BF estimators, bias and variance are smaller in Model 2 than in Model 1. This is

not the case for the FH estimator. As already observed with real data, the bias reduction

of the adjusted estimator BHF adj more than offsets the increase in variance, so the
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Table 3: Average of the absolute relative error (ARE), standard deviation (SD), and
Mean Square Error (MSE) for estimators BHF, BHF L, BHF naive, BHF adj, and FH

ARE
BHF BHF L BHF naive BHF adj FH

Model1 0.0412 0.0423 0.0476 0.0435 0.0401
Model2 0.0135 0.0137 0.0199 0.0161 0.0266

SD
BHF BHF L BHF naive BHF adj FH

Model1 0.3265 0.3447 0.3349 0.3424 0.9108
Model2 0.2263 0.2412 0.2522 0.2519 1.0040

MSE
BHF BHF L BHF naive BHF adj FH

Model1 0.3837 0.4018 0.4060 0.4013 0.9240
Model2 0.2333 0.2476 0.2652 0.2595 1.0064

MSE of estimator BHF adj is always smaller than the MSE of estimator BHF naive.

The improvement is quite small when the linkage errors are small. As far as the area

level estimator is concerned, it performs better than the BHF estimators in terms of bias

in Model 1, whilst the FH performs worse than the unit level estimators, including the

not-adjusted estimator BHF naive in Model 2. In terms of variability, as anticipated in

the previous section on real data, the area level estimator FH performs worse than the

others, in both scenarios and in both models. The boxplot in figure 1 shows the relative

errors for the estimators BHF, BHF L, BHF naive, BHF adj, and FH, in the 18 areas.

Figure 2 shows the standard deviations for the estimators BHF, BHF L, BHF naive,

BHF adj, and FH in the 18 areas. The distribution over the areas basically confirms the

behavior of the estimators highlighted in table 3.

These evidences do not allow us to answer in a definitive way to the initial question of

the possible advantage of the FH which, unlike the unit level estimator in the presence of

linkage errors, does not require unit linkage. This simulation study seems to suggest that

there are situations (Model 1, real data of previous section) where the area level estimator

can perform well enough and one can avoid to complicate the analysis introducing record

linkage to apply an adjusted unit level estimator, if the FH guarantees enough accuracy.

However, there are also contexts (e.g. Model 2) that show the advantages of considering

auxiliary information at record level, even in the presence of uncertainty introduced by

record linkage. As an aside, one should be careful on using an appropriate smoothing

method for the variance of the direct for the FH estimator.
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Figure 1: Boxplot of the relative errors for the estimators BHF, BHF L, BHF naive,
BHF adj, and FH in the 18 areas

A comparison can be made between unit level and area level estimators when linkage

errors are not accurately evaluated. As already discussed in the previous section, in this

analysis we know the true value of the linkage errors and use them for the adjustments.

However, generally in real cases, assessing linkage errors is not an easy task, the research

on the topic is still active, some proposals include Belin and Rubin (1995), Tuoto (2016),

and Chipperfield and Chambers (2015). To account for difficulties in assessing linkage

errors, we propose a sketch on the behavior of the small area estimators when linkage

errors are not accurately evaluated. When linkage errors are underestimated, we tend

to make estimates such as the näıve. So, let’s focus on the behavior of unit level and

area level estimators when linkage errors are overestimated. To overestimate the linkage

errors, within each small domain we treat the observed range of false linkage rate as if it

were normally distributed, then we evaluate a 95% normality-based confidence interval

for 1−λ , and we consider the superior extreme of the confidence intervals as values of

1−λ in the estimator BHF adj for the 100 replications.

In this analysis, we only consider the Scenario B, which shows the highest linkage

error levels. The boxplot of the values of λ within the 18 areas in the 100 replications is
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Figure 2: Boxplot of the standard deviations for the estimators BHF, BHF L, BHF naive,
BHF adj, and FH in the 18 areas

shown in Figure 3. It is worth noting that the areas with the lowest linkage errors (i.e.

area M3 and area M7) are the smallest ones, both in terms of population and sample.

No linkage errors in these areas is a realistic assumption, since the small size of the areas

avoids false matches.

Table 4 shows the average of the Absolute Relative Error (ARE), the Standard De-

viation (SD), and the Mean Square Error (MSE), in the 18 areas, for estimators FH and

BHF adj.

Table 4 confirms the observed behavior and the relationship between area level and

unit level estimator, even when the linkage errors are not accurately measured. Still in

terms of bias, the FH estimator is preferable to the adjusted BHF estimator in Model 1,

whilst the vice-versa in observed for Model 2. In terms of variability, the BHF estimator

outperforms the FH estimator in both models.
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Figure 3: Boxplot of the values of λ in the 100 replications within the 18 small areas

5. Concluding remarks and future works

We explored the behavior of unit level and area level estimators in the presence of linkage

errors. The area level is, in principle, quite attractive as it does not require record linkage

at all. However, with both realistic and simulated data, we find that the use of auxiliary

information at unit level is still useful, even if it exposes to the risk of unit identification

errors.

As already noted, the implementation of the area level estimator under the Fay-

Herriot model needs reliable smoothed estimates of the sampling variability. We used a

simple minded smoothing method, which assumes that the population variances of all

the domains are identical. This might be a strong assumption and it might have an

Table 4: Average of the Absolute Relative Error (ARE), Standard Deviation (SD), and
Mean Square Error (MSE) for estimators BHF adj and FH when linkage errors are over-
estimated

ARE SD MSE
BHF adj FH BHF adj FH BHF adj FH

Model1 0.0422 0.0401 0.3470 0.9108 0.4009 0.9240
Model2 0.0142 0.0266 0.2554 1.0040 0.2608 1.0064
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impact on our results. Further work is needed to improve the variance smoothing for

the FH estimator.

In this work, the linkage error adjusted unit level estimator is the one suggested

in Di Consiglio and Tuoto (2016) and Briscolini et al. (2018). In the adjustment,

we assumed block specific probabilities of correct link are known and this is indeed a

strong assumption (see remark 2 (3) of Han and Lahiri, 2018). Moreover, the proposed

adjustment assumes the exchangeability of linkage errors, and the small areas coinciding

with the blocks of the linkage process. As already noted in Di Consiglio and Tuoto

(2016) and in Section 4, the adjustment at unit level does not completely remove the bias

introduced by linkage errors. This can be the result of the fact that the exchangeability

assumption is not perfectly met.

While our evaluation does not provide a definite answer, we hope our paper en-

courages others to design an extensive evaluation experiment in order to compare BHF

estimator corrected for linkage error with the EBLUP under the Fay-Herriot model that

does not require any correction for linkage errors.

In the future, we propose to expand our simulation experiment to include the frame-

work proposed by Han and Lahiri (2018) to correct the unit level small area estimation

and to benefit from the use of unit level information to improve estimators, even in the

presence of linkage errors. One of the promising advantages of the Han and Lahiri’s

setting is that it does not require any exchangeability assumption. In Han’s dissertation

thesis (Han, 2018), she suggests an integrated model where the information about the

linkage is carried by all record pairs (links and non-links). In this way all record pairs

contribute to the estimation process and to correct for linkage bias. This model is differ-

ent from the secondary data analysis, adopted in this paper, where only the designated

links are considered. More in details, the linkage process is viewed as a permutation of

the true covariates associated with the observed target variables within a block/small

area. Under the assumption that the random errors and random effects are independent

from the observed linked covariates and the comparison matrix of the linkage, given the

true covariates values, an Empirical Best Predictor is derived.
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High dimensional, robust, unsupervised
record linkage

Sabyasachi Bera1, Snigdhansu Chatterjee2

ABSTRACT

We develop a technique for record linkage on high dimensional data, where the two
datasets may not have any common variable, and there may be no training set avail-
able. Our methodology is based on sparse, high dimensional principal components.
Since large and high dimensional datasets are often prone to outliers and aberrant
observations, we propose a technique for estimating robust, high dimensional princi-
pal components. We present theoretical results validating the robust, high dimensional
principal component estimation steps, and justifying their use for record linkage. Some
numeric results and remarks are also presented.
Key words: record linkage, principal components, high dimensional, robust.

1. Introduction

In recent times, owing to rapid advancement of a variety of technological resources and
services, and increasingly digitally connected environment, numerous kinds of datasets
are available. For example, for a given community of individual’s, there may be very high
dimensional data available on each individual’s (i) online shopping patterns, as well as on
their (ii) social media presence and usage. It may of interest to businesses to understand
their customers better based on their social and cultural backgrounds, consequently it
is of interest to link an online shopper’s profile with their social media data. Owing
to privacy rights of individuals and confidentiality concerns, identifying information may
not be available to the statistician linking the records.

This paper is primarily on a methodology for linking high dimensional datasets of
above type. Many existing approaches for entity resolution and record linkage are appli-
cable only on low dimensional datasets, and where the datasets have shared features or
variables. We do not require the two datasets to have a common set of features and in
fact, present our discussion for the case where the datasets have no common variable.

In this context, we also develop a mathematical framework for the topic of record
linkage, for better understanding and tractability of the theoretical properties of such
linking algorithms. Parts of the existing literature on record linkage and entity resolution
are based on ad hoc principles, and we hope to address some foundational challenges in
this topic.

1University of Minnesota. USA. E-mail: berax008@umn.edu. ORCID: https://orcid.org/0000-0002-
9053-4094

2University of Minnesota. USA. E-mail: chatt019@umn.edu. ORCID: https://orcid.org/0000-0002-
7986-0470.
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Additionally, it is routinely observed that high dimensional datasets can contain out-
liers or aberrant observations. Consequently a major aspect of our proposed methodology
is to develop robust techniques for data linkage. Our proposal borrows recent studies on
high-dimensional principal components and extends them to the case of robust principal
components.

Another aspect of this paper is that we propose a computationally much simpler and
easily implementable method for linking records than the available Bayesian approaches
such as the ones given in LISEO and TANCREDI (2013). Other machine learning ap-
proaches involving graphs and networks that are sometimes adopted for entity resolution,
also require heavy machinery computing. It is not clear if such extremely computation
intensive methodology is either necessary, or whether there is a principled statistical
foundation to such methodology. Apropos of this, the computational burden from our
proposal is significantly lower.

This paper advocates a principled approach. Our approach is broadly as follows: we
implement a robust, sparse, high-dimensional principal component analysis (PCA often
hereafter) on both datasets, and consolidate the information about each observation
(that is, each row of both matrices) into a low-dimensional vector (p0 in the notations
of this paper). Then, we compute correlations between these p0 dimensional vectors
from the two matrices, with the understanding that an existing linkage will show up
as a highly correlated entry. The threshold for the correlation is based on the training
set in the current paper, but our principle is workable even when there is no training
set available. Owing to the facts that (a) our proposal requires no common features or
variables common to both datasets, and (b) we do not require a training dataset, we
call our proposal unsupervised record linkage.

In order to ensure clarity of our presentation and to keep the technicalities at a reason-
able level, in this paper we only present results on unsupervised record linkage where all
the variables are continuous in nature. In particular, commonly used variables for record
linkage, like name, date of birth, address, do not satisfy our technical assumptions. In
practice, we may use a traditional method using the nominal and ordinal variables to
do a preliminary subsetting of potential linkages, after which the unsupervised record
linkage method may be used on the continuous variables. Also, it is possible in some
cases to use continuous variables as underlying latent variables governing the behavior
of a categorical random variable. These directions of research will be part of our future
work.

The rest of this paper is organized as follows: In Section 2 we present a brief and
necessarily incomplete state of the literature on record linkage, in order to clarify how
our contribution differs from the advancements on this topic thus far. Then, in Section 3
we discuss notations, the conceptual framework of the datasets that we propose to link,
and the linking model. Following that, in Section 4 we present our statistical model and
technical arguments. In particular, Section 4.1 contains the record linking algorithm,
and Section 4.2 contains the theoretical framework and justifications for our statistical
model and algorithmic steps. Then, in Section 5 we present some numeric results based
on simulation studies, along with additional comments on practical implementation of
our proposed methodology. A final Section 6 collects our concluding remarks.
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2. A Broad Overview of Record Linkage

Record linkage, also often referred to entity resolution, de-duplication or co-reference is a
widely used technique for identifying records referring to the same entity across different
databases. Although this is a trivial task when unique error-free identifiers of the entities
are recorded in the data files, in general it need to be solved in the absence of unique
identifiers using other information that the sources have in common on the entities.

The seminal article by FELLEGI and SUNTER (1969) presented the first mathemat-
ical model for this topic, based on earlier work by NEWCOMBE and KENNEDY (1962)
for one-to-one entity resolution across two databases in terms of Neyman-Pearson hy-
pothesis testing.

In this brief review, we focus primarily on bipartite record linkage, where the key
assumption is that each entity is recorded at-most once in each files. Most of the
literature (including our set-up) on record linkage falls in this scenario. This assumption
implies a maximum one-to-one restriction in the linkage, that is, a record from one file
can be linked with maximum one record from the other file.

The main principle of bipartite record linkage may be described as follows: Consider
two data files Y� ∈R

n�×p� that record information from two overlapping sets of individuals
or entities. These data files contain n� records respectively (without loss of generality
we assume n1 ≤ n2) for � = 1,2 with n0 being the number of entities simultaneously
recorded in both files, hence 0≤ n0 ≤ n1.

In the bipartite record linkage context, we can think of the records from files Y1 and
Y2 as two disjoint sets of nodes, where an edge between two records represents them
referring to the same entity, which we also call being co-referent or being a match.
Formally, this match can be encoded into a matrix �n1×n2as follows:

�i j =

{
1 if records i ∈ Y1 and j ∈ Y2 represent the same entity
0 otherwise

The characteristics of a bipartite matching imply that at-most one entry in each column
and each row of � can be equal to 1. The goal of bipartite record linkage is to estimate
� using the information contained in Y1 and Y2.

The set of ordered record pairs Y1×Y2 can be thought as the union of the set of
matches M = {(i, j) : i ∈ Y1, j ∈ Y2, �i j = 1} and the set of non-matches U = {(i, j) :
i ∈Y1, j ∈Y2, �i j = 0}. Thus, the problem of estimating � from Y1 and Y2 can be seen
as identifying the sets M and U . When record pairs are estimated to be matches they
are called links and when estimated to be non-matches they are called non-links.

2.1. The Fellegi–Sunter Approach of Record Linkage

The key idea of the Fellegi-Sunter approach is as follows: Comparison vectors γ i j are
obtained for each record pair (i, j) in Y1×Y2 with the goal of finding evidence of whether
they represent matches or not. These vectors can be written as γ i j = (γ1

i j, . . . ,γ
f

i j, . . . ,γ
F
i j ),

where F denotes the number of criteria used to compare the records. Traditionally, these
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F criteria correspond to one comparison for each variable that the data files have in
common.

Let S f (i, j) denote a similarity measure computed from field f of records i and j.
The range of S f can be divided into L f + 1 intervals I f 0, I f 1, . . . , I f L f , which represent
different disagreement levels. In this construction, the interval I f 0 represents the highest
level of agreement, which includes total agreement, and the last interval I f L f represents
the highest level of disagreement.

In their paper, FELLEGI and SUNTER (1969), the authors propose to the log-
likelihood ratios

wi j = log
P[γ i j|�i j = 1]
P[γ i j|�i j = 0]

as weights to estimate which record pairs are matches. The expression for wi j assumes
that γ i j is a realization of a random vector, say, Gi j whose distribution depends on
the matching status �i j of the record pair. Similar to the Neyman-Pearson hypothesis
testing, if this ratio is large we favor the hypothesis of the pair being a match.

When P[γ i j|�i j = 1] and P[γ i j|�i j = 0] are known, the procedure orders the pos-
sible values of γ i j by their weights wi j in non-increasing order, indexing by the sub-
script h, and determines two values, h

′ and h
′′ , such that ∑h≤h′−1P[γ i j|�i j = 0] <

μ ≤ ∑h≤h′ P[γ i j|�i j = 0] and ∑h≥h′′ P[γ i j|�i j = 1] ≥ λ > ∑h≥h′′+1P[γ i j|�i j = 1], where
μ = P[assign (i, j) as link|�i j = 0] and λ = P[assign (i, j) as non-link|�i j = 1) are two
admissible “type 1” and “type 2” error levels.

Finally, the record pairs are classified into 3 groups:

1. Those with h≤ h
′ −1 are declared links

2. Those with h≥ h
′′
+1 are non-links and

3. Those with configurations between h
′ and h

′′ require clerical review.

Fellegi and Sunter showed that this decision rule is optimal in the sense that for fixed
values of μ and λ it minimizes the probability of sending a pair to clerical review.

However, in practice, P[γ i j|�i j = 1] and P[γ i j|�i j = 0] are not known, and have to
be estimated from Y1 and Y2. So, JARO (1989); LARSEN and RUBIN (2001) proposed
to model the comparison data using mixture models of the type

Gi j|�i j = 1 iid∼M(m)

Gi j|�i j = 0 iid∼U(u),

�i j
iid∼ Bernoulli(θ)

for comparison variables Gi j, some distributions M(m) and U(u), and θ ∈ (0,1). Esti-
mation of M and U is usually done by EM-type algorithms.
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2.2. Machine Learning/Classification Approach

In-general, record linkage task becomes quickly infeasible with size (n�) as well as the
dimension (p�) of data files. A common solution to this problem is to partition the data
files into blocks (e.g. geography, or gender and year of birth) of records determined
by information that is thought to be accurately recorded in both data files, and then
solve the task only within blocks. See CHRISTEN (2011); STEORTS et al. (2014) for
extensive surveys. Earlier development into blocking is presented in HERZOG et al.
(2007), who also discuss the use of blocking to identify duplicate list entires and for
matching records between two sample surveys.

Recently a common approach of tackling the record linkage problems has been to
treat it as a traditional supervised or semi-supervised classification problem: we need to
classify record pairs into matches and non-matches. If we have a sample of record pairs
for which the true matching statuses are known, we can train a classifier on this sample
using comparisons between the pairs of records as our predictors, and then predict the
matching statuses of the remaining record pairs. See MARTINS (2011); TORVIK and
SMALHEISER (2009); TREERATPITUK and GILES (2009); VENTURA et al. (2015)
for some examples.

2.3. Bayesian Methods

Bayesian methods have a long history of use in record linkage models. A major advan-
tage of Bayesian methods is their natural handling of uncertainty quantification for the
resulting estimates. For a review of recent development in Bayesian methods, see LISEO
and TANCREDI (2013). While some of the Bayesian work incorporates the record data
only through pairwise similarity scores (SADINLE, 2017; SADINLE and FIENBERG,
2013), other works (STEORTS et al., 2016) directly model the actual record data which
usually requires crafting specific models for each type of field, and therefore mostly deal
with categorical information. However, recently STEORTS et al. (2015) has generalized
Bayesian methods to incorporate string variables such as addresses, phone numbers, or
dates.

In addition, SADINLE and FIENBERG (2013) has extended the Fellegi-Sunter ap-
proach to linking records across more than two databases. Also, SINGLA and DOMIN-
GOS (2006); ENAMORADO et al. (2018) generalized the underlying mixture models
(specially the i.i.d. assumptions) in the Fellegi-Sunter approach.

3. Notations, the data and linking model

The main focus of this paper is to link observations from two datasets. Both datasets
are matrices, with iid rows. However, the same observational units may have been used
for both datasets. For example, the 17-th row of the first dataset and 47-th row of the
second dataset may belong to the same individual. For a number of cases (n in the
notation used below) we know the linkage, and thus can match and pair the information
from both datasets. However, such linkage is not known for many other rows of both
datasets. The main goal of a record linkage exercise is to establish such linkages.
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It is also commonly understood that most observations from both datasets are linked,
and only a handful of observations from either dataset do not have an entry on the other.
For this paper, we assume that the datasets do not have any common variables. We
also assume that both datasets considered here are high-dimensional.

3.1. Notations

Since the data, various parameters and latent variables will have multiple indices, we
establish some notations first. The notation a denotes a vector, of dimension that will
be determined by the context. All vectors are column vectors, and the notation aT or
aT denotes the transpose, and |a| denotes its Euclidean norm. The n×m matrix A has
column vectors denoted by A ,1, . . . ,A ,m ∈R

n, and row vectors denoted by A1, , . . . ,An, ∈
R

m, thus

A = (A ,1 : A ,2 : . . . : A ,m)n×m =

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

A1,

A2,

·
·
·
An,

⎞
⎟⎟⎟⎟⎟⎟⎟⎠

n×m

.

We index the datasets used in this paper by �= 1,2, and the notation Y� stands for the
�-th dataset with dimensions n�× p�, consisting of n� independent observations of the
p� features that are stacked as row vectors of the Y� matrix. The k-dimensional multi-
variate Normal distribution with mean μ ∈ R

p and variance Σ ∈ R

p×p will be denoted
by Np(μ,Σ). The notation Xi

i.i.d.
= F denotes that the Xi’s are independent, identically

distributed according to F.

3.2. The data and the linking framework

We consider two datasets for linkage, Y� ∈R

n�×p� for �= 1,2. Without loss of generality,
n1 ≤ n2. In both datasets, each row represents an observation, and each column a
feature. We assume, for mathematical simplicity, that there is no duplication of features
in the two datasets. Within each matrix, the rows are independent. However, a pair of
rows, one from each matrix, may have dependency.

For any positive integer k, let Nk = {1,2, . . . ,k}, the set of positive integers or natural
numbers up to and including k. For any finite set S (for example, Nk), let σ(S ) be
any permutation of the elements of S .

Suppose that n0 ≤ n1(≤ n2) is the unknown number of linked observations between
the datasets. Define ñ� = n� − n0 for � = 1,2, denoting the number of unmatched
observations from either dataset. Define N = n0 + ñ1 + ñ2, this is the total number
of observational units we consider, and we label the observational units with the index
set NN . The i-th observation of the first dataset, Y1,i, ∈ R

p1 , corresponds to the unit
whose index matches with the i-th element of σ

({1, . . . ,n0+ ñ1}
)
, a random permutation

of the index subset S1 = {1, . . . ,n0 + ñ1}. The index subset of the second data is S2 =
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{1, . . . ,n0,n0 + ñ1 + 1, . . . ,N}. The i-th observation of the second dataset, Y2,i, ∈ R

p2 ,
corresponds to the unit whose index matches with the i-th element of σ

(
S2}

)
, a random

permutation of the index subset S2. Note that S1 and S2 have exactly n0 elements in
common, reflecting the n0 matched observational units for the two datasets.

In a few cases, the linkage between some observations units is known, and forms the
training set. A training set is not needed for the present paper, but if indeed we have
known and established linkages between, say n≤ n0, observational units, without loss of
generality we stack these known linkage cases as the first n rows of Y�, �= 1,2.

We assume that the observations satisfy

Y�,i,
i.i.d.
= Np�

(
0,Σ�

)
, i = 1, . . . ,n�, Σ� unknown, �= 1,2.

We use the spectral representation

Σ� = Γ�Λ�ΓT
� , where

Λ� = diag
(

λ�,1, . . . ,λ�,p�

)
, with

λ�,1 ≥ λ�,2 ≥ . . .≥ λ�,p0 � λ�,p0+1 ≥ . . .λ�,p� ,

Γ� =
[
γ�, ,1 : . . . : γ�, ,p�

]
∈ R

p�×p� .

Thus, Λ� is the diagonal matrix of the eigenvalues of Σ�, and the columns of Γ� contain
the corresponding eigenvectors. It is assumed that the first p0 eigenvalues are consider-
ably higher than the rest, and contain information relevant for linking records. Also for
mathematical simplicity, we assume henceforth that λ1, j = λ2, j for j = 1, . . . , p0. That
is, the top p0 eigenvalues are the same. This is not a necessary assumption, but makes
the presentation and technicalities of the developments presented below considerably
simpler. We assume that the top p0 eigenvectors of both Σ�, �= 1,2 are sparse, in that
all but κ� of the entries in these eigenvectors are zero. This is a necessary assumption to
obtain statistically consistent and computationally obtainable estimators of the principal
components that we use in this paper, see WANG et al. (2016) for further details.

There are multiple record linkage contexts in which the above framework may be
useful. First, traditional linkage techniques that rely on nominal and ordinal variables
like names, addresses and so on often result in plausible subsets of observations from
one dataset linked to each unit of the other dataset. At that stage, a further analy-
sis based on the continuous variables as described here may be useful. Second, due
to confidentiality and privacy considerations, datasets are often anonymized. In such
cases, the model presented above may be extremely useful, either directly for modeling
the reported continuous variables, or in conjunction with other continuous but latent
variables. Third, our framework allows the scope of record linkage to extend beyond
the traditional applications of linking sample surveys involving individuals or households,
into linking data from multitude of sources, like social media, online shopping platforms,
and electronic records of various kinds (LI et al., 2020; FATEMI et al., 2018). In many
such contexts, the observed and often suitably anonymized data may be modeled us-
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ing high-dimensional continuous (observed or latent) variables. With such an extended
scope, record linkage may provide an increase in precision and accuracy of recommender
systems (DRACHSLER et al., 2010; SHABTAI et al., 2013; SLOKOM, 2018), for pro-
viding online security and privacy (ZHU et al., 2016; SALAS, 2019), for transfer learning
(RONG et al., 2012) and for distributed computing and related technical developments.

4. The statistical model

Without loss of generality and to considerably simplify the presentation below, we assume
that the first n0 rows of Y�, � = 1,2 are linked. To relate the two datasets Y� ∈ R

n�×p� ,
�= 1,2, we define the following quantities:

(
Z1,i, j

Z2,i, j

)
i.i.d.
= N2

((
0
0

)
,

(
1 ρ
ρ 1

))
, when i = 1, . . . ,n0 and j = 1, . . . , p0,

Z�,i, j
i.i.d.
= N(0,1), for �= 1,2, when i > n0 or j > p0.

Thus, Z�,i, j are all standard normal random variables, and for the case i = 1, . . . ,n0 and
j = 1, . . . , p0, the two random variables Z1,i, j and Z2,i, j share a correlation ρ between
them. We arrange the Z�,i, j into two matrices of dimensions identical to those of our
datasets Y�. Thus, Z�,i, j is the (i, j)-th element of the matrix Z� ∈ R

n�×p� , � = 1,2. It
can be seen that each matrix Z� has iid N(0,1) entries, but the top left corners of Z1

and Z2 are related.
We model the data as

Y�,i, = Γ�Λ
1/2
� Z�,i, , where

Z�,i,
i.i.d.
= Np�

(
0,Ip�

)
, i = 1, . . . ,n�

described above. In matrix terms, this then translates to

Y� = Z�Λ
1/2
� ΓT

� , where

Z�,i, j
i.i.d.
= N(0,1).

Note, however, that we do not imply with the above that the matrices Z� ∈ R

n�×p� are
independent of each other, and indeed they are not.

4.1. The record linking algorithm

Our proposed algorithm is as follows:
We now discuss in details the steps outlined above. First, the scaling X�,i, =

Y�,i, /|Y�,i, | ensures that each X�,i, has unit norm, thus ensuring that outliers do not
affect the PCA and subsequent computations. It is well known that PCA is very sen-
sitive to outliers. The second step of the above algorithm is about computation of
the high dimensional principal components using an established procedure. The third
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Algorithm 1 Record Linking Algorithm

1. Scale each row of the two datasets by their respective norms, to get X�,i, =
Y�,i, /|Y�,i, |, for �= 1,2 and i = 1, . . . ,nl . Collect these in the matrices X� ∈R

n�×p� ,
�= 1,2.

2. Run the high dimensional sparse PCA algorithm due to WANG et al. (2016) on
X�, �= 1,2. This obtains the leading eigenvalue and eigenvector for these matrices.
Project the data on the orthogonal space to this estimated eigenvector, and repeat
the process to obtain the leading p0 eigenvectors.

3. Obtain the coefficients W�,i, ∈ R

p0 (given in (4.1) below) for each i = 1, . . . ,n�,
�= 1,2 from the projections of the observations on the top p0 eigenvectors.

4. Obtain the correlations C(i, ĩ) of W1,i, and W2,ĩ, .

5. Arrange the correlations in descending order. Based on the values corresponding
to the training set and a pre-set value for the maximum proportion of false positive
matches, select a correlation threshold. If there are multiple matches above this
threshold for any i ∈ {1, . . . ,n1} or ĩ ∈ {1, . . . ,n2}, the match with the higher
correlation value is chosen. The proportion of false negatives is estimated from
the number of training sample matches below the threshold.

through last steps of the algorithm are about using the principal component scores to
obtain the record linkage. There can be considerable variation in the details in these
steps depending on the context, we have presented one simple procedure.

The above algorithm used the training data only for the last step of setting a threshold
for the correlations. We can easily formulate a variation, where a training set is not
needed. Since we compute n1n2 correlations of which only min(n1,n2) can possibly
correspond to linked data, a threshold can be determined based a change-point in the
correlation values, or on multiple matches. We illustrate this aspect in simulations
reported later in this paper.

4.2. Theoretical properties

The justification for using the above algorithm rests on the fact that there is a clear
separation of the correlation values between the linked data-pairs, as opposed to the
correlation between the not-linked cases. We establish this fact in the following result:

Theorem 4.1. Under the conditions of the model, the population correlation value for
each linked pair of observations is ρ, and is zero for two observations that are not linked.

Thus, there is a clear separation of the correlation values from the linked data-pairs
from the rest. There would be sample variations, and the value of ρ is not known.
Consequently, either a training set-based threshold or a change detection technique can
be used to sort the true linkages from the rest.
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Proof of Theorem 4.1: Let

Γ̃� =
[
γ�, ,1 : . . . : γ�, ,p0

]
∈ R

p�×p0 ,

the first p0 columns of Γ�, for which the eigenvalues are considerably higher than the
rest. We project the datapoints Y�,i, on the column space of Γ̃�, for i = 1, . . . ,n�. Note
that all columns of Γ̃� are orthonormal (by construction, since these are estimators of
successive eigenvectors, so they are orthogonal to each other and have unit norm). Given
this, it is easy to see that the projection of Y�,i, is

Ỹ�,i, =
p0

∑
j=1

〈
Y�,i, ,γ�, , j

〉
γ�, , j

= Γ̃�Γ̃T
� Y�,i,

= Γ̃�W�,i, .

The relevant information about the projections is carried in the low-dimensional weights
W�,i, ∈ R

p0 , consequently we develop our analysis based on these below. Putting these
weights as rows in a matrix, we have

W� = Y�Γ̃� (4.1)

= Z�Λ
1/2
� ΓT

� Γ̃� ∈ R

n�×p0

This last expression can be simplified further, since

ΓT
� Γ̃� =

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

γT
�, ,1

γT
�, ,2
·
·
·
γT
�, ,p�

⎞
⎟⎟⎟⎟⎟⎟⎟⎠

[
γ�, ,1 : . . . : γ�, ,p0

]

=

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1 0 0 0
0 1 0 0
·
0 0 0 1
0 0 0 0
·
·
0 0 0 0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

=

(
Ip0

0(p�−p0)×p0

)
.
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Thus we have

Λ1/2
� ΓT

� Γ̃�

=

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

λ 1/2
�,1 0 0 0

0 λ 1/2
�,2 0 0

·
0 0 0 λ 1/2

�,p0

0 0 0 0
·
·
0 0 0 0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

=

(
Λ̃1/2
�

0(p�−p0)×p0

)
∈ R

p�×p0 .

Define

Z̃� =
[
Z�, ,1 : Z�, ,2 : . . . : Z�, ,p0

]
∈ R

n�×p0 .

Consequently, we have

W� = Y�Γ̃�

= Z�Λ
1/2
� ΓT

� Γ̃�

=
[
λ 1/2
�,1 Z�, ,1 : λ 1/2

�,2 Z�, ,2 : . . . : λ 1/2
�,p0

Z�, ,p0

]

= Z̃�Λ̃
1/2
� ∈ R

n�×p0 .

We thus have, for any i ∈ {1, . . . ,n0}

EW�,i, = 0,

VW�,i, = Λ̃�,

EW1,i, W T
2,i, = Λ̃1EZ̃1,i, Z̃T

2,i, Λ̃2,

EW T
1,i, W2,i, = EZ̃T

1,i, Λ̃1Λ̃2Z̃T
2,i, =

p0

∑
j=1

λ 1/2
1, j λ 1/2

1, j EZ̃1,i, jZ̃2,i, j.

Then it follows that

Cor
(
W1,i, ,W2,i,

)
= ρ.

The algebra for the observations that are not linked is similar and omitted here.

One important consideration for our framework is to ensure that the robustness
procedure we implemented in the first step does not alter the eigenvector structure of
the original data. That is, we need to ensure that the eigenvectors of Σ� match those of



134 S. Bera, S. Chatterjee: High dimensional, robust...

the variance of X�, �= 1,2. This is ensured in the following result:

Theorem 4.2. Suppose X ∈R

p is a random vector with variance ΣX , and let the variance
of U = X/|X | be denoted by ΣU .

(i) When X has an elliptically symmetric distribution and zero mean, the eigenvectors
of ΣX and ΣU are identical.

(ii) If EU = 0∈R

p, EU |X |= 0∈R

p and E|X |2UUT =E|X |2EUUT ∈R

p×p, then again
the eigenvectors of ΣX and ΣU are identical. Moreover, if the eigenvalues of ΣX

are λ1 ≥ λ2 ≥ . . .≥ λp > 0, then the eigenvectors of ΣU are λ1
∑p

i=1 λi
≥ . . .

λp

∑p
i=1 λi

> 0.

Note that a p-dimensional random vector X is said to elliptically distributed if there
exist a vector μ ∈ R

p, a positive semi-definite matrix Σ ∈ R

p×p and a function φ :
(0,∞)→ R such that the characteristic function of X is exp{itT μ}φ(tT Σt) for t ∈ R

p.
See FANG et al. (1990) for several alternative and equivalent definitions of the elliptically
contoured family, as well as for additional details. An example of elliptically contoured
distribution is the multivariate Gaussian distribution, thus the framework adopted in this
paper satisfies the first condition of Theorem 4.2. The second part of Theorem 4.2 is
for general interest, in case an elliptic distributional assumption is not satisfied.

Proof of Theorem 4.2: First, consider the case where X has an elliptically symmetric
distribution with mean zero. In such cases, we may write X = RΓΛ1/2E, where Γ is a
rotation matrix, Λ is a diagonal matrix with positive elements, E is uniformly distributed
on the unit sphere and R is a positive random variable that is independent of E. Then,
we have |X |2 = R2ET ΛE. Let Ẽ = Λ1/2E

|Λ1/2E| . Consequently, U = X/|X |= ΓẼ is a function
of E alone. Note that in the circularly symmetric case where Λ = λ I, we now have |X |
independent of U , and the above conditions are trivially satisfied. For general Λ, note
that

EUUT = ΓEẼẼT ΓT ,

and it can be easily shown that EẼẼT is a diagonal matrix. Thus, ΣX = ΓΛΓT and ΣU

have the same eigenvectors in this case. This proof is reminiscent of the arguments used
in TASKINEN et al. (2012).

Under the assumptions of the second part, that is, EU = 0∈R

p, EU |X |= 0∈R

p and
E|X |2UUT =E|X |2EUUT ∈R

p×p, U and |X | are uncorrelated, as is |X |2 and UUT . This
immediately implies that EX = EU |X | = 0, thus we have ΣX = EXXT and ΣU = UUT .
We also easily have

ΣX = EXXT

= E|X |2UUT

= E|X |2EUUT .

Thus, the eigenvectors of ΣX and ΣU are identical, since E|X |2 is a scalar.



STATISTICS IN TRANSITION new series, Special Issue, August 2020 135

Now, note that

ΣU =
ΣX

E|X |2 =
ΣX

E[Trace XXT ]
=

ΣX

Trace ΣX
=

ΣX

∑p
i=1 λi

.

The rest of this section is on the estimation of the high dimensional principal compo-
nents. We present the results only for the first principal component. Our development
here closely follows that of WANG et al. (2016), and we essentially make use of their
theoretical machinery and algorithm for the rest of this paper. The results below are
primarily designed to show that the technical conditions of WANG et al. (2016) hold for
our case, and the eigenvector estimation algorithm they established also works for us.
We omit many algebraic details, since they are similar to those of WANG et al. (2016).

Our first result is to show that U has a sub-Gaussian distribution. This is immediate,
since U is bounded. We have multiple proofs of this result with sharp bounds on the
constant σ2, but present the simplest one here for clarity. Ensuring that U has a sub-
Gaussian distribution facilitates the use of various known concentration inequality and
other probabilistic results.

Lemma 4.1. U ∈ Sub-Gaussian(2).

Proof of Lemma 4.1: We recall the definition of Sub-Gaussian distributions

X ∈ Sub-Gaussian(σ2) if ∀u ∈ R

p, E[euT X ]≤ e
σ2 |u|2

2

Since |U |= 1, we have for |u| ≥ 1

uTU ≤ |u|2(C-S inequality) for any u on R

p

⇒ euT U ≤ e|u|
2

for any u on R

p

⇒U ∈ Sub-Gaussian(2).

The case for |u|< 1 is more delicate, but can be handled with some routine algebra.
We omit the details here.

We now recall some definitions from WANG et al. (2016) for developing our next
set of results. Since our framework is high dimensional, we need structural assumptions
on the nature of the eigenvectors of ΣU (or ΣX ), and the most common and convenient
assumption here is one of sparsity. We define the sparse unit ball in p-dimensions having
at most k non-zero entries as follows:

B0(k) =
{

x ∈ R

p : |x|= 1,
p

∑
j=1

I{xi �=0}≤k

}
.

Based on this and sample size n, for any j ∈ {1, . . . , p} and C > 0, a probability measure
P is said the satisfy the Restricted Covariance Condition (RCC) with parameters p,n, j
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and C, and written as P ∈ RCCp(n, j,C) if

P{ sup
u∈B0(l)

|V̂ (u)−V (u)| ≥C max(

√
j log(p/δ )

n
,

j log(p/δ )
n

)} ≤ δ

for all δ > 0, where V (u)=EuT Σu, V̂ (u)=EuT Σ̂u and Σ̂= 1
n ∑n

i=1 UiUT
i for U1,U2, . . . ,Un

iid∼
P. We also define

RCCp(C) =
p⋂

l=1

∞⋂
n=1

RCCp(n, l,C).

Suppose, associated with a generic distribution P on R

p, is the variance matrix Σ with the
j-th eigenvalue and eigenvector respectively being λ j and γ , j, j = 1, . . . , p. The results
for the rest of this section are valid for the following class of probability measures. For
θ > 0, define

Pp(n,k,θ) =
{
P ∈ RCCp(n,2,1)∩RCCp(n,2k,1) : γ ,1 ∈ B0(k),λ1−λ2 ≥ θ

}
.

Our next result states that U , after suitable scaling, has a distribution that satisfies
the restricted covariance condition with appropriate selection of constants.

Lemma 4.2. For the random variable U ∈R

p with p≥ 2, assume that γ ,1 ∈ B0(k) and
θ =

(
λ1(ΣX )−λ2(ΣX )

)
> 0. Then Z = U

22 ∈Pp(n,k, θ
22Trace(ΣX )

).

Proof of Lemma 4.2: Recall from Proposition 1 of WANG et al. (2016) that for every
σ > 0,

Sub-Gaussian(σ2)⊆ RCCp
(
16σ2(1+

9
log(p)

)
)
.

Therefore using Lemma 4.1, we have that

U =
X
|X | ∈ RCCp

(
32(1+

9
log(p)

)
)
,

⇒ U√
32(1+ 9

log(p) )
∈ RCCp(1),

⇒U
22
∈ RCCp(1),

⇒U
22
∈Pp(n,k,

θ
22Trace(ΣX )

).

For a symmetric matrix A ∈ R

p×p, let us define

γ̂k
,max(A) = sargmaxu∈B0(k)u

T Au

to be the k-sparse maximum eigenvector of A, where sargmax denotes the smallest
element of the argmax in the lexicographic ordering. We use A as an argument of
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γ̂k
,max(·) here to distinguish between the estimated eigenvectors from various matrices.

Also, between 2 unit vectors u and v , we define the loss function

L(u,v) =
(
1− (uT v)2)1/2

.

Note that γ̂k
,max(A) are all identical for A = Σ̂U , Σ̂X , Σ̂Z . Our next result is the main

consistency and probabilistic guarantee result on the sample version of the k-sparse max-
imum eigen-vector. This result ensures in particular that under suitable conditions with
log(p) = o(n), the sample k-sparse maximum eigenvector is consistent for the population
maximum eigenvector.

Theorem 4.3. For 2k log(p)≤ n, the k-sparse empirical maximum eigen-vector, γ̂k
,max(Σ̂U )

satisfies

EL
(
γ̂k

,max(Σ̂U ),γ ,1(ΣU )
)≤ 44

√
2(1+

1
log(p)

)

√
k log(p)

nθ 2 Trace(ΣX ).

Proof of Theorem 4.3: We apply Theorem 2 of WANG et al. (2016) on Z and note
that for 2k log(p)≤ n, the k-sparse empirical maximum eigen-vector, γ̂k

,max(Σ̂Z) satisfies

EL
(
γ̂k

,max(Σ̂Z),γ ,1(ΣZ)
)≤ 2

√
44(1+

1
log(p)

)

√
k log(p)

nθ 2 Trace(ΣX ).

Proof follows by noting that

EL
(
γ̂k

,max(Σ̂Z),γ ,1(ΣZ)
)
= EL

(
γ̂k

,max(Σ̂U ),γ ,1(ΣU )
)
.

Let Ui =
Xi
|Xi| for i = 1,2, . . . ,n where Xi

iid∼ P, and we denote γ̂SDP
,1 (U) for the output of

the SDP algorithm of WANG et al. (2016). with input U = (U1, . . . ,Un)
T , λ = 4

√
log(p)

n

and ε = log(p)
4n .

While Theorem 4.3 provided a general probabilistic guarantee on the error of the
sample k-sparse maximum eigenvector, we need a similar result for the sparse maximum
eigenvector that is obtained using the SDP algorithm. Note that the SDP algorithm
allows for computation of a sparse maximum eigenvector in real time, and is thus both
practical and is of theoretical relevance. The following result establishes a probabilistic
guarantee and consistency for this version of the sparse empirical maximum eigenvector.

Theorem 4.4. If 4 log(p)≤ n≤ k2 p2θ−2 log(p), then

EL
(
γ̂SDP

,1 (U),γ ,1(ΣU )
)≤ (352

√
2+44)TraceΣX

√
k2 log(p)

nθ 2 .

Proof of Theorem 4.4: We apply Theorem 5 of WANG et al. (2016) on Z and note
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that

EL
(
γ̂SDP

,1 (Z),γ ,1(ΣZ)
)≤ 22(16

√
2+2)

√
k2 log(p)

nθ 2 Trace(ΣX ).

for Z = (Z1, . . . ,Zn)
T where Zi =

Ui
22 . The result is immediate.

In general, γ̂SDP
,1 (U) is not a sparse estimator. However, it turns out that a k-sparse

version of γ̂SDP
,1 (U), that is, some γ̂SDP,k

,1 (U) ∈ B0(k), may be obtained by setting all but
the top k coordinates of γ̂SDP

,1 (U) in absolute value to zero and renormalizing the vector.
In particular, v̂SDP

0 is computable in polynomial time and under the same condition as in
Theorem 4.4.

5. Some Simulation Results

In this section, we present a simulation exercise to illustrate the performance of the pro-
posed record linkage methodology, and also to illustrate some practical implementation
steps.

To generate data, we followed the framework laid out at the start of Section 4. That
is, we generated a set of independent bivariate Gaussian random variables with common
correlation ρ, and several independent univariate standard Normal random variables, and
used these to populate the two data matrices. We tested various choices of sample sizes,
dimensions, correlation ρ. For brevity, we report the case where the two matrix datasets
that we use are of dimensions n1 = 60, p1 = 100, and n2 = 70, p2 = 120 of independent
rows each, and ρ = 0.8. The first n0 = 50 entries of these two matrices are linked to
each other. The rest (10 for the first matrix, 20 for the second matrix) are not linked.
We use the first n = 20 observations for training in the version of the algorithm where
a training set is used, thus leaving the last 30 linked data points for testing. We also
demonstrate the performance of our method when no training dataset is available. We
fix p0 = 10 for this exercise, and repeated the entire simulation 100 times.

As practical steps, we found that using a sparse version of the estimated eigenvalues,
as proposed in Theorem 4.4, considerably improves performance, owing to reduction of
the effect of noise terms in the eventual linkage. Also, the estimated principal compo-
nents for the two datasets may not have the same orientation and may not appear in
the same order. Hence, when needed, a principled permutation and sign reversal of the
estimated eigenvectors of the second dataset is done to improve linkage accuracy. While
in theory the estimators of the eigenvalues are not required for the linkage steps, using
those as weights improves linkage.

Over 100 replications of the simulation experiment, the correct linkage established
on the test set by our proposed method was about 43.5% times, with a standard error of
about 5.37%. When no training sample is used and instead a threshold for the correlation
estimated from the data, the correct linkage percentage increases to about 56%, however,
the standard error also increases to about 14.8%. The estimated threshold for correlation
was at a lower value than the case with training data: a pattern that we noticed in
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multiple simulations, which we will study further later. The linkage accuracy may seem
low, however, we need to remember that this is a unsupervised framework, involving
high dimensional datasets with no common variables, and minimal or no training data.

6. Conclusions and Future Work

Record linkage is in-general a difficult exercise. Bayesian models are often too complex for
practical purposes and some Bayesian formulations fail to accommodate non-categorical
variables. Supervised classification methods assume the existence of large, accurate sets
of training data, which are often difficult and/or expensive to obtain. Also, in those
methodologies, it is difficult to guarantee maximum one-to-one assignment constrain
of bipartite record linkage. While some theoretical modifications have been developed
to ensure an one-to-one assignment(SADINLE, 2017), typically some subsequent post-
processing step is required to solve these inconsistencies.

In view of these difficulties, in this paper we propose a completely new approach
towards record linkage. We do not require a common set of variables between the two
datasets, we do not require a training set, and the dimensionality and sample sizes can
both be large. Naturally, our methodology extends to cases where a common set of
variables exist, we will elaborate on this in a future work. If a training set exists, we can
make use of it, as illustrated in this paper. We have presented the case for the bipartite
record linkage, but our model conceptually extends to other cases as well.

Some of the technical assumptions of this paper, like the two covariances matrices
having the same set of leading eigenvalues, or the number leading eigenvalues p0 be-
ing known, or the latent random variables that link the two datasets having the same
correlation ρ, can be addressed with some additional work and methodological develop-
ments. The assumption of multivariate normality of the data is not critical: our proposal
only depends on robust, high dimensional principal components, and these are available
for data from many distributions with both discrete and continuous components. The
assumption of sparsity in the leading eigenvectors is owing to the fact that for high
dimensional modeling, some structural assumptions are needed since the sample size
is not adequate to estimate all relevant unknown parameters. In any case, there are
considerable challenges to estimating high dimensional principal components, see PAUL
(2007).

The robust, high dimensional principal component we use is built on the work by
WANG et al. (2016). The credit for both the theoretical framework and the algorithm
goes to that work primarily. Our setup differs from WANG et al. (2016) in the detail
that for robustness purposes we transform each observation to be on the unit sphere.
One future work for us is to establish the theoretical results under weaker assumptions
than WANG et al. (2016), or to show better theoretical properties.

We have used a simple method for linking observations in this paper, using corre-
lations. A correlation-based linkage is not critical to our primary methodological steps.
More complex and realistic measures of linkage will be studied in the future. The case
where no training data is present needs further investigation, which will also be part of
our future work. In absolute terms, our simulation results are not excellent; however,
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we do not have a baseline for comparison since most other papers on record linkage do
not use as general a framework as ours with (i) high dimensional data, (ii) no common
set of features, and (iii) possibly no training set. Our framework may be termed un-
supervised learning of record linkage, and in the unsupervised learning framework, our
numeric results are perhaps acceptable. However, considerable fine tuning and experi-
mentation with the algorithm for record linkage is needed. We have ensured that our
high-dimensional, robust and potentially sparse principal component estimator is highly
accurate, and some of our studies (not reported here) suggest that using a small number
of common features dramatically increases linkage accuracy. A part of our future work is
on including nominal and categorical variables for linkages in our framework, which will
make our proposed approach more aligned with traditional record linkage techniques. In
this context, we will also investigate how much additional gain results from using PCA in
addition to available matching fields, compared to the traditional Felligi-Sunter method.

An important topic to consider in future from this paper is on statistical inference
based on linked datasets. This is a non-trivial task, since the datasets are used multiple
times in the process of linking, estimation of various quantities of interest, and then
inference. The article HAN and LAHIRI (2019) provides review of the current state of the
art in this direction of work. Some alternatives to fully Bayesian methods, for example
regression analysis using linked data LAHIRI and LARSEN (2005); SCHEUREN and
WINKLER (1997, 1993), have both computational efficiency and analytical tractability,
which may make them attractive practical choices for applications. Comparisons with
such alternatives is an additional future work.

An additional future work for us is to extend the methodology proposal here to
multiple datasets. We will also work on real data examples, which has not been possible
for this paper owing to data access limitations. It will be of interest to compare our
unsupervised record linkage approach with more traditional record linking algorithms.
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Confidence bands for a distribution function with
merged data from multiple sources

Takumi Saegusa1

ABSTRACT

We consider nonparametric estimation of a distribution function when data are col-
lected from multiple overlapping data sources. Main statistical challenges include (1)
heterogeneity of data sets, (2) unidentified duplicated records across data sets, and (3)
dependence due to sampling without replacement from a data source. The proposed
estimator is computable without identifying duplication but corrects bias from dupli-
cated records. We show the uniform consistency of the proposed estimator over the
real line and its weak convergence to a Gaussian process. Based on these asymptotic
properties, we propose a simulation-based confidence band that enjoys asymptotically
correct coverage probability. The finite sample performance is evaluated through a
simulation study. A Wilms tumor example is provided.

Key words: confidence band, data integration, Gaussian process.

1. Introduction

We consider nonparametric estimation of a distribution function F of a random
variable X when data are collected from multiple overlapping data sources. Inference on
F is a rather simple problem if data are independent and identically distributed (i.i.d.).
When data sets are merged from various sources, this basic question faces a significant
challenge from both theoretical and methodological perspectives. Statistical issues we
address in this paper is (1) heterogeneity of data sources, (2) unidentified duplicated
records in multiple data sets, and (3) finite population sampling from each data source.
Without proper care, these issues yield bias in estimation and wrong quantification of
uncertainty.

The following setting (schematically shown in Figure 1) is considered:
• The variables of interest for data integration is a random vector W = (X ,Y ) taking
values in a measurable space (W ,A ). In this paper, we focus on inference regarding X
but inference on X and Y is of general interest in data integration.
• Let V =(W̃ ,Z)∈V where W̃ is a coarsening of W and Z is a vector of auxiliary variables.
The variables Z do not involve inference on W but help to create data sources. The space
V is composed of J overlapping population data sources V (1), . . . ,V (J) with V =∪ jV ( j)

and V ( j)∩V (k) �= /0 for some ( j,k). Values of V determine membership of data sources.
• Data collection is carried out in a two-stage framework. First, a large i.i.d. sample of
V1, . . . ,VN is collected from a population. The unit i is distributed to data source j if

1University of Maryland. USA. E-mail: tsaegusa@umd.edu. ORCID: https://orcid.org/0000-0001-
6869-2451.



STATISTICS IN TRANSITION new series, Special Issue, August 2020 145

Vi ∈ V ( j). Because data sources overlap, the unit i may belong to multiple sources. The
sample size of data source V ( j) is denoted as N( j).
• Next, a random sample of size n( j) is selected without replacement from data source
V ( j). The selection probability for this data source is π( j)(Vi) = (n( j)/N( j))I{Vi ∈ V ( j)}
where I is the indicator function. For selected items, variables Wi are observed.
• The above procedure is repeated for all data sources. Data sets from each data source
are then combined and statistical analysis is conducted. If the unit i is selected multiple
times, its duplication is not identified.

Figure 1: Sampling scheme for merged data from multiple sources with J = 2.

This two-stage formulation is essential in describing duplicated records in multiple
data sets. Duplication naturally occurs in public health data integration. Clinical studies
have their own target populations defined by the inclusion and exclusion criteria. When
these studies are combined with national disease registries, a patient in a study is also
in a national database. Duplicated records are difficult to identify in practice because
key identifiers such as names and addresses are often not disclosed for privacy protection
in public health data. Instead, the membership of selected items in the final sample is
assumed known (e.g., the selected item i from source V ( j) is also known to belong to
V (k)). This is plausible because one can compare inclusion and exclusion criteria. For
more detailed discussion on practical issues of our setting, see SAEGUSA (2019).

The final sample is a biased and dependent sample with duplication. There are two
sources of bias in our setting. Certain data sources are over/under-represented in the fi-
nal sample due to biased sampling with different selection probabilities π( j). Duplicated
records from overlapping data sources enter statistical analysis without identification.
Dependence also comes from two sources. Multiple data sets are dependent through
duplicated records while items in the same data source are dependent due to sam-
pling without replacement. These characteristics well capture the challenging issue of
heterogeneity in data integration problems. Our framework covers the number of exam-
ples including opinion polls (BRICK et al., 2006), public health surveillance (HU et al.,
2011), and health interview surveys (CERVANTES et al., 2006), and the synthesis of
existing clinical and epidemiological studies with surveys, disease registries, and health-
care databases (CHATTERJEE et al., 2016; KEIDING and LOUIS, 2016; METCALF
and SCOTT, 2009).

In this paper, we propose and study a nonparametric estimator of the distribution
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function F . Our estimator is motivated by Hartley’s estimator for multiple-frame surveys
in sampling theory (HARTLEY, 1962, 1974). We provide a rigorous asymptotic theory
to its uniform consistency over the real line and weak convergence to a Gaussian process.
Based on the limiting distribution, we propose a Monte Carlo based method to construct
confidence bands for F . We verify the validity of our methodology theoretically and
through a simulation study for both continuous and discrete random variables.

Recently SAEGUSA (2019) studied the same data integration setting and derived the
law of large numbers and the central limit theorem. Asymptotic results are then applied
to infinite-dimensional M-estimation to study the Cox proportional hazards model (COX,
1972). These results are useful to compute the limiting distribution of our estimator but
not sufficient for constructing confidence bands.

Typically, confidence bands for F are obtained from a rather simple limiting distri-
bution or bootstrap. In the i.i.d. setting, the Kolmogorov-Smirnov statistic is used to
compute confidence bands for continuous random variables. Its limiting distribution is the
supremum of Brownian bridge, whose quantile is analytically obtained (KOLMOGOROV,
1933; SMIRNOV, 1944). For non-continuous random variables, confidence bands can be
obtained by inverting the Dvoretzky–Kiefer–Wolfowitz inequality (DVORETZKY et al.,
1956) with a tight constant obtained by MASSART (1990). An alternative way explored
by BICKEL and FREEDMAN (1981) is to bootstrap the Kolmogorov-Smirnov statistic
to estimate its quantiles. For stratified sampling from a finite population where Xi is
treated as fixed, BICKEL and KRIEGER (1989) apply bootstrap methods for finite popu-
lation sampling to the weighted Kolmogorov-Smirnov statistic to obtain valid confidence
bands. These bootstrap methods cover the distribution function for non-continuous
random variables.

In our data integration setting, randomness comes from (1) sampling from population
and (2) subsequent sampling from data sources. A valid confidence band should reflect
both types of uncertainty. The previous methods described above focus on randomness
due to either sampling from population or finite population sampling, and cannot be
applied to our data integration problem. The corresponding limiting distribution in our
setting is the supremum of the linear combination of independent Gaussian processes.
This process cannot be reduced to other well-known processes in general. Also, our
formulation of the data integration problem is rather new and a valid bootstrap method
is not available.

Methods for confidence bands for the distribution function have been studied in
various ways other than analytical computation of quantiles of the limiting distribu-
tion and bootstrap. Confidence bands for parametric models are considered for normal
distributions (KANOFSKY and SRINIVASAN, 1972), Weibull distributions (SCHAFER
and ANGUS, 1979), and the location scale parameter model (CHENG and ILES, 1983).
Bayesian approach with the Dirichlet prior was studied by BRETH (1978). OWEN (1995)
considered inverting a nonparametric likelihood test of uniformity by BERK and JONES
(1978). FREY (2008) proposed the narrowness criterion to derive optimal confidence
bands. WANG et al. (2013) developed a smooth confidence band based on the kernel
smoothed estimator of a distribution function.

The rest of the paper is organized as follows. In Section 2, we introduce our esti-
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mator of F and derive its limiting distribution. We present the algorithm to compute
the confidence band and study its asymptotic property in Section 3. We extend our
methodology to conditional distribution functions in Section 4. The performance of the
proposed method is evaluated through a simulation study in Section 5. We discuss a
data example from the national Wilms tumor study in Section 6. All proofs are deferred
to the appendix.

2. Estimator and its asymptotic properties

We introduce additional notation for our estimator. Let R( j)
i ∈ {0,1} be the selec-

tion indicator from data source V ( j). The item i has a vector of selection indicators
Ri = (R(1)

i , . . . ,R(J)
i ) but R( j)

i = 0 if the item i does not belongs to source V ( j). For
the items i in data source j (i.e., Vi ∈ V ( j)), R( j)

i s follow the distribution of sampling
without replacement where n( j) is selected out of N( j). Since data collection procedures
are carried out independently, selection indicators (R( j)

1 , . . . ,R( j)
N ) and (R(k)

1 , . . . ,R(k)
N ) are

conditionally independent given V1, . . . ,VN if j �= k. For V ∈V ( j), we assume the selection
probability π( j)(V ) = n( j)/N( j) converges to p( j) > 0 as N → ∞. We write the member-
ship probability in source V ( j) as ν( j) = P(V ∈ V ( j)) and the conditional expectation
given membership in source V ( j) as E( j).

The desirable properties that an estimator of F in our data integration setting should
satisfy are that (1) the estimator corrects bias due to biased sampling and duplication,
and that (2) the estimator is computable without identification of duplicated records.
To describe our estimator, we begin with J = 2 data sources. The key component of our
estimator is

ρ(v) = (ρ(1)(v),ρ(2)(v))≡
⎧⎨
⎩

(1,0) if v ∈ V (1) and v /∈ V (2),

(0,1) if v /∈ V (1) and v ∈ V (2),

(c(1),c(2)) if v ∈ V (1)∩V (2),

for positive constants c(1),c(2) with c(1) + c(2) = 1. The evaluation of this function only
requires the membership in the mutually exclusive subsets of V based on data sources
V (1) and V (2). We can compute the value of ρ for selected items because we assume
information on data source membership is available for selected items. The choice of ρ
is at the disposal of a data analyst. The optimal choice of ρ is considered by SAEGUSA
(2019) and we use them in a simulation study and data example below.

Using the function ρ, we propose the following estimator of F given by

FN(x) =
1
N

N

∑
i=1

(
R(1)

i

π(1)(Vi)
ρ(1)(Vi)+

R(2)
i

π(2)(Vi)
ρ(2)(Vi)

)
I{Xi ≤ x}.

Here we use the convention 0/0 = 0 for the inverse probability weighting R( j)/π( j)(V ).
This estimator is unbiased for F because inverse probability weighting R( j)/π( j)(V ) has
conditional expectation 1 given V1, . . . ,VN and X1, . . . ,XN and because ρ(1)(v)+ρ(2)(v) =
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1 for every v. Moreover, the estimator can be computed separately based on two sub-
samples through the expression

FN(x) =
1
N

N

∑
i=1

R(1)
i ρ(1)(Vi)

π(1)(Vi)
I{Xi ≤ x}+ 1

N

N

∑
i=1

R(2)
i ρ(2)(Vi)

π(2)(Vi)
I{Xi ≤ x}.

The proposed estimator can be considered as the weighted empirical distribution with
weights computed from the selection probability and the function ρ. A difference from
the empirical distribution is that our estimator may not have FN(x) = 1 for x greater
than the largest selected Xi unless all the items i in V (1) ∩V (2) selected from source
V (1) are also selected from V (2). If FN(x)> 1 we can modify our estimator to F̃N(x) =
min{FN(x),1}. For brevity of the presentation, we study FN(x) but all properties below
are satisfied for F̃N(x).

The extension to more than two data sources is straightforward. Let ρ =(ρ(1), . . . ,ρ(J)) :
V 	→ [0,1]J where

ρ( j)(v) =

⎧⎪⎪⎨
⎪⎪⎩

1, v ∈ V ( j)∩
(
∪m�= jV

(m)
)c

,

c( j)
k1,...,kl

, v ∈ V ( j)∩
(
∩l

m=1V
(km)

)
∩
(
∪m/∈{ j,k1,...,kl}V

(m)
)c

,

0, v /∈ V ( j),

with j,k1, . . . ,kl all different and ∑J
j=1 ρ( j)(v) = 1. The proposed estimator is

FN(x) =
1
N

N

∑
i=1

J

∑
j=1

R( j)
i ρ( j)(Vi)

π( j)(Vi)
I{Xi ≤ x}.

Now, we develop asymptotic properties of our estimator. As the uniform consistency
of the empirical distribution follows from the Glivenko-Cantelli theorem, the uniform
consistency for our estimator follows from the uniform law of large numbers for data
integration (SAEGUSA, 2019).

Theorem 2.1. The estimator FN is uniformly consistent for F over R. That is,

sup
x∈R
|FN(x)−F(x)| →P 0.

As the Donsker theorem yields the weak convergence of the empirical distribution
to the Brownian bridge process, the weak convergence for our estimator follows from
the uniform central limit theorem for data integration (SAEGUSA, 2019). Its limiting
distribution is still a Gaussian process, but not the Brownian bridge process.

Theorem 2.2. Let D(R) be the class of cadlag functions on R. Our estimator
√

N(FN−
F) weakly converges to the Gaussian process G in D(R) given by

G=G0 +
J

∑
j=1

√
ν( j)

√
1− p( j)

p( j)
G j,
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where G j, j = 0,1, . . . ,J, are independent Gaussian processes with covariance functions

k(0)(s, t) = F(s∧ t)−F(s)F(t),

k( j)(s, t) = E( j)
[{

ρ( j)(V )
}2

I{X ≤ s∧ t}
]

−E( j)
[
ρ( j)(V )I{X ≤ s}

]
E( j)

[
ρ( j)(V )I{X ≤ t}

]
,

for s, t ∈ R and j = 1, . . . ,J.

An immediate consequence of this theorem is that
√

N(FN(x)− F(x)) converges
in distribution to the zero-mean normal random variable with variance as the sum of
P(X ≤ x){1−P(X ≤ x)} and

J

∑
j=1

(
ν( j) 1− p( j)

p( j)
E( j)

[{
ρ( j)(V )

}2
I{X ≤ x}

]
−
{

E( j)
[
ρ( j)(V )I{X ≤ x}

]}2
)
.

Note that P(X ≤ x){1−P(X ≤ x)} is asymptotic variance which we would obtain from
the analysis of i.i.d. data. Merging samples from overlapping sources increases additional
uncertainty in our estimator. If we select all items from each source without identifying
duplication, then p( j) = 1, j = 1, . . . ,J, yield the same variance as in the i.i.d. case. Hence,
we see that the additional variance comes from additional selection, not duplication. The
effect of duplication appear only through the variable ρ( j)(V ). Uncertainty in large data
source (i.e., ν( j) = P(V ∈ V ( j)) contributes more to the asymptotic variance.

3. Confidence band

The basic idea to obtain a confidence band is to obtain q1−α such that

P
(

sup
x∈R

√
N |FN(x)−F(x)| ≤ q1−α

)
→ 1−α, n→ ∞,

from which the large sample 100(1−α)% confidence band is obtained as

FN(x)−q1−α/
√

N ≤ F(x)≤ FN(x)+q1−α/
√

N, all x ∈ R.

One potential approach is to use an analytical expression of quantiles of the limiting
distribution of supx∈R

√
N |FN(x)−F(x)| but this limiting distribution supx∈R |G(x)| ob-

tained from Theorem 2.1 is the supremum of the complicated Gaussian process whose
quantiles cannot be analytically derived in general. Another approach is to estimate q1−α
by nonparametrically bootstrapping supx∈R

√
N |FN(x)−F(x)| but there is no known valid

bootstrap method for our setting. Generating data from FN would be another alterna-
tive but it is not clear how to simultaneously generate V to mimic the data integration
process.

The proposed methodology does not analytically compute q1−α from the limiting
distribution nor simulating data generating mechanism. Instead, we directly simulate
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the limiting distribution to estimate its quantiles. The distribution of the zero-mean
Gaussian process G is completely determined by the unknown covariance function

k(s, t) = k(0)(s, t)+
J

∑
j=1

ν( j) 1− p( j)

p( j)
k( j)(s, t).

We estimate this covariance function k(s, t) as follows. For data source membership
probability ν( j) and selection probability p( j), we estimate them by N( j)/N and n( j)/N( j)

respectively. For k(0)(s, t), an obvious estimator is FN(s∧ t)−FN(s)FN(t). For k( j)(s, t),
conditional expectations given membership in V ( j) are estimated by inverse probability
weighting based on a sample selected from source V ( j) (i.e., items i with R( j)

i = 1).
Specifically, the first term in k( j)(s, t) is estimated by

1
N( j)

N

∑
i=1

R( j)
i

π( j)(Vi)
{ρ( j)(Vi)}2I{Xi ≤ s∧ t},

and the second term in k( j)(s, t) is estimated by
{

1
N( j)

N

∑
i=1

R( j)
i

π( j)(Vi)
ρ( j)(Vi)I{Xi ≤ s}

}{
1

N( j)

N

∑
i=1

R( j)
i

π( j)(Vi)
ρ( j)(Vi)I{Xi ≤ t}

}
.

We denote our estimator of k(s, t) by k̂N(s, t).
The zero-mean Gaussian process ĜN with covariance function k̂N(s, t) weakly con-

verges to the limiting process G. However, the supremum of |G(x)| may have a jump
at the lower end of the support of X (TSIRELSON, 1975). To avoid the possibility that
the jump occurs at its 100(1−α)%tile, we assume the following condition. The same
condition is imposed by BICKEL and KRIEGER (1989) for finite population sampling.

Condition 3.1. The distribution of supx∈R |G(x)| is continuous.

Under this condition, we have the following result.

Theorem 3.1. Let q ∈ R. Let ĜN be the zero-mean Gaussian process with covariance
function k̂N(s, t), Under Condition 3.1, as N → ∞,

P
(

sup
x∈R
|ĜN(x)| ≤ q

)
→ P

(
sup
x∈R
|G(x)| ≤ q

)
.

We propose the following procedure to construct a confidence band of F :

• Generate the first zero-mean Gaussian process ĜN with covariance function k̂N(s, t),
and compute the supremum s1 of |ĜN |

• Repeat this procedure B times to obtain s1, . . . ,sB, and compute their 100(1−
α)%tile q̂1−α .
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• Compute the 100(1−α)% confidence band of F by

FN(x)− q̂1−α/
√

N ≤ F(x)≤ FN(x)+ q̂1−α/
√

N, all x ∈ R. (1)

The proposed confidence band has the correct coverage probability asymptotically.

Theorem 3.2. Under Condition 3.1, as N,B→ ∞,

P
(
FN(x)− q̂1−α/

√
N ≤ F(x)≤ FN(x)+ q̂1−α/

√
N, all x ∈ R

)
→ 1−α.

4. Extension to conditional distribution given discrete variables

In practice, it is of interest to compare different groups through graphical comparison
of distribution functions. An extension of our method to conditional distributions given
a discrete random variable is straightforward. Let U be a discrete random variable. First,
we estimate the sub-distribution function F(x,u) = P(X ≤ x,U = u) by

FN(x,u) =
1
N

N

∑
i=1

(
R(1)

i

π(1)(Vi)
ρ(1)(Vi)+

R(2)
i

π(2)(Vi)
ρ(2)(Vi)

)
I{Xi ≤ x,Ui = u}.

The limiting distribution is similar to the one in Theorem 2.2 but covariance functions
are now

k(0)u (s, t) = P(X ≤ s∧ t,U = u)−P(X ≤ s,U = u)P(X ≤ t,U = u),

k( j)
u (s, t) = E( j)

[{
ρ( j)(V )

}2
I{X ≤ s∧ t,U = u}

]

−E( j)
[
ρ( j)(V )I{X ≤ s,U = u}

]
E( j)

[
ρ( j)(V )I{X ≤ t,U = u}

]
.

This covariance function can be similarly estimated and the same procedure described
above yields the confidence band given by

FN(x,u)− q̂1−α,u/
√

N ≤ F(x,u)≤ FN(x,u)+ q̂1−α,u/
√

N, all x ∈ R.

Since F(x|u) = P(X ≤ x|U = u) = P(X ≤ x,U = u)/P(U = u), we estimate pu = P(U = u)
by a consistent estimator

p̂u =
1
N

N

∑
i=1

(
R(1)

i

π(1)(Vi)
ρ(1)(Vi)+

R(2)
i

π(2)(Vi)
ρ(2)(Vi)

)
I{U = u}.

Now we propose the confidence band for F(x|u) given by

FN(x,u)
p̂u

− q̂1−α,u

N1/2 p̂u
≤ F(x|u)≤ FN(x,u)

p̂u
+

q̂1−α,u

N1/2 p̂u
, all x ∈ R. (2)
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Table 1: Sample sizes for three scenarios.

Scenario 1 & 2 Scenario 3
N 100 250 500 100 250 500
N(1) 79 197 395 78 197 395
N(2) 51 127 255 51 127 255
N(3) 28 70 141
n(1) 16 40 80 16 40 80
n(2) 16 38 77 16 38 77
n(3) 14 35 71
Duplication (2 sources) 2 5 9 6 2 27
Duplication (3 sources) 0 1 1

This confidence band has the correct coverage probability asymptotically. The proof is
similar to that of Theorem 3.2, and omitted.

5. Simulation study

We carry out a simulation study to evaluate the finite-sample performance of the
proposed confidence band. We consider three different scenarios. The first two scenar-
ios concern two partially overlapping data sources. The third scenario deals with three
data sources with one data source contained in other two. The distributions consid-
ered are mixtures of beta distributions, Poisson distributions, and normal distributions,
respectively.

In the first scenario, the variable Y is a Bernoulli random variable with p = 0.3. The
variable X of interest follows the beta distribution with α = 5 and β = 2 if Y = 0 and
the beta distribution with α = 2 and β = 5 if Y = 1. The variables W = (X ,Y ) are not
available at the first stage of sampling. The auxiliary binary variable V is correlated with
Y with sensitivity 0.9 and specificity 0.9. Data sources are created by values of V . If
V = 0, the item belongs to data source 1 and if V = 1 it belongs to data source 2. In
both situations, the item belongs to the intersection of two data sources with probability
0.3. Selection probabilities are 0.2 from data source 1 and 0.3 from data source 2. The
second scenario is the same as the first except that the variable X follows the Poisson
distribution with λ = 2 if Y = 0 and the Poisson distribution with λ = 4 if Y = 1. In
the third scenario, variables Y and V and data sources 1 and 2 are similarly generated
as in the other two cases. The variable X follows the normal distribution with μ = 1
and σ2 = 1 if Y = 0 and the normal distribution with μ = 3 and σ2 = 1 if Y = 1. The
data source 3 consists of items with X ∈ [1,2]. Selection probabilities are 0.2 from data
source 1, 0.3 from data source 2, and 0.5 from data source 3.

Data were generated 500 times in each scenario with sample size N = 100, N = 250,
and N = 500. In each data set, the 95% confidence band was constructed based on
2000 simulated Gaussian processes with the formula (1). Table 1 summarizes average
sample sizes for each data source before and after the selection into the final sample.
Note that the proposed estimator is based on 30 items for scenarios 2 and 3, and 40
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Table 2: Simulated coverage probabilities for the confidence bands.

Scenario 1 Scenario 2 Scenario 3
Coverage Width Coverage Width Coverage Width

N = 100 0.940 0.454 0.936 0.442 0.920 0.464
N = 250 0.944 0.295 0.954 0.286 0.956 0.304
N = 500 0.952 0.211 0.944 0.203 0.956 0.217

items for scenario 3 on average without duplication when N = 100. Table 2 shows
simulated coverage probabilities and average width based on 500 data simulated data
sets. Coverage probabilities are close to the nominal level in all scenarios when N is
greater than 250 while we see under-coverage when N = 100. Confidence bands are wide
for N = 100 but the width becomes reasonable as N increases. Overall, our methodology
shows reasonable performance for a practical use.

6. Application

We illustrate the proposed method using data from the national Wilms tumor study
(D’ANGIO et al., 1989). Wilms tumor is a rare kidney cancer for children. The predictor
of relapse includes histology of cancer, age at diagnosis, and tumor diameter. Data for
all 3915 patients are available and were used to compare different designs (BRESLOW
and CHATTERJEE, 1999; BRESLOW et al., 2009; SAEGUSA, 2019). In our analysis,
we check if the empirical distributions based on the entire cohort are contained in the
proposed confidence bands based on a smaller biased sample with duplication. Three
data source are deceased patients, patients with unfavorable histology measured at the
hospital, and the entire cohort. Selection probabilities 100%, 50%, and 10%, respectively,
yielding the sample size 1027 in the final sample (885 patients without duplication).
For selected patients, tumor diameter is measured and histology is re-examined at the
central reference laboratory. Our goal is to create two distribution functions of tumor
diameter based on the histology information measured at the second time. Among
selected patients, 646 (603 without duplication) patients have favorable histology and
382 (282 without duplication) patients have unfavorable histology.

Figure 2 shows the confidence bands for the conditional distributions of tumor diag-
meter given histology based on the formula (2). The solid line is smoothed empirical
distribution based on the entire cohort of size 3915. Our estimators are close to empirical
distributions. Moreover, the proposed confidence bands successfully contain empirical
distributions. The difference in sample sizes based on histology is reflected in the differ-
ence of widths. The confidence band for favorable histology has width 0.133 while the
band for unfavorable histology has width 0.307. Graphical comparison of both estima-
tors with the help of confidence bands shows that there is no striking difference between
distributions of tumor diameter in different histology groups. In fact, empirical quar-
tiles of tumor diameter for both groups agree well. A similar analysis (not shown here)
conditional on survival status led to the same conclusion. In the proportional hazards
regression analysis, SAEGUSA (2019) shows that tumor diameter has a small effect on



154 T. Saegusa: Confidence bands for a distribution function...

0 5 10 20 30

0.
0

0.
4

0.
8

Tumore diameter (cm)

P
ro

ba
bi

lit
y

0 5 10 20 30

0.
0

0.
4

0.
8

Tumore diameter (cm)

P
ro

ba
bi

lit
y

Empirical (All Data)
Estimator
Confidence Band

0 5 10 20 30

0.
0

0.
4

0.
8

Tumore diameter (cm)

P
ro

ba
bi

lit
y

0 5 10 20 30

0.
0

0.
4

0.
8

Tumore diameter (cm)

P
ro

ba
bi

lit
y

Empirical (All Data)
Estimator
Confidence Band

Figure 2: Confidence bands for conditional distribution functions of tumor diameter given
favorable histology (left panel) and unfavorable histology (right panel).

tumor relapse while histology is statistically significant.
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APPENDIX

Proof of Theorem 2.1. Because the class of functions F = { ft(x) = I(x ≤ t) : t ∈ R} is
a Glivenko-Cantelli class, apply the uniform law of large numbers for data integration
(Theorem 3.1 of SAEGUSA (2019)) to F to obtain the desired result.

Proof of Theorem 2.2. Because the class of functions F = { ft(x) = I(x ≤ t) : t ∈ R}
is also a Donsker class, apply the uniform central limit theorem for data integration
(Theorem 3.2 of SAEGUSA (2019)) to F . The computation of the covariance function
is straightforward.

Proof of Theorem 3.1. We show the weak convergence of ĜN to G. First we consider
the finite dimensional convergence of ĜN to G. As in the proof of Theorem 2.1, the law
of large numbers for data integration yields

sup
s,t∈R

|FN(s∧ t)−FN(s)FN(t)− k(0)(s, t)| →P 0.

For k( j)(s, t), j = 1, . . . ,J, the law of large numbers for sampling without replacement
(Theorem 5.1 of SAEGUSA and WELLNER (2013)) yields the uniform consistency over
s, t ∈ R. Since n( j)/N( j) → p( j) by assumption and N( j)/N →P ν( j) by the weak law of
large numbers, we conclude

sup
s,t∈R

|k̂N(s, t)− k(s, t)| →P 0.

This implies the desired finite dimensional convergence.
Second, we consider asymptotic equicontinuity and total boundedness of R with

respect to a constant multiple of

d(0)(s, t) = k(0)(s,s)+ k(0)(t, t)−2k(0)(s, t).

Note that the intrinsic metric d(s, t) = k(s,s)+k(t, t)−2k(s, t) to the limiting process G is
equivalent to d(0)(s, t) (i.e.,C1d(s, t)≤ d(0)(s, t)≤C2d(s, t) for some constants C1,C2 > 0)
because ρ( j)(v) is bounded. Also, on the event A that sups,t∈R |k̂N(s, t)−k(s, t)|<C3 for
some small fixed constant C3 > 0, d̂N(s, t) = k̂N(s,s)+ k̂N(t, t)−2k̂N(s, t) is equivalent to
d(s, t) since d(s, t) is bounded over R

2. These observations imply that the process G

and ĜN are sub-Gaussian processes with respect to Cd(0)(s, t) for some constant C > 0
on the event A. As a consequence, the property of the sub-Gaussian process (see e.g.
Theorem 2.3.7 of GINÉ and NICKL (2016)) implies that

E

[
sup

d(0)(s,t)≤δ

∣∣
ĜN(s)− ĜN(t)

∣∣> ε

∣∣∣∣∣A

]
≤ K

∫ δ

0

√
log2N(R,Cd(0),ε)dε (3)
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for some constant K > 0 as long as the integral on the right hand side is finite. Here
N(R,Cd(0),ε) is the covering number of R with respect to the metric Cd(0) with radius
ε.

For asymptotic equicontinuity, let η > 0 be arbitrary. We have

limsup
n→∞

P

(
sup

d(0)(s,t)≤δ

∣∣
ĜN(s)− ĜN(t)

∣∣> η

)

≤ limsup
n→∞

P

(
sup

d(0)(s,t)≤δ

∣∣
ĜN(s)− ĜN(t)

∣∣> η ,A

)
+P(Ac).

where Ac is the complement of A. Since P(Ac)→ 0, we bound the first term by the
Markov inequality and the inequality (3) to obtain

limsup
n→∞

P

(
sup

d(0)(s,t)≤δ

∣∣
ĜN(s)− ĜN(t)

∣∣> η

∣∣∣∣∣A

)
P(A)

≤ limsup
n→∞

η−1K
∫ δ

0

√
log2N(R,Cd(0),ε)dε → 0, as δ ↓ 0,

assuming the integral on the right hand side is finite for any δ , which we will show next.
To compute the covering number with radius ε, create l subintervals [Ii, Ii+1] of [0,1]

with length less than ε with I0 = 0 < I1 < · · ·< ll+1 = 1. Note that we do not consider
ε ≥ 1 since we take δ ↓ 0. Let qi = F−1(Ii). Then F(qi+1)−F(qi) ≤ ε. If t ∈ [Ii, Ii+1),
we have

d(0)(qi, t) = F(qi){1−F(qi)}+F(t){1−F(t)}−2{F(qi)−F(qi)F(t)} ≤ 4ε.

This means t is in the d(0)-ball with center qi and radius 4ε. This implies that the
covering number with radius ε is proportional to 1/ε, and hence the entropy integral
converges. This computation also shows that R is totally bounded with respect to d(0).
Because asymptotic equicontinuity and total boundedness imply asymptotic tightness,
we now conclude the weak convergence of ĜN to G.

The continuous mapping theorem yields that supx∈R |ĜN(x)| converges in distribution
to supx∈R |G(x)|. Thus, the desired result follows from Condition 3.1.

Proof of Theorem 3.2. Theorem 2.2 and continuous mapping theorem imply
supx∈R

√
N|FN(x)−F(x)| converges in distribution to supx∈R |G(x)|. Theorem 3.1 im-

plies that q̂1−α converges in probability to the 100(1−α)%tile q1−α of supx∈R |G(x)|.
Combining these results completes the proof.
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Model selection in radon data fusion

Xuze Zhang1, Saumyadipta Pyne2, Benjamin Kedem3

ABSTRACT

Fitting parametric models or the use of the empirical cumulative distribution function
are problematic when it comes to the estimation of tail probabilities from small samples.
A possible remedy is to fuse or combine the small samples with additional data from
external sources and base the inference on the so called density ratio model with variable
tilt functions, which widens the support of the estimated distribution of interest. This
approach is illustrated using residential radon concentration data collected from western
Pennsylvania.

Key words: Tail probabilities, density ratio model, variable tilt functions, Appalachian
Plateau, Forest County, Pennsylvania.

1. Introduction

In general, the estimation of tail probabilities requires large samples. However, in

many cases the available samples are relatively small, a problem which can be overcome

to a reasonable extent by fusing the available data from several independent sources.

This is illustrated here using residential radon concentration data collected from counties

in western Pennsylvania (PA). We used county-level indoor radon concentrations based

on records collected by the Pennsylvania Department of Environmental Protection (PA

DEP), Bureau of Radiation Protection, Radon Division. For more details about the data

see Zhang, Pyne, and Kedem (ZPK) (2019), and the appropriate references including PA

Department of Environmental Protection, Rack-Amber (2013), Wikipedia contributors

(2019).

The range of values of a small sample may not be large enough to shed light on

the tail behavior of the distribution which gave rise to the sample. In that case more

data are needed. However, in many cases, more data are not available. Our goal is

to demonstrate that the problem can be ameliorated to a reasonable extent when the

sample is fused or combined with data from other sources, as the range of values of the

combined data is larger. Technically, this can be achieved by appealing to the so called

density ratio model (DRM), where the distributions of the various sources are connected

by fixed tilt functions. The novelty of the paper is the use of variable tilts obtained by

model selection.
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In this paper, we apply a data fusion method in the estimation of residential radon

levels in Forest County, located in the Appalachian Plateau in western PA. Its population

is small, with 2000 households as per the 2010 census, yielding a small sample of 47

homes only, insufficient for the estimation of tail probabilities, and hence qualifying it

as a “small area” problem. To overcome the small sample size, we fuse the Forest data

with samples from the two adjacent counties Elk and Warren whose populations are

much larger. Tail probabilities can then be estimated by using the density ratio model

(DRM) with variable tilt functions ZPK (2019). This formulation requires the selection

of optimal models out of a large number of models. In ZPK (2019), the selection of

tilt function was done via a long process of hypothesis testing while here we use a more

efficient model selection advocated in Fokianos (2007). The DRM is discussed in detail

in Kedem, De Oliveira and Sverchkov (KDS) (2017) and Qin (2017).

Fusing data from Forest, Elk, and Warren counties is sensible as they share the

geographical features of the “High Plateau Section” in northwestern PA in the region of

Appalachian Plateau (Rack-Amber 2013, Wikipedia contributors 2019).

Radon is an odorless cancer-causing radioactive gas released from decaying uranium,

thorium and radium in rocks and soil, and is the cause of thousands of deaths each

year (Rack-Amber 2013). Approximately 40% of PA homes have radon levels exceeding

EPA’s action guideline of 4 picocuries (pCi) per liter (PA Department of Environmental

Protection).

Therefore, it is of great importance to public health and policy that the residential

radon exposure data be analyzed to produce robust tail or exceedance probabilities.

The organization of the paper is as follows. Section 2 deals with the semi-parametric

estimation of the parameters and the probability densities of the density ratio model. It

also addresses the selection of the tilt functions. A case in point in terms of residential

radon is discussed in Section 3. A summary is provided in Section 4.

2. Methodology

2.1. Density Ratio Model

To make use of the data from neighboring counties, a multi-sample DRM is proposed

to fuse the data from the county of interest and its m neighbors such that

gk(x)
g(x)

= exp(αk +βT
k hk(x)) k = 1, . . . ,m (1)

where g represents the density of residential radon levels of the county of interest and

g1, . . . ,gm represent the densities of its m neighbors.

The semi-parametric estimation of the parameters and densities in (1) is discussed

in the next section using the empirical likelihood (Owen 2001). Model (1) was found

adequate by a graphical goodness of fit test discussed briefly in Section 3. The model

is discussed extensively in the recent books by KDS (2017) and in Qin (2017), which

also describe quite a few applications from case-control tests of equidistribution to time

series prediction.
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Instead of making parametric assumptions on these densities, we propose a para-

metric structure of their ratios by DRM (KDS 2017, Qin 2017). A proper choice of the

tilt functions hk’s is imperative since misspecification of the tilt functions leads to bias,

large standard errors, and power loss (Fokianos and Kaimi 2006). We shall commence

with a possibly redundant or “global” tilt and then select a reduced form of this tilt.

Such a tilt function is specified in section 3.

2.2. Estimation and Asymptotic Result

Let X0, . . . ,Xm be the samples from the county of interest and its m neighbors with

sample sizes n0, . . . ,nm, respectively. The sampleX0 is referred to as the reference sample

and we shall denote by G the corresponding reference cumulative distribution function

(CDF). The fused sample is defined as t= (XT
0 , . . . ,X

T
m)

T , with size n = ∑m
k=0 nk.

Inference can be based on the following empirical likelihood obtained from the fused

sample t:

L(α,β,G) =
n

∏
i=1

pi

m

∏
k=1

nk

∏
j=1

exp(αk +βT
k hk(Xk j)) (2)

where pi = dG(ti) and the estimates α̃, β̃ and hence the p̃i’s, are obtained by maximizing

(2) with constraints

n

∑
i=1

pi = 1
n

∑
i=1

pi exp(αk +βT
k hk(ti)) = 1 k = 1, . . . ,m. (3)

Subsequently, we obtain the estimated reference CDF G̃(t) = ∑n
i=1 p̃iI[ti ≤ t] and the

asymptotic result

√
n(G̃(t)−G(t)) d→ N(0,σ(t)), as n→ ∞. (4)

The expression of σ(t) and other details regarding estimation and asymptotic result can

be found in KDS (2017), Qin (2017) and ZPK (2019). Therefore, we can construct a

95% confidence interval of the tail probability 1−G(T ) for a given threshold T based

on (4)

(1− G̃(T )− z0.025

√
σ̃(t)

n
,1− G̃(T )+ z0.025

√
σ̃(t)

n
). (5)

2.3. Model Selection

As mentioned in 2.1, we aim to select tilt functions that can better specify the density

ratio structure. Such selection can be made based on the AIC criterion given by

−2logL(α̃, β̃, G̃)+2q (6)

where q is the number of free parameters in the model (Fokianos 2007). Note that the

number of free parameters is equal to the number of β ’s due to the constraints (3).
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3. Illustrative Example: Forest County Radon Data Fusion

Here Forest county is the county of interest. Denote the Forest sample by X0 and

its size by n0. The sample size n0 = 47 is relatively small so that the empirical estimate

of the CDF Ĝ(t) = 1
n0

∑n0
i=1 I[X0i ≤ t] may not be satisfactory for the estimation of tail

probabilities. That is, we cannot make inference about G based on Ĝ outside of the

range of X0. Also, a smaller sample size leads to higher standard errors and hence

wider confidence intervals, and may not be adequate for the estimation of small tail

probabilities.

We wish to mitigate these issues by fusing X0 with samples from its two neighboring

counties Warren and Elk to obtain an estimate of the reference CDF G̃ based on the

DRM (1). The samples from Warren and Elk are denoted as X1 and X2, respectively.

The corresponding sample sizes are n1 = 837 and n2 = 1191.

Observing that the data in the three counties are positive and right skewed, the global

or redundant tilt function (x, log(x), log2(x))T is a sensible choice based on ZPK (2019).

Hence, we initially assume that hk = (x, log(x), log2(x))T for k = 1,2, and then curtail it

using the AIC model selection criterion. The AIC values corresponding to different tilts

are shown in Table 1.

Table 1: AIC values of models based on different tilt choices. A hyphen “-” indicates that
hk(x)≡ 0 and therefore g0 and gk are identical.

h2

AIC h1
- x log(x) log2(x) (x, log(x)) (x, log2(x)) (log(x), log2(x)) (x, log(x), log2(x))

- 31696.52 31697.86 31694.68 31697.54 31686.85 31682.73 31694.35 31684.24

x 31698.24 31691.11 31695.63 31699.20 31680.96 31677.07 31696.32 31678.58

log(x) 31693.46 31685.55 31695.07 31692.86 31687.35 31683.05 31694.81 31684.70

log2(x) 31695.67 31680.36 31696.67 31694.28 31680.14 31680.10 31691.31 31681.62

(x, log(x)) 31693.43 31684.21 31695.04 31694.63 31682.37 31679.01 31696.63 31680.02

(x, log2(x)) 31693.13 31682.36 31695.03 31691.36 31681.38 31678.75 31690.98 31680.26

(log(x), log2(x)) 31695.11 31681.91 31696.71 31693.58 31680.03 31682.06 31691.40 31681.93

(x, log(x), log2(x)) 31694.44 31683.83 31696.05 31692.66 31680.67 31680.48 31690.13 31682.01

It is observed that the smallest AIC value of 31677.07 is achieved by the model with tilts

h1(x) = (x, log2(x)) and h2(x) = x.

We proceed to estimate the parameters and reference CDF according to 2.2 with

the chosen tilts. The confidence intervals of the tail probabilities for different thresholds

obtained from both G̃ and Ĝ are shown in Table 2.
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Table 2: Tail probability 1−G(T ) estimates and 95% confidence intervals for threshold
T = 5,10,25,50,100,150,200,250.

T 1− G̃(T ) 95% CI Length of CI

5 0.4447 (0.3773,0.5121) 0.1349

10 0.2790 (0.2004,0.3577) 0.1573

25 0.1482 (0.0693,0.2271) 0.1578

50 0.0915 (0.0201,0.1629) 0.1429

100 0.0548 (−0.0041,0.1138) 0.1178

150 0.0303 (−0.0125,0.0732) 0.0857

200 0.0264 (−0.0135,0.0662) 0.0798

250 0.0121 (−0.0142,0.0384) 0.0526

T 1− Ĝ(T ) 95% CI Length of CI

5 0.3191 (0.1859,0.4524) 0.2665

10 0.2553 (0.1307,0.3800) 0.2493

25 0.1277 (0.0323,0.2231) 0.1908

50 0.0851 (0.0053,0.1649) 0.1595

100 0.0851 (0.0053,0.1649) 0.1595

150 0.0426 (−0.0152,0.1003) 0.1154

200 0.0213 (−0.0200,0.0625) 0.0825

250 0.0000 - -

From Table 2, it is readily seen that the lengths of the confidence intervals obtained

by the DRM are significantly shorter than those obtained by the empirical CDF for a

given threshold T . The slightly negative lower bounds are due to computational problems

with small probabilities and should be replaced by 0’s.

It is worth noting that 1− Ĝ(250) = 0 while 1− Ĝ(50) = 1− Ĝ(100). This is due to

the fact that X0 does not contain observations between (50,100) or larger than 207.

However, we can make inferences on these regions based on G̃ since X1 and X2 do

contain observations between (50,100) or larger than 207.

Remark: The use of the DRM requires a justification in terms of goodness-of-fit tests

discussed in KDS (2017) and in Qin (2017). As argued in Voulgaraki, Kedem, and

Graubard (VKG) (2012), the DRM may not be valid for heavy tailed distributions.

Examples include attempts to fit the model to data from two Cauchy distributions and

from Cauchy and uniform distributions.

The graphical checking technique proposed in VKG (2012) is applied to check the

goodness-of-fit of the selected model. From Figure 1, it is readily seen that the points

roughly form a 45◦-line, indicating the closeness of Ĝ and G̃ and hence an adequate

DRM. A simulation of fusing absolute data from three Cauchy distributions, Cauchy(0,1),

Cauchy(1,2) and Cauchy(2,3) with respective sample sizes 47, 837, 1191, and tilts

h1(x) = (x, log2(x)) and h2(x) = x, has been conducted where the reference sample

contains the absolute data from Cauchy(0,1). These are the sample sizes and tilts used

in the analysis of the Forest radon data. It is observed in Figure 2 that the points are

far away from a 45◦-line, which indicates that the DRM is inappropriate. Such a result

agrees with the examples in VKG (2012) mentioned above.



164 X. Zhang , S. Pyne , B. Kedem: Model selection in radon...

0.2 0.4 0.6 0.8 1.0

0.
2

0.
4

0.
6

0.
8

1.
0

Ghat

G
til

de

Figure 1: Pairs (G̃(T ),Ĝ(T )) from the se-
lected radon data model
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Figure 2: Pairs (G̃(T ),Ĝ(T )) from the
DRM fit using absolute data from the
three Cauchy distributions

4. Summary

When the size of a sample is relatively small, the empirical CDF might be inadequate

for inference on distributions, while making parametric assumptions on the distributions

can lead to misspecification. The DRM enables us to make semi-parametric inference

about the reference distribution based on more observations, that is, based on fused

samples with parametric assumptions on the ratios of the densities. These assumptions

are generally weaker than the parametric assumptions on the distribution (ZPK 2019).

Furthermore, an AIC based model selection renders the assumptions more sensible and

hence it mitigates the problem of misspecification.

In the present residential radon application, we have seen that the lengths of the

confidence intervals for tail probabilities obtained by the DRM are shorter than those

obtained by the empirical CDF for a given threshold T .
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ABSTRACT

For the last several decades, the US Census Bureau has been applying AK compos-
ite estimation method for estimating monthly levels and month-to-month changes in
unemployment using data from the Current Population Survey (CPS), which uses a ro-
tating panel design. For each rotation group, survey-weighted totals, known as month-
in-sample estimates, are derived each month to estimate population totals. Denoting
the vector of month-in-sample estimates by Y and the design-based variance-covariance
matrix of Y by Σ, one can obtain a class of AK estimators as linear combinations of
Y , where the coefficients of a linear combination in the class are functions of the two
coefficients A and K. The coefficients A and K were optimized by the Census Bureau
under rather strong assumptions on Σ such as the stationarity of Σ over a decade. We
devise an evaluation study in order to compare the AK estimator with a number of
rival estimators. To this end, we construct three different synthetic populations that
resemble the Current Population Survey (CPS) data. To draw samples from these syn-
thetic populations, we consider a simplified sample design that mimics the CPS sample
design with the same rotation pattern. Since the number of possible samples that can
be drawn from each synthetic population is not large, we compute the exact Σ and
the exact mean squared error of all estimators considered to facilitate comparison. To
generate the first set of rival estimators, we consider certain subclasses of the broader
class of linear combinations of month-in-sample estimates. For each subclass, when Σ
is known, the optimum estimator is obtained as a function of Σ. An estimated optimal
estimator in each subclass is then obtained from the corresponding optimal estimator
when Σ is replaced by an estimator. Neither the AK estimator nor the estimated op-
timal estimators for these subclasses performed well in our evaluation study. In our
real life data analysis, the AK estimates are constantly below the survey-weighted esti-
mates, indicating potential bias. Our study indicates limitations of the approach that
generate an estimated optimal estimator by first obtaining the optimal estimator in
a class of linear combination of Y and then substituting in the optimal estimator an
estimate of Σ.
Any attempt to improve on the estimated optimal estimator in any given class

would require a thorough investigation of the highly non-trivial problem of estimation
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of Σ for a complex setting like the CPS. We have not discussed this problem in this
paper. Instead, we adapted the regression composite estimator used by Statistics
Canada in the CPS setting. Unlike the estimated optimal estimators, the regression
composite estimator does not require estimation of Σ and is less sensitive to the rotation
group bias in our simulation study. Our study indicates that there is a great potential
for regression composite estimation technique in improving estimation of both levels
and month-to-month changes in the unemployment rates.

Key words: calibration, estimated controls, longitudinal survey, labor force statistics.

1. Introduction

In repeated surveys, including rotating panel surveys, statistical data integration plays
an important role in producing efficient estimators by extracting relevant information over
time. To this end, various composite estimators have been proposed; see Jones (1980),
Yansaneh and Fuller (1998), Bell (2001), Singh et al. (2001), Fuller and Rao (2001)
and others. Such composite estimators typically improve on the standard direct survey-
weighted estimators in terms of mean squared error (MSE) and are commonly used by
different government agencies for producing official labor force statistics. For example,
to produce national employment and unemployment levels and rates, the U.S. Census
Bureau uses the AK composite estimation technique developed using the ideas given in
Gurney and Daly (1965).

Motivated by a Statistics Canada application, Singh and Merkouris (1995) introduced
an ingenious idea for generating a composite estimator that can be computed using
Statistics Canada’s existing software for computing generalized regression estimates.
The key idea in Singh and Merkouris (1995) is to create a proxy (auxiliary) variable
that uses information at the individual level as well as estimates at the population level
from both previous and current periods. Using this proxy variable, Singh and Merkouris
(1995) obtained a composite estimator, referred to as Modified Regression 1 estimator
(MR1) in the literature. However, Singh et al. (1997) noted that MR1 does not perform
well in estimating changes in labor force statistics, which motivated them to propose
a different composite estimator, called MR2, using a new proxy variable. Singh et al.
(2001) generalized the idea of MR1 and MR2 estimators by suggesting a general set of
proxy variables.

Fuller and Rao (2001) noted that the regression composite estimator proposed by
Singh et al. (1997) is subject to an undesirable drift problem, i.e., it may produce
estimates that drift away from the real value suggested by the underlying model as time
progresses. They proposed an alternative regression composite method to rectify the
drift problem. Their method differs from the method of Singh et al. (2001) in two
directions. First, the idea of rectifying the drift problem by a weighted combination of
the two proxy variables used for MR1 and MR2 is new. Secondly, their final regression
composite estimator involves estimation of the weight assigned to MR1 or MR2 control
variable in the weighted combination — this idea was not discussed in Singh et al.
(2001). In short, the Fuller-Rao regression composite estimator with estimated weight
cannot be viewed as a special case of Singh et al. (2001) and vice versa.
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Gambino et al. (2001) conducted an empirical study to evaluate the Fuller-Rao regres-
sion composite estimator, offered missing value treatment and listed several advantages
(e.g. weighting procedure, consistency, efficiency gain, etc.) of the Fuller-Rao regression
composite estimator over the AK estimator. Statistics Canada now uses the Fuller-Rao
method for their official labor force statistics production. Salonen (2007) conducted an
empirical study to compare the currently used Finnish labor force estimator with the
Fuller-Rao’s regression composite and other estimators. Bell (2001) applied the gener-
alized regression technique to improve on the Best Linear Unbiased Estimator (BLUE)
based on a fixed window of time points and compared his estimator with the AK com-
posite estimator of Gurney and Daly (1965) and with the modified regression estimator
of Singh et al. (1997), using data from the Australian Labour Force Survey. Beaumont
and Bocci (2005) proposed a regression composite estimator with missing covariates
defined using variables of interest from the previous month.

The main goal of this paper is to compare the design-based properties of the AK
estimator with different rival estimators using the CPS data. To this end, we first
expand the list of potential estimators by considering two new classes of composite
estimators. The first class includes the AK estimator as a member. The second class
generalizes the class of estimators considered earlier by Yansaneh and Fuller (1998)
to incorporate multiple categories of employment status (e.g., employed, unemployed,
and not in the labor force). We obtain the best linear unbiased estimator (BLUE)
for each class of estimators. We call them the best AK estimator and multivariate
BLUE, respectively. As special cases of the multivariate BLUE, one can generate the
univariate BLUE and the best AK estimator. If the covariance matrix between two
vectors of observations corresponding to any two different variables is a null matrix,
then multivariate BLUE is identical to the univariate BLUE when the design matrix is
the same for the variables. However, in general they are not identical when we do not
have a block-diagonal covariance structure as is the case in our problem.

The optimal estimator for a given class of estimators, derived under given model and
optimality condition, cannot be used as it involves unknown model parameters (e.g.,
variances and covariances). The AK estimator used by the Census Bureau is obtained
from the optimal estimator when variances and covariances are substituted by estimators
justified under a rather strong stationary assumption. We devise an evaluation study in
order to assess the exact design-based properties of different composite estimators using
the CPS data and CPS sample design. We demonstrate that the optimal estimator for
a given model with estimated variances and covariances can perform poorly even when
the modeling assumptions are valid. We included the multivariate BLUE with estimated
variances and covariances for completeness of this research. While the multivariate
BLUE performs the best under the model that generates it, it performed worse than the
univariate BLUE with estimated variances and covariances. Overall, we found that the
Fuller-Rao estimator performed the best among all composite estimators considered in
our study.

In Section 2, we discuss the population and sample design. In Section 3, we review
different classes of estimators and the optimal estimator within each class. In Section
4, we describe our evaluation study to assess the design-based properties of different
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estimators. In Section 5, we report the CPS data analysis. Some discussion and future
research topics are given in Section 6. We defer the proofs of relevant results and
description of CPS design to the Appendix. To facilitate reading of the paper, we list
all the notation used in the paper in the appendix.

2. Notations

2.1. Population

Our theoretical framework uses three indices to identify three dimensions: m for
month, k for individual and e for an employment status category. In this paper, we will
consider three categories of employment status: employed, unemployed and not in the
labor force. The theory and methods developed in this paper, however, extend to more
than 3 categories of employment status. Consider a sequence of finite populations of
individuals (Um)m∈{1...M}, where Um refers to the finite population for month m. Let
N denote the cardinality of U =

⋃M
m=1 Um. Let ym,k,e = 1 if the kth individual belongs

to Um and has eth employment status and ym,k,e = 0 otherwise, m ∈ {1, · · · ,M}, k ∈
{1, · · · ,N}, e ∈ {1,2,3}. Because of our three dimensional data structure, we find it
convenient to introduce arrays in developing our methodology and theory. Let y =

[ym,k,e]m∈{1,...,M},k∈{1,...,N},e∈{1,2,3} denote a three dimensional (M,N,3)-sized array. We
also define x as a 3-dimensional array of auxiliary variables indexed by month, individual
and auxiliary variable, and an array z, indexed the same way, which contains endogenous
variables in the sense that z is a function of x and y. Any element of an array with
(m,k)-index satisfying k /∈Um is equal to 0 by convention.

2.2. Notational conventions on arrays

Given subsets A, B, C of {1, . . . ,M}, {1, . . . ,N}, {1,2,3}, respectively (including the
full set), we use the following notation for sub-arrays: yA,B,C = [ya,b,c]a∈A,b∈B,c∈C, and
may replace A, B, or C by “.” when A = {1, . . . ,M}, B = {1, . . . ,N} or C = {1,2,3},
respectively: for example, y = y.,.,.. Let ty =

[
∑k∈U ym,k,e

]
m∈{1,...,M},e∈{1,2,3} be the

two dimensional (M,3)-sized array of population totals indexed by month m and
employment status e. We now show we can form a vector or matrix from an array. For a
p-dimensional (a1, . . . ,ap)-sized array A, define �A as the vector

(
�A1, . . . ,�A∏p

l=1 al

)
, where

∀(i1, . . . , ip) ∈∏p
l=1{1, . . . ,al}, �A1+∑p

l=1[∏l′<l(al′−1)i1] = Ai1,...,ip , with the convention that
a product over the empty set equals 1. By convention, when an array B is defined as
an ((a1, . . . ,ap),(b1, . . . ,bq))-sized array (with two vector of indexes), �A is the matrix[
�Ai, j

]
i∈{1,...,∏p

l=1 al}, j∈{1,...,∏q
l=1 bl}

such that ∀(i1, . . . , ip) ∈ ∏p
l=1{1, . . . ,al}, ( j1, . . . , jq) ∈

∏p
l=1{1, . . . ,al}, �A1+∑p

l=1[(il−1)∏l′<l(al′ )],1+∑q
l=1[( jl−1)∏l′<l(bl′ )]

= A(i1,...,ip),( j1,..., jp).
Given A an ((a1, . . . ,an),(b1, . . .bl)) array and B a ((b1, . . . ,bl),(c1, . . .cp)) ar-
ray, C = A× B is the ((a1, . . . ,an),(c1, . . .cp)) array defined by C(i1,...,in),(k1,...,kn) =

∑ j1,..., jl A(i1,...,in),( j1,..., jl)B( j1,..., jl),(k1,...,kn).
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2.3. The sample design

The CPS monthly sample comprises about 72,000 housing units and is collected for
729 areas (Primary Sampling Units) consisting of more than 1,000 counties covering
every state and the District of Columbia. The CPS, conducted by the Census Bureau,
uses a 4-8-4 rotating panel design. For any given month, the CPS sample can be grouped
into eight subsamples corresponding to the eight rotation groups. All the units belonging
to a particular rotating panel enter and leave the sample at the same time. A given
rotating panel (or group) stays in the sample for four consecutive months, leaves the
sample for the eight succeeding months, and then returns for another four consecutive
months. It is then dropped from the sample completely and is replaced by a group of
nearby households. Of the two new rotation groups that are sampled each month, one is
completely new (their first appearance in the panel) and the other is a returning group,
which has been out of the sample for eight months. Thus, in the CPS design, six out
of the eight rotation groups are common between two consecutive months (i.e., 75%
overlap), and four out of eight are common between the same month of two consecutive
years (i.e., 50% overlap) respectively; see Hansen et al. (1955). For month m, let Sm

denote the sample of respondents. Let Sm,g denote the set of sampled respondents in
the gth sample rotation group for month m and Sm =

⋃8
g=1 Sm,g. For a given month

m, the rotation groups Sm,g, g = 1, . . . ,8 are indexed so that g indicates the number of
times that rotation group Sm,g has been a part of the sample in month m and before.
In the US Census Bureau terminology, g is referred to as the month-in-sample (mis)
index and Sm,g as the month-in-sample g rotation group (more details on this design are
given in Section 4.3). We adopt a design-based approach in this study in which variables
x and y are considered fixed parameters of the underlying fixed population model for
design-based inference (Cassel et al., 1977, p. 2).

3. Estimation

3.1. Direct and month-in-sample estimators

Let wm,k denote the second stage weight of individual k in month m, ob-
tained from the basic weight (that is, the reciprocal of the inclusion probability)
after standard non-response and post-stratification adjustments. By convention,
wm,k = 0 if k /∈ Sm. Let w be the (M,N)-sized array indexed by m and k of
wm,k. We refer to CPS Technical Paper (2006) for a detailed account of weight
construction. The array of direct survey-weighted estimator of ty is given by
t̂direct
y =

[
∑k∈Sm wm,kym,k,e

]
m∈{1,...,M},e∈{1,2,3} . Define the (M,8,3)-sized array of month-

in-sample estimates: t̂mis
y =

[
8×∑k∈Sm,g wm,kym,k,e

]
m∈{1,...,M},g∈{1,...,8},e∈{1,2,3}

. For a

month-in-sample number g,
(
t̂mis
y
)
.,g,. is called the month-in-sample g estimator of ty.
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3.2. An extended Bailar model for the rotation group bias

Because of differential non-response and measurement errors across different rotation
groups, the direct and month-in-sample estimators are subject to a bias, commonly
referred to as the rotation group bias. Bailar (1975) proposed a class of semi-parametric
models on the expected values of the month-in-sample estimators. Under a model in this
class, (i) the bias of each month-in-sample estimator of total of unemployed depends
on the month-in-sample index g only, (ii) the bias is invariant with time, and (iii) the
vector of month-in-sample biases are bounded by a known linear constraint (without this
binding linear constraint, month-in-sample rotation group biases could only be estimated
up to an additive constant). Note that these very strong assumptions were made in
order to reveal the existence of what is known as the rotation group bias in US Census
Bureau terminology. It would be highly questionable to use this model for rotation group
bias correction because (i) the choice of the linear constraint would be totally arbitrary
in the absence of a re-interview experiment and (ii) the stationarity assumptions are
unreasonable. We propose the following model in order to extend the Bailar model to
account for the rotation group biases of the multiple categories:

E
[(

t̂mis
y

)
m,g,e

]
= (ty)m,e +bg,e, (1)

where b is a two-dimensional (8, p)-sized array of biases such that ∀e,Ceb.,e = 0, C1,C2,C3

being known linear forms satisfying Ce (1, . . . ,1)
T �= 0.

3.3. Estimation of unemployment rate and variance approximation

We define the function R : (0,+∞)3 → [0,1],x �→ x2/(x1 + x2). By convention, when
applied to an array with employment status as an index, x1, x2 denote the subarrays
for employment status 1 and 2, respectively, and / denotes the term by term divi-
sion. The unemployment rate vector is defined as r = R(ty) = (ty).,1 /

(
(ty).,1 +(ty).,2

)
.

Given an estimator t̂�y of ty, we derive the following estimator of r from t̂�y: r̂� = R(t̂�y).
Using the linearization technique, we can approximate the variance Var [r̂�m] of the un-
employment rate estimator for month m by J1Var

[(
t̂�y
)

m,.

]
J1

T , where J1 is the Jaco-

bian matrix: J1 =
(

d R(t)
d t

)(
(ty)�m,.

)
=
[
(ty)

−1
m,1 ,−(ty)m,1 (ty)

−2
m,2 ,0

]
, and the variance of

the estimator of change of the employment rate between two consecutive months by
J2Var

[((
t̂�y
)

m,.
,
(
t̂�y
)

m−1,.

)]
J2

T , where

J2 =

(
d R(t)−R(t ′)

d (t, t ′)

(
(ty)m,. ,(ty)m−1,.

))

=

[
(ty)

−1
m,1 ,−(ty)m,1 (ty)

−2
m,2 ,0,−(ty)

−1
m−1,1 ,(ty)m−1,1

(
(ty)m−1,2

)−2
,0

]
.
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3.4. The class of linear combinations of month-in-sample estimators

Here, as in Yansaneh and Fuller (1998), we consider the best estimator of counts by
employment status in the class of linear combinations of month-in-sample estimators.
Generalizing Yansaneh and Fuller (1998), the unbiasedness assumption of all month-in-
sample estimators is:

E
[
�̂tmis

y

]
= �X�ty, (2)

where X is the ((M,8,3),(M,3))-sized array with rows indexed by the triplet (m,g,e) and
columns indexed by the couple (m,e) such that X(m,g,e),(m′,e′) = 1 if m′ = m and e′ = e, 0
otherwise. Let L be a (p,(M,3))-sized array with p∈N\{0} and rows indexed by (m,e).
By class of linear estimators of Lty, we will designate the class of estimators that are
linear combinations of the month-in-sample estimators, i.e., of the form W�̂tmis

y , where W
is a fixed (does not depend on the observations) (p,(M×8×3))-sized matrix.

Best linear estimator

Let Σy = Vary

[
�̂tmis

y

]
. In the design-based approach, Σy is a function of the finite

population y. The variance of a linear transformation W�̂tmis
y of t̂mis

y is: Var
[
W�̂tmis

y

]
=

W T ΣyW. When month-in-sample estimators are unbiased, Σy is known, and only�̂tmis
y is

observed, and �X+�X = I, the Gauss-Markov theorem states that the BLUE of ty uniformly
in ty is the (M,3)-sized matrix t̂BLUE

y defined by

�X+(�X�X+)
(

I−Σy((I−�X�X+)+Σy(I−�X�X+))+
)
�̂tmis

y , (3)

where the + operator denotes the Moore-Penrose pseudo inversion, I is the identity
matrix. Here the minimization is with respect to the order on the space of symmetric
positive definite matrices: M1 ≤M2 ⇔M2−M1 is positive. It can be shown that �X+ =
�X

T
/8 in our case and that �X+�X = I. For more details about the Gauss-Markov result

under singular linear model, one may refer to (Searle, 1994, p. 140, Eq. 3b). This is a
generalization of the result of Yansaneh and Fuller (1998), as it takes into account the
multi-dimensions of y and non-invertibility of Σy. Note that Σy can be non-invertible,
especially when the sample is calibrated to a given fixed population size, considered
non-random, because of an affine relationship between month-in-sample estimates (e.g.,
∑8

g=1 ∑3
e=1

(
t̂mis
y
)

m,g,e is not random).
We recall the following:

(i) For any linear transformation L applicable to�ty, the best linear unbiased estimator
of L�ty uniformly in ty is L�̂tBLUE

y , which ensures that the BLUE of month-to-month
change can be simply obtained from the BLUE of level. Thus, there is no need for
searching a compromise between estimation of level and change.

(ii) For any linear transformation L applicable to�ty, any linear transformation J appli-

cable to L�ty, L�̂tBLUE
y ∈ argmin

{
JWΣy (JW )T

∣∣∣W,W�X = L
}

.Thus, the plug-in esti-
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mators for unemployment rate and month-to-month unemployment rate change
derived from the BLUE are also optimal in the sense that they minimize the lin-
earized approximation of the variance of such plug-in estimators, which can be
written in the form JWΣy (JW )T.

Remark: BLUE under Bailar rotation bias model

Here, we give the expression of the BLUE under the general Bailar rotation bias
model. Bailar’s rotation bias model can be written in the following matrix notation:

E
[
�̂tmis

y

]
= �X�ty +�X ′�b, (4)

where X ′ is a fixed known array; see also Yansaneh and Fuller (1998, equation 8). For
example under Model (1), with C1 = C2 = C3 = (1, . . . ,1), X ′ is the ((M,8,3),(7,2))-
sized array such that for m ∈ {1, . . . ,M}, g ∈ {1, . . . ,8}, g′ ∈ {1, . . . ,7},e ∈ {1,2,3},
e′ ∈ {1,2,3}, X ′(m,g,e),(g′,e′) = 1 if g= g′ < 8 and e= e′, −1 if g= 8 and e= e′, 0 otherwise.

We can reparametrize Model (4) as E[t̂mis
y ] =X�μ, where X� = [�X | �X ′], and the parameter

μ = [�ty |�b]T. The best linear unbiased estimator of�ty under this rotation bias model is
given by

LX�+(X�X�+)
(
I−Σy(I−X�X�+)+Σy(I−X�X�+))+

)�̂tmis
y ,

with L satisfying LX� = �X . This is a generalization of Yansaneh and Fuller (1998)
because it (i) considers non-invertible Σy, (ii) does not limit to a unidimensional variable
and (iii) is generalized to general Bailar’s model.

3.5. AK composite estimation

Definition

We define a general class of AK composite estimators. Let A = diag(a1,a2,a3) and
K = diag(k1,k2,k3) denote two diagonal matrices of dimension 3. The AK estimator
with coefficients A and K is defined as follows: first define

(
t̂AK
y
)

1,. =
(
t̂direct
y

)
1,. , then

recursively define for m ∈ 2, . . . ,M,

(
t̂AK
y
)

m,.
= (I−K)×

(
t̂direct
y

)
m,.

+K×
((

t̂AK
y
)

m−1,.+
4
3 ∑

k∈Sm∩Sm−1

(
wm,k,.ym,k,.−wm−1,k,.ym−1,k,.

))

+A×
(

∑
k∈Sm\Sm−1

wm,k,.ym,k,.− 1
3 ∑

k∈Sm∩Sm−1

wm,k,.ym,k,.

)
, (5)

where \ denotes the set difference operator and I is the identity matrix of dimension 3.
The sum of the first two terms of the AK estimator is indeed a weighted average of the
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current month direct estimator and the previous month AK estimator suitably updated
for the change. The last term of the AK estimator is correlated to the previous terms
and has an expectation 0 with respect to the sample design. Gurney and Daly (1965)
explained the benefits of adding the third term in reducing the mean squared error. The
Census Bureau uses specific values of A and K, which were empirically determined in
order to arrive at a compromise solution that worked reasonably well for both employment
level and rate estimation; see, e.g., Lent et al. (1999). The corresponding unemployment
rate estimator is obtained as: r̂AK

m = R
((

t̂AK
y
)

m,.

)
. Note that r̂AK

m depends on a1, a2, k1,
k2, but not on a3 and k3. Note that the class of AK estimators is a sub class of the
class of linear estimators, as the AK estimator can be written as a linear combination
of the month-in-sample estimators:

(
t̂AK
y
)

m,.
= ∑m

m′=1 ∑8
g=1 cm,m′,g

(
t̂mis
y
)

m′,g,. , where the
(3,3) matrices cm,m,g are defined recursively: ∀g ∈ {1, . . . ,8},c1,1,g = (1/8)× I and

∀m ∈ {2, . . . ,M},

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

∀g ∈ {1,5} cm,m,g = ((I−K)+A)/8
∀g ∈ {2,3,4,6,7,8} cm,m,g = ((I−K)+4K/3−A/3)/8
∀g ∈ {1,2,3,5,6,7} cm,m−1,g = cm−1,m−1,g×K− (4K/3)/8
∀g ∈ {4,8} cm,m−1,g = cm−1,m−1,g×K
∀1≤ m′ < m−1 cm,m′,g = cm−1,m′,g×K

(6)
∀m′ > m,g ∈ {1, . . . ,8},cm,m′,g = 0.

Let W AK be the ((M,3),(M,8,3)) array such that for m,m′ ∈ {1, . . . ,M},
g ∈ {1, . . . ,8}, e,e′ ∈ {1,2,3}, W AK

(m,e),(m′,g,e′) = cm,m′,g if e = e′, 0 otherwise. Then
�̂tAK

y = �W AK�̂tmis
y .

Notes on AK estimator

In presence of rotation bias, the bias of the AK estimator is �W AK�X ′�b, which may
not be equal to 0. Depending on the rotation bias model, an unbiased version of the
AK estimator may not exist. Furthermore, contrary to the BLUE, the best A and K
coefficients for estimation of one particular month and status may not be optimal for
another month and status. Moreover, the best A and K coefficients for estimation
of level may not be optimal for estimation of change. For example, it is possible to

find A,K,m,e,A′,K′,m′,e′ such that Var
[(

t̂AK
y
)

m,e

]
< Var

[(
t̂A
′,K′

y

)
m,e

]
and Var

[
t̂AK
ym′ ,e′

]
>

Var
[
t̂A
′,K′

ym′ ,e′

]
.

When Σy is known, let t̂BAK,level
y and t̂BAK,change

y denote the AK estimators
obtained by minimizing (with respect to A and K) the average approximated

variance of level estimators ∑M
m=1 J1Vary

[(
t̂A,Ky

)
m,.

]
J1

T and of change estimators

∑M
m=1 J2Vary

[(
t̂A,Ky

)
{m−1,m},.

]
J2

T , respectively; let t̂BAK,compromise
y denote the AK

estimator obtained by minimizing the averaged variance
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∑M
m=1

(
J1Vary

[(
t̂A,Ky

)
m,.

]
J1

T + J2Vary

[(
t̂A,Ky

)
{m−1,m},.

]
J2

T
)

. For AK estimation,

note that the three objective functions are polynomial functions of A and K whose
coefficients are functions of Σy. By using a standard numerical method (Nelder-Mead)
we can obtain the optimal coefficients.

3.6. Empirical best linear estimator and empirical best AK estimator.

Let Σ̂ be an estimator of Σy, and let t̂EBLUE
y be the estimator of ty obtained from (3)

when Σy is replaced by Σ̂. In the same manner, we can define the empirical best AK
estimators for change, level and compromise. For the CPS, optimal A and K coefficients
were determined so that a compromise objective function, accounting for the variances
of the month-to-month change and level estimates, would be minimum. The variances
were estimated under the assumption of a stationary covariance of month-in-sample
estimators; see Lent and Cantwell (1996). The method used in the Census Bureau
consists in choosing the best coefficients a1, a2, k1, k2 on a grid with 9 possible values
for each coefficient (0.1, . . . ,0.9).

3.7. Regression Composite Estimation

In this section we elaborate on the general definition of the class of regression com-
posite estimators parametrized by a real number α ∈ [0,1] as proposed by Fuller and
Rao (2001). This class includes regression composite estimators MR1 (for α = 0) and
MR2 (for α = 1) as defined by Singh and Merkouris (1995) and Singh et al. (2001). For
α ∈ [0,1], the regression composite estimator of ty is a calibration estimator

(
t̂r.c.,αy

)
m,.

defined as follows: provide calibration totals
(

tad j
x

)
m,.

for the auxiliary variables (they can

be equal to the true totals when known or estimated), then define
(
t̂r.c.,αz

)
1,. =

(
t̂direct
z

)
1,. ,

and wr.c.,α
1,k = w1,k if k ∈ S1, 0 otherwise. For m ∈ {2, . . . ,M}, recursively define

zr.c.(α)
m,k,. =

⎧⎨
⎩

α
(
τ−1

m
(
zm−1,k,.− zm,k,.

)
+ zm,k,.

)
+(1−α) zm−1,k,. if k ∈ Sm∩Sm−1,

α zm,k,.+(1−α)
(

∑k∈Sm−1
wr.c.,α

m−1,k

)−1 (
t̂cy
)

m−1,. if k ∈ Sm \Sm−1,
(7)

where τm =
(
∑k∈Sm∩Sm−1

wm,k
)−1 ∑k∈Sm wm,k. Then the regression composite estimator

of (ty)m,. is given by
(
t̂r.c.,αy

)
m,.

= ∑k∈Sm wr.c.,α
m,k ym,k, where

(
wr.c.,α

m,.

)
=argmin

⎧⎨
⎩∑

k∈U

(
w�

k−wm,k
)2

1(k /∈ Sm)+wm,k

∣∣∣∣∣∣w
� ∈ R

U ,
∑k∈Sm w�

kzr.c.(α)
m,k,. =

(
t̂r.c.,αz

)
m−1,.

∑k∈Sm w�
kxm,k,. =

(
tad j
x

)
m,.

⎫⎬
⎭,

(8)
and

(
t̂r.c.,αz

)
m,.

= ∑k∈Sm wr.c.,α
m,k zr.c.(α)

m,k , where 1(k /∈ Sm) = 1 if k /∈ Sm and 0 otherwise. Our
definition of regression composite estimator is more general than the one in Fuller and
Rao (2001) as it takes into account a multivariate version of y. Modified Regression 3
(MR3) of Gambino et al. (2001) does not belong to the class of regression composite
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estimators. The MR3 estimator imposes too many constraints in the calibration pro-
cedure, which leads to a high variability of the calibration weights; consequently, MR3
estimator has a larger MSE than composite regression estimators.

Choice of z and choice of α

Fuller and Rao (2001) studied the properties of the estimator
(
t̂r.c.,αy

)
m,1 for the choice

of z = y.,1. As the employment rate is a function of ym,1 and ym,2, we investigate the
properties of Regression Composite Estimator with the choice z = y. Fuller and Rao
(2001) proposed a method that allows for an approximation to the optimal α coefficient
for month-to-month change and level estimation, under a specific individual level super-
population model for continuous variables. They proposed this superpopulation model
to explain the drift problem of MR2 (regression composite estimator for α = 1) and
obtained the best coefficient α. Since we deal with a discrete multidimensional variable,
the continuous superpopulation model assumed by Fuller and Rao (2001) is not appro-
priate in our situation. It will be interesting to propose an approach to estimate the best
α in our situation. For our preliminary study, we examine a range of known α values in
our simulations and in the CPS data analysis.

4. Simulation Experiment

4.1. Description of Simulation Study

We conducted a simulation study to enhance our understanding of the finite sample
properties of different composite estimators. We generated three synthetic finite popu-
lations, each with size 100,000. In order to make the simulation experiment meaningful,
we generated employment statuses for each finite population in a manner that attempts
to capture the actual U.S. national employment rate dynamics during the study period
2005-2012. Moreover, in order to understand the maximum gain from the composite
estimation, we induced high correlation in the employment statuses between two consec-
utive months subject to a constraint on the global employment rate evolution. We set
the probability of month-to-month changes in employment statuses for an individual to
zero in case of no change in the corresponding direct national employment rates. Sam-
ples were selected according to a rotating design with systematic selection that mimics
the CPS sample design. Since the number of possible samples is only 1000, we are able
to compute the exact design-based bias, variance and mean squared error of different es-
timators, and subsequently, the optimal linear and optimal AK estimators. We compute
employment rate, total employed, and total unemployed over the 85-month period using
the direct, AK and the Fuller-Rao regression composite methods. We then compare the
optimal estimator in the class of regression composite estimators to those in the class of
the AK and best linear estimators. Note that the simulation study can be reproduced
using the R package we created for this purpose; see Bonnéry (2016c).
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4.2. Populations generation

We created three synthetic populations each with N = 100,000 individuals indexed
by 1, . . . ,N. For individual k of each population, we created a time series (ym,k,.)m∈1,...,M,
where ym,k,. ∈ {(1,0,0),(0,1,0),(0,0,1)} (for unemployed, not in labor force, employed),
and M = 85. Each individual belongs to one household consisting of 5 individuals.
The number of all households is H = 20,000; the set of all households is given by
{hi = {(5× (i−1)+1), . . . ,(5× i)} | i = 1, . . . ,H} . We created time series data under
certain constraints at the population level. For each population, unemployment rates
are the same as the direct estimates obtained from the CPS data. In population 1, the
proportion of people who change status between two consecutive months is minimal. In
populations 2 and 3, the proportions of persons who change from one status to another
between two consecutive months are equal to those estimated from the CPS data. In
population 2, a person with a small index has a higher probability to change status. In
population 3, the probability to change status between two consecutive months is the
same for all individuals with the same status.

4.3. Repeated design

We mimic the CPS design, which is described in appendix A. For month m, a sample
Sm is the union of 8 rotation groups. The design and the creation of rotation groups
are explained below. Rotation groups are made of n = 20 households with a total of
100 individuals. So for each month m, there are #(Sm) = 800 individuals in the sample,
and the inclusion probability of any unit is 1/125. The selection of longitudinal sample
S1, . . .Sm is made in 3 steps:

1. Draw an integer number η between 1 and 1,000 from a uniform distribution.

2. For �∈ 1, . . . ,(M+15), create a cluster of households Clu� =
⋃n

j=1 hi�, j , where i�, j =
rem

(
(r−1+ �−1)+ H

n × ( j−1),H
)
+1, and rem(a,b) denotes the remainder of

the Euclidean division of a by b.

3. Let δ1 = 0,δ2 = 1, δ3 = 2, δ4 = 3, δ5 = 12, δ6 = 13, δ7 = 14, δ8 = 15. For m ∈
{1, . . . ,M}, g ∈ {1, . . . ,8}, create the samples Sm,g = Clum+δg , and Sm =

⋃8
g=1 Sm,g.

We can compute exact design-based moments by drawing all the 1000 possible
samples under our sample design. For example, for η = 506, m = 12, g = 3, we
have Sm,g = Clu12+δ3 = Clu14, and Clu14 = {hrem((506−1+14−1)+ 20000

20 ×(k−1),20000)+1 | k =

1 . . .20}= {h19,h1019,h2019,h3019, . . . ,h19019}. Table 1 displays the rotation chart for our
simulation, which is identical to the CPS rotation chart (CPS Technical Paper, 2006,
Figure 3-1).

4.4. Rotation bias

In each sample, we introduced a measurement error by changing employment status
of 20% of employed individuals in month-in-sample group 1 from employed to unem-
ployed, which leads to an overestimation of the unemployment rate.
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Table 1: The CPS Rotation chart

Clu1 Clu2 Clu3 Clu4 Clu5 Clu6 Clu7 Clu8 Clu9 Clu10 Clu11 Clu12 Clu13 Clu14 Clu15 Clu16 Clu17 Clu18 Clu19 Clu20

Jan 05 S1,1 S1,2 S1,3 S1,4 S1,5 S1,6 S1,7 S1,8
Feb 05 S2,1 S2,2 S2,3 S2,4 S2,5 S2,6 S2,7 S2,8
Mar 05 S3,1 S3,2 S3,3 S3,4 S3,5 S3,6 S3,7 S3,8
Apr 05 S4,1 S4,2 S4,3 S4,4 S4,5 S4,6 S4,7 S4,8
May 05 S5,1 S5,2 S5,3 S5,4 S5,5 S5,6 S5,7 S5,8
Jun 05 S6,1 S6,2 S6,3 S6,4 S6,5 S6,6 S6,7
Jul 05 S7,1 S7,2 S7,3 S7,4 S7,5 S7,6
Aug 05 S8,1 S8,2 S8,3 S8,4 S8,5
Sep 05 S9,1 S9,2 S9,3 S9,4
Oct 05 S10,1 S10,2 S10,3 S10,4
Nov 05 S11,1 S11,2 S11,3 S11,4
Dec 05 S12,1 S12,2 S12,3 S12,4
Jan 06 S13,1 S13,2 S13,3 S13,4
Feb 06 S14,1 S14,2 S14,3 S14,4
Mar 06 S15,1 S15,2 S15,3 S15,4
Apr 06 S16,1 S16,2 S16,3 S16,4
May 06 S17,1 S17,2 S17,3 S17,4
Jun 06 S18,1 S18,2 S18,3
Jul 06 S19,1 S19,2
Aug 06 S20,1

Source: CPS Technical Paper (2006, Figure 3-1)

4.5. Variance on month-in-sample estimators computation

As we draw all the possible samples, we are able to compute the exact variance of
any estimator. Moreover, we are able to compute the true Σy, which yields both the
optimal best linear and AK estimators.

4.6. Estimation of Σy

Define

σ2
m,m′ =

∑H
i=1

(
∑k∈hi ym,k,.−

∑H
i′=1 ∑k′∈hi′

ym,k′ ,.
H

)(
∑k∈hi ym′,k,.

)T
H−1

.

We estimate σ2
m,m′ by

σ̂2
m,m′ =

∑
i∈{1,...,H}|hi⊂Sm∩Sm′

(
∑

k∈h
ym,k,.− ∑H

i=1 ∑k∈hi ym′ ,k,.
#{i∈{1,...,H}|hi⊂Sm∩Sm′ }

)(
∑

k∈h
ym′,k,.

)T

#{i ∈ {1, . . . ,H} | hi ⊂ Sm∩Sm′ }−1

if Sm∩Sm′ �= /0, 0 otherwise. Let m,m′ ∈ {1, . . . ,M}, g,g′ ∈ {1, . . . ,8}. If m′+δg′ = m+δg

then Sm,g = Sm′,g′ and we approximate the distribution of Sm′,g′ by a cluster sampling,

where the first stage is simple random sampling. We estimate Cov
[
t̂mis,g
m , t̂mis,g

m′
]

by

Ĉov
[
t̂mis,g
ym,e , t̂mis,g′

ym′ ,e′

]
= (H)2

(
1− n

H

) σ̂2
m,m′
n/8 . If m′+ δg′ �= m+ δg, then Sm,g ∩ Sm′,g′ = /0 and

we approximate the distribution of (Sm,g,Sm′,g′) by the distribution of two independent
simple random samples of clusters conditional to non-overlap of the two samples.
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Table 2: Optimal (a1,k1) and (a2,k2) values for the three synthetic populations

Population 1 Population 2 Population 3

(a1,k1) (unemployed)
Level (0.0471,0.85) (0.0395,0.398) (−0.0704,−0.619)

Compromise (0.029,0.895) (0.00175,0.0551) (0.0038,0.0253)
Change (0.0243,0.89) (0.0358,0.362) (−0.0239,−0.445)

(a2,k2) (employed)
Level (0.0714,0.752) (0.0453,0.73) (−0.0354,0.825)

Compromise (−0.0075,−0.232) (0.002,0.0598) (0.0464,0.0482)
Change (−0.0187,−0.256) (0.0658,0.723) (−0.0529,0.836)

We estimate Cov
[
t̂mis
m,g,., t̂

mis
m′,g′,.

]
by Ĉov

[
t̂mis
ym,g,. , t̂

mis
ym′ ,g′ ,.

]
=−Hσ̂2

m,m′ .

4.7. Choice of optimal estimator in each class

In our simulations, the best linear unbiased estimator turned out to be exact in the
sense that for the three different choices of y (population 1, population 2, population
3), the (1000,2040)-matrix Y whose rows are the 1000 probable values of�̂tmis

y is of rank
1000, so for all (m,e), we can find a 2040-sized vector xm,e such that Y xm,e = (ty)m,e .1,
where 1 is 1000-sized vector of ones. Then, we define Wo as the ((M×8×3),(M×3))-
sized array whose rows are the vectors xm,g such that W0 Y T =�ty. This surely implies
Wo
�̂tmis

y =�ty, and hence the BLUE is necessarily equal to Wo
�̂tmis

y , a result that we were able
to reproduce in our simulations. This situation is particular to our simulation setup,
which allows a small number of possible samples, but with a design for which the number
of probable samples is larger than the number of month-in-sample estimates, the best
linear unbiased estimator would likely have a strictly positive variance. We computed
the objective functions for α ∈ {0,0.05, . . . ,1} only. Table 2 shows the optimal values
for a1, k1, a2, and k2 for the three different populations and the best empirical estimator
for level, change and compromise. The Census Bureau uses the coefficients a1 = 0.3,
k1 = 0.4, a2 = 0.4 and k2 = 0.7 for the CPS. We notice that for each population, the
best set of coefficients for change, level and compromise is very close, which means that
the optimal choice for level is also almost optimal for change for those three populations.
Table 3 shows the best coefficient α for the regression composite estimators.

4.8. Analysis without measurement error

Figure 1 displays the relative mean squared errors of different estimators of unem-

ployment level and change over time:
(

MSE[r̂�m]
MSE[r̂direct

m ]

)
m∈{1,...,M}

, and
(

MSE[r̂�m−r̂�m−1]
MSE[r̂direct

m −r̂direct
m−1 ]

)
m∈{2,...,M}

, for �∈ {direct,AK, r.c.}. In this figure, the best representa-

tive in each class is chosen in the sense that the coefficients of Tables 2 and 3 are used.
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Table 3: Optimal regression composite estimator’s α parameter value for three synthetic
populations

Population 1 Population 2 Population 3

Level 0.55 (0.6) 0.45 (0.6) 0
Change 1 0.75 0.8

Compromise 0.55 (0.6) 0.45 (0.6) 0
Numbers in the parentheses indicate parameter values in presence of rotation with bias when different

Table 4: For three synthetic populations, quantiles and means (over months) of the
relative mean squared errors of unemployment level estimators

Population 1 Population 2 Population 3

Best Arb. Emp. Best Arb. Best Arb. Emp. Best Arb. Best Arb. Emp. Best Arb.
AK AK AK r.c. r.c. AK AK AK r.c. r.c. AK AK AK r.c. r.c.

0% 0.318 1 1 0.322 0.477 0.87 1 1 0.863 0.885 0.983 1 1 0.994 0.994
25% 0.377 1.52 2.59 0.38 0.546 0.906 1.35 2.56 0.913 0.94 0.996 1.08 1.03 1 1.01
50% 0.409 1.6 2.64 0.42 0.591 0.929 1.41 2.7 0.945 0.974 0.997 1.14 1.04 1 1.02
75% 0.454 1.95 2.74 0.472 0.663 0.951 1.49 2.79 0.969 0.989 1 1.26 1.07 1 1.02

100% 1 2.09 2.86 1 1 1 1.68 3.08 1 1.02 1.01 1.65 1.14 1.01 1.15
Mean 0.431 1.72 2.64 0.443 0.613 0.926 1.42 2.66 0.94 0.966 0.997 1.19 1.05 1 1.02

Note that in the absence of measurement error, the performances of all best “estimators”
are comparable.

When trying to estimate the best A and K, the results differ. For different synthetic
populations, Table 4 and 5 report the quantiles of relative mean squared errors of the
best AK estimator, the empirical best AK estimator, the AK estimator with coefficient
taken arbitrarily equal to the CPS AK coefficients (Arb. AK column), the best regression
composite estimator (r.c.column) and the Regression Composite estimator with α taken
arbitrarily equal to 0.75 (Arb. AK column) for the level and change estimation, respec-
tively. For all three synthetic populations, both the estimated best AK estimator and
arbitrary AK estimator perform worse than the direct estimator. Moreover, the arbitrary
regression composite estimator seems to behave much better than the estimated best
AK estimator and arbitrary AK estimators. We observe (not reported here) that the esti-
mated best linear estimator performs worse than the estimated best AK estimator. This
underlines the weakness of the AK and Yansaneh-Fuller type estimators: without a good
estimator of the variance-covariance matrix, they perform very poorly. We note that the
regression composite estimator with arbitrary α performs better without requiring any
estimation of the variance.
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Figure 1: Relative mean squared errors of different estimated series of unemployment
level and of month-to-month changes
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4.9. Analysis with measurement error

Under (2), a solution to the rotation group bias for adapting the AK es-
timator consists in estimating the rotation bias parameter vector b and then
applying AK coefficients to corrected month-in-sample estimates, to obtain(
t̂AK∗
y

)
m,.

= ∑m
m′=1 ∑m

m′=1

(
cm,m′,g

(
t̂mis,g
y

)
m,g,.

− b̂g

)
. The question of how to adapt

the regression composite estimator to take into account measurement error is more
complicated. Besides, the model used for rotation bias is itself questionable. The linear
constraint on b (∑bg,. = 0 or b1,. = 0) is imposed to address an identifiability problem,
but one cannot assess its validity. As a result we think it is not a good way to deal with
the rotation bias. We have not investigated how to adapt the regression composite
estimator to address the problem of rotation bias. Instead we studied its behaviour in
presence of rotation bias. To this end, we systematically (for all months, all samples)
changed the status of up to 2 unemployed persons of month-in-sample group 1 from
unemployed to employed. For different populations, Tables 6 and 7 display quantiles
and means of the relative mean squared errors of the best AK estimator and the best
regression composite estimator for both level and change. We applied the best AK and
best regression composite estimators to the cases without measurement error and with
measurement error. We notice that AK estimator is very sensitive to rotation bias,
whereas regression composite estimator is not. A reason may be that introducing a
variable not correlated to the study variables in the calibration procedure does not much
change the estimation of the study variable. Rotation bias weakens the correlation
between z and y, and yet the performance of the regression composite estimator is
comparable to the performance of the direct.

Table 5: Quantiles and means (over months) of the relative mean squared errors for
different populations and unemployment month-to-month change estimators

Population 1 Population 2 Population 3

Best Arb. Emp. Best Arb. Best Arb. Emp. Best Arb. Best Arb. Emp. Best Arb.
AK AK AK r.c. r.c. AK AK AK r.c. r.c. AK AK AK r.c. r.c.

0% 0.0959 2.77 5.43 0.0279 0.0936 0.845 0.872 2.72 0.774 0.791 0.973 0.998 1.01 0.984 0.994
25% 0.123 3.31 6.35 0.0455 0.112 0.887 0.953 3.07 0.835 0.847 0.99 1.02 1.03 0.992 1
50% 0.142 3.68 6.64 0.0552 0.127 0.914 0.998 3.33 0.885 0.89 0.993 1.02 1.04 0.997 1
75% 0.215 5.21 6.93 0.146 0.201 0.932 1.03 3.62 0.916 0.919 0.996 1.03 1.06 1 1

100% 0.395 6.12 7.59 0.355 0.383 0.971 1.13 3.92 0.965 0.967 1.04 1.06 1.14 1.11 1.01
Mean 0.174 4.21 6.68 0.102 0.163 0.909 0.993 3.33 0.876 0.883 0.993 1.03 1.04 1 1
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Table 6: Quantiles and means (over months) of the relative mean squared errors of
unemployment level estimators for different populations.

Population 1 Population 2 Population 3 Pop. 1 (bias) Pop. 2 (bias) Pop. 3 (bias)

AK r.c. AK r.c. AK r.c. AK r.c. AK r.c. AK r.c.

0% 0.318 0.322 0.87 0.863 0.983 0.994 1 0.0521 1 0.117 0.919 0.158
25% 0.377 0.38 0.906 0.913 0.996 1 46.1 0.0735 2.78 0.155 1.5 0.739
50% 0.409 0.42 0.929 0.945 0.997 1 47.9 0.0949 2.81 0.179 1.59 0.768
75% 0.454 0.472 0.951 0.969 1 1 52.5 0.115 2.86 0.254 1.86 0.786

100% 1 1 1 1 1.01 1.01 57.6 0.162 2.92 0.3 2.18 0.843
Mean 0.431 0.443 0.926 0.94 0.997 1 45.6 0.0957 2.77 0.203 1.64 0.754

5. The CPS Data Analysis

5.1. Implementation of regression composite estimator for the CPS

5.1.1 Choice of α

Under a simple unit level times series model with auto-regression coefficient ρ, Fuller
and Rao (2001) proposed a formal expression for an approximately optimal α as a
function of ρ and studied the so-called drift problem for the MR2 choice: α = 1. They
also proposed approximate expressions for variances of their estimators for the level
and change. For various reasons, it seems difficult to obtain the optimal or even an
approximately optimal α needed for the Fuller-Rao type regression composite estimation
technique to produce the U.S. employment and unemployment rates using the CPS data.
First of all, the simple time series model used by Fuller and Rao (2001) is not suitable
to model a nominal variable (employment status) with several categories. Secondly, the
complexity of the CPS design poses a challenging modeling problem. Before attempting
to obtain the optimal or even an approximately optimal choice of α required for the
Fuller-Rao type regression composite method, it will be instructive to evaluate regression
composite estimators for different known choices of α. This is the focus of this section.

5.1.2 Choice of x and z

In our study, we considered two options for z: (i) z = y, (ii) a more detailed employ-
ment status variable with 8 categories. As the use of this more detailed variable reduces

Table 7: Quantile and means (over months) of the relative mean squared errors of
unemployment month-to-month change estimators for different populations.

Population 1 Population 2 Population 3 Pop. 1 (bias) Pop. 2 (bias) Pop. 3 (bias)

AK r.c. AK r.c. AK r.c. AK r.c. AK r.c. AK r.c.

0% 0.0959 0.0936 0.845 0.791 0.973 0.994 0.422 0.0298 0.898 0.457 1.19 0.935
25% 0.123 0.112 0.887 0.847 0.99 1 0.477 0.0385 0.938 0.552 1.48 0.994
50% 0.142 0.127 0.914 0.89 0.993 1 0.515 0.05 0.954 0.583 1.5 1.01
75% 0.215 0.201 0.932 0.919 0.996 1 0.563 0.093 0.971 0.613 1.52 1.02

100% 0.395 0.383 0.971 0.967 1.04 1.01 3.96 0.209 1.25 0.673 1.58 1.05
Mean 0.174 0.163 0.909 0.883 0.993 1 0.665 0.0671 0.958 0.581 1.48 1
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the degrees of freedom in the calibration procedure and leads to estimates with a higher
mean squared error, we report results for option (i) only. For an application of the
Fuller-Rao method, one might think of including all the variables that have already been
used for the weight adjustments in the x variables. However, this would introduce many
constraints on the coefficients and thus is likely to cause a high variability in the ratio of
wm,k and wr.c.

m,k. The other extreme option is not to use any of the auxiliary variables, but
then the final weights would not be adjusted for the known totals of auxiliary variables
x. As a compromise, we selected only two variables: gender and race.

5.2. Results

Figure 2(a) displays the difference r̂AK
m − r̂direct

m between different composite estimates
and the corresponding direct estimates against months m. For the regression composite
estimator, we considered three choices: (i) α = 0.75 (suggested by Fuller and Rao), (ii)
α = 0 (corresponding to MR1), and (iii) α = 1 (corresponding to MR2). We display
similar graphs for month-to-month change estimates in Figure 2(b). Notice that α = 0
and α = 1 correspond to MR1 and MR2, respectively. We display similar graphs for
month-to-month change estimates in Figure 2.

It is interesting to note that the AK composite estimates of unemployment rates are
always lower than the corresponding direct estimates in Figure 2(a). To our knowledge,
this behavior of AK composite estimates has not been noticed earlier. In contrast, the
regression composite estimates MR1 are always higher than the corresponding direct
estimates. However, such deviations decrease as α gets closer to 1 as shown in Figure
2(a). Application of the Fuller-Rao method at the household level causes an increase in
the distance between the original and calibrated weights and one may expect an increase
in the variances of the estimates. Figure 2(b) does not indicate systematic deviations of
the composite estimates of the month-to-month changes from the corresponding direct
estimates. Deviations of the regression composite estimates from the corresponding
direct estimates seem to decrease as α approaches 1.

6. Discussion

Our study reveals that there is ample scope for improving the AK estimator used by
the Census Bureau. We would like to emphasize the following undesirable features of
the AK estimation method:

(i) The method used to compute optimal coefficient is crude — the best coefficients
are selected from 9 different values. Our R package, based on the built in R Nelder-Mead
algorithm, can provide the optimal coefficients within 8 digits of precision in a reasonable
time.

(ii) The stationarity assumption on the variances and covariances of the month-in-
sample estimators over a period of 10 years does not seem realistic, and to our knowledge,
has not been tested before. Moreover, even if the stationary model was reasonable, the
complexity of the CPS sample design makes it difficult to evaluate the quality of the
estimators used for that model. The difficulty in proposing a stochastic model for the
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Figure 2: Estimated series of differences between different composite estimates and the
corresponding direct estimates
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best linear estimators in the CPS was pointed out earlier by (Jones, 1980, Sec. 4). Our
evaluation study shows that the AK estimators is very sensitive to the choices of A and
K and that the errors in the estimation of the variances and covariances may lead to poor
performance of the AK estimators. Moreover, estimators of variances and covariances
of month-in-sample estimators affect the performances of empirical best linear unbiased
estimators.

(iii) Using the Bailar model for the bias in our study, we showed that AK estimator is
very sensible to rotation group bias. There is currently no satisfactory way to correct the
AK estimator for the rotation bias. The Bailar model relies on an arbitrary constraint
on the month-in-sample biases and a strong stationarity assumption of the month-in-
sample bias and should not be used unless some re-interview study can justify the Bailar’s
model. One possible option would be to study the rotation bias at the individual level
using resampling method. In this paper, we have not investigated how to adapt the
regression composite estimator to address the problem of rotation bias. This could be a
good problem for future research.

(iv) The computation of composite weights in CPS to calibrate the weights on the AK
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estimators will affect all other weighted estimators. Although Lent and Cantwell (1996)
showed that there was not a big effect on the estimates, considering the concerns about
AK estimators listed before, we do not think that the use of those composite weights is
a good option.

(v) The CPS data analysis shows that the AK estimates are consistently smaller than
the corresponding direct survey-weighted estimates for the period 2005-2012. This is
also a source of concern.

The composite regression estimator does not rely on an estimation of the variances
and covariances matrix. In our simulation study, it appears to be less sensitive to rotation
group bias, and bounces around the survey-weighted estimates when applied to the real
CPS data. Our study encourages the use of the regression composite method in the US
labor force estimation.

To facilitate and encourage further research on this important topic, we make the
following three R packages, developed under this project, freely available: (i) the pack-
age dataCPS can be used to download CPS public data files and transform them into
R data set (Bonnéry (2016b)); (ii) the package CompositeRegressionEstimation can be
used to compute the AK, best AK, composite regression, linear and best linear estima-
tors (Bonnéry (2016a)); (iii) the package pubBonneryChengLahiri2016 can be used to
reproduce all computations and simulations of this paper (Bonnéry, 2016c).
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APPENDIX

A. Description of CPS design

This section uses CPS notations for rotation groups. Let U be the intersection of a
given basic primary sampling unit component (BPC) and one of the frames used in CPS
(see CPS Technical Paper (2006)). The BPC is a set of clusters of about four housing
units, the clusters are the ultimate sampling units (USU). Let N be the number of
clusters in U . The clusters in U are sorted according to geographical and demographic
characteristics and then indexed by k = 1 . . .N. In the sequence, we will designate a
cluster by its index. Let SIw be the adjusted within-PSU sampling interval, as defined in
CPS Technical Paper (2006, p. 3-11). Let n =

⌊
(21×8∗SIw)

−1N
⌋
, where 
.� is the floor

function. The number n is the sample size for a sample rotation group. The drawing of
the USU within the PSU consists in the generation of a random number X according to
the uniform law on [0,1]. For i = 1 . . .n, j = 1 . . .8, �= 85 . . .(85+15), let ki, j,� denote
the cluster ki, j,� = 
(X + 8× (i− 1)+ j)× SIw +(�− 85)�. Then, with the notations of
CPS Technical Paper (2006) for �= 85 . . .100, j = 1 . . .8, the rotation group j of sample
A� is given by

A�, j =
{

ki, j,� | i = 1 . . .n
}
.

For a given month the sample consists of 8 rotation groups. There are 120 months
in a period of 10 years. For m = 1 . . .120, j′ ∈ {1, . . . ,8}, �m, j′ and jm, j′ are given by:
jm, j′ = t + j′ −1−8×
(t + j′ −2)/8�. If j′ ∈ {1, . . . ,4}, �m, j′ = 85+ 
(t + j′ −2)/8�. If
j′ ∈ {5, . . . ,8}, �m, j′ = 86+ 
(t + j′ −2)/8�.

The sample of the mth month, counting from November 2009, is given by

sm =
8⋃

j′=1

A�m, j′ , jm, j′ .
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For example, June 2013 corresponds to m= 44, counting from November 2009. Then

�m,1 = 85+ 
43/8�= 90 jm,1 = 44−8×
43/8�= 4

�m,2 = 85+ 
44/8�= 90 jm,2 = 45−8×
44/8�= 5

�m,3 = 85+ 
45/8�= 90 jm,3 = 46−8×
45/8�= 6

�m,4 = 85+ 
46/8�= 90 jm,4 = 47−8×
46/8�= 7

�m,5 = 86+ 
47/8�= 91 jm,5 = 48−8×
47/8�= 8

�m,6 = 86+ 
48/8�= 92 jm,6 = 49−8×
48/8�= 1

�m,7 = 86+ 
49/8�= 92 jm,7 = 50−8×
49/8�= 2

�m,8 = 86+ 
50/8�= 92 jm,8 = 51−8×
50/8�= 3

We can check from the CPS rotation chart (CPS Technical Paper, 2006, Fig. 3-1)
that the sample of June 2013 consists of the 4th, 5th, 6th, 7th rotation groups of A90,
of the 8th rotation group of A91, and of the 1st, 2d and 3rd rotation groups of A92:

SJune 2013 = A90,4∪A90,5∪A90,6∪A90,7∪A91,8∪A92,1∪A92,2∪A92,3.
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Abstract

Microsimulations make use of quantitative methods to analyze complex phe-

nomena in populations. They allow modeling socioeconomic systems based on

micro-level units such as individuals, households, or institutional entities. How-

ever, conducting a microsimulation study can be challenging. It often requires

the choice of appropriate data sources, micro-level modeling of multivariate pro-

cesses, and the sound analysis of their outcomes. These work stages have to

be conducted carefully to obtain reliable results. We present a generic business

process model for conducting microsimulation studies based on an international

statistics process model. This simplifies the comprehensive understanding of

dynamic microsimulation models. A nine-step procedure that covers all relevant

work stages from data selection to output analysis is presented. Further, we ad-

dress technical problems that typically occur in the process and provide sketches

as well as references of solutions.

Keywords: multi-source analysis, multivariate modeling, social simulation, synthetic
data generation

1. Introduction

Microsimulation studies represent a powerful tool for the multivariate analysis of pop-

ulations (Merz, 1993; O’Donoghue, 2001; O’Donoghue and Dekkers, 2018; Burgard et

al., 2019a). While macrosimulation methods are limited to selected population char-

acteristics on an aggregated level, microsimulation methods are capable of considering

1Trier University, Department of Economic and Social Statistics, Germany.
E-mail: burgardj@uni-trier.de. ORCID: https://orcid.org/0000-0002-5771-6179.

2Trier University, Department of Economic and Social Statistics, Germany.
E-mail: dieckmann@uni-trier.de. ORCID: https://orcid.org/0000-0002-6455-1210.

3Trier University, Department of Economic and Social Statistics, Germany.
E-mail: krause@uni-trier.de. ORCID: https://orcid.org/0000-0002-2473-1516.

4Trier University, Department of Economic and Social Statistics, Germany.
E-mail: merkle@uni-trier.de. ORCID: https://orcid.org/0000-0001-7653-383X.

5Trier University, Department of Economic and Social Statistics, Germany.
E-mail: muennich@uni-trier.de. ORCID: https://orcid.org/0000-0001-8285-5667.

6Trier University, Department of Economic and Social Statistics, Germany.
E-mail: neufang@uni-trier.de. ORCID: https://orcid.org/0000-0002-8241-4818.

7Trier University, Department of Economic and Social Statistics, Germany.
E-mail: schmaus@uni-trier.de. ORCID: https://orcid.org/0000-0002-2037-4312.



192 J. P. Burgard et al.: A generic business process model...

individual characteristics and interactions. This allows for a more comprehensive un-

derstanding of the population and sophisticated projections on its development. As a

result, microsimulations are increasingly applied for the analysis of complex systems. Ex-

emplary applications are provided by Bourguignon and Spadaro (2006), Pichon-Riviere

et al. (2011), Li and O’Donoghue (2013), Markham et al. (2017), O’Donoghue and

Dekkers (2018), and Burgard et al. (2020).

Microsimulation studies are often performed according to a basic procedure. First,

an adequate base dataset as a representation of the target population is needed. This

requires either synthetic data or empirical observations from administrative records and

surveys (Li and O’Donoghue, 2013). Next, selected features that characterize the popu-

lation in its initial state are altered in scenarios. The scenarios are projected into future

periods and construct individual branches in the evolution of the base population. After

a sufficient number of simulation periods, the branches are compared. The comparison

provides insights into essential dynamics and interdependencies within the population

that typically cannot be assessed otherwise (Li and O’Donoghue, 2013; Burgard et al.,

2019b).

However, there is a lack in generic descriptions on how to construct, implement, and

evaluate microsimulations. This makes it difficult for researchers that are new to the

field to properly conduct their own studies. Microsimulations require the statistically

sound combination of multiple data sets, the construction of a sophisticated simulation

infrastructure, as well as the careful analysis of simulation outcomes. If these challenges

are not addressed properly, microsimulation results are not reliable and may lead to false

conclusions in the analysis.

In this paper, we present a generic business process model for conducting microsim-

ulation studies. We develop a coherent framework that can be used as instruction for

all relevant work stages, including data generation, population projection, and output

analysis. Drawing from the generic statistical business process model by UNECE (2013),

our model consists of nine sequential steps. For each step, we elaborate on data require-

ments, methodological challenges, as well as possible solutions. Our descriptions can

be broadly used as guidance to properly perform microsimulation research for various

applications.

The remainder of the paper is organized as follows. In Section 2, we cover the

specification of needs, data selection and preparation. Section 3 describes the population

projection. In particular, we look at the design of the microsimulation model, population

dynamics, as well as the actual simulation. In Section 4, we address output analysis.

Here, relevant aspects are the analysis of simulation results, dissemination strategies, and

evaluation. Section 5 closes with some concluding remarks and an outlook on future

research.
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2. Requirements and data selection

2.1. Step 1: Specification of needs

The underlying concept of microsimulations is to model the actions and interactions of

micro-level units in a population to analyze their impact on the macro-level (Spielauer,

2011). For instance, micro-level units may represent individuals in the context of social

change, firms in a competitive market situation, and cars as part of traffic or transport

systems. Thus, in order to conduct a microsimulation study that allows for reliable

results, a suitable simulation frame and clear research questions have to be defined.

This can be done by answering the following questions:

• What kind of system shall be simulated?

• What are the characteristics of interest?

• Under which scenarios shall these features be studied?

• Which hypotheses shall be investigated?

• What are the smallest relevant entities for this purpose?

• What are potentially relevant processes and interdependencies?

• What temporal frequency for projection has to be considered?

An important distinction is between static and dynamic microsimulations (Rahman

and Harding, 2017; Hannappel and Troitzsch, 2015). Static microsimulations typically

have fewer data requirements and demand less computational resources than dynamic

microsimulations. They are suitable for applications where the immediate effect of a

clearly defined external change on micro-level units is of interest. The attributes

associated with micro-level units are mainly persistent over the simulation process. In

this setting, the temporal change of micro-level attributes can be modeled indirectly via

reweighting and uprating (inflating/deflating) of variables (Dekkers, 2015). Prominent

models such as EUROMOD (Sutherland and Figari, 2013) commonly focus on the impact

of possible (e.g. tax-related) policy changes.

Dynamic microsimulation models such as DYNASIM (Favreault et al., 2015) allow for

a more sophisticated evolution of the population on the micro-level. A given micro-level

characteristic is an endogenous factor in the simulation. The probability for a specific

realization depends on both the simulated time and the realizations of other micro-level

characteristics. Likewise, dynamic microsimulations are characterized by stochastic tran-

sitions and direct temporal changes of micro-level unit attributes. They are suitable for

applications where multidimensional dependencies between micro-level units are relevant

for the simulation outcomes. For instance, Burgard et al. (2019a) used a dynamic model

for investigating future long-term care demand in a city, which required the anticipation

of family structures and neighborhood characteristics. Naturally, this simulation type

can be very resource-intensive.
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A further distinction of dynamic models is with respect to the representation of time:

discrete and continuous. In discrete-time dynamic microsimulations, temporal changes

occur at predefined time intervals, such as simulated months or years. In continuous-

time dynamic microsimulations, temporal changes occur at any given time within the

simulated time domain (simulation horizon). Conceptually, the choice between these

modes depends on whether it is necessary to account for interperiodic events in light of

the research questions. Methodologically, the choice should be based on the assump-

tions regarding transition dynamics the researcher is willing to make. Discrete dynamics

require less assumptions for the modeling of a given transition, but are also less flexible

in accounting for complex interdependent event sequences (Willekens, 2017). Continu-

ous dynamics typically require far-reaching assumptions on conditional transition rates,

but are generally capable of displaying highly complex temporal event dependencies.

For deeper insights into dynamic microsimulation modeling, see for example Li and

O’Donoghue (2013), O’Donoghue and Dekkers (2018), and Willekens (2017).

Another crucial distinction is between open and closed population microsimulations

(Spielauer, 2009). It refers to the question of whether micro-level units can interact

with other micro-level units that are not initially part of the system of interest. In a

closed-population microsimulation model, interactions are restricted to units that are

part of the base population prior to projection. In an open population microsimulation

model, new units can be generated that are added to the base population during the

simulation. For instance, if a demographic projection of a regional population shall be

performed, then this may correspond to migration from other regions. Conceptually, the

closed approach is sensible when the research focus is on the regional population in its

current state. Any effect that unfolds under a particular projection scenario is exclusively

intrinsic given the initial base population. The open approach can be used when the

focus is on the evolution of the region in which the base population is located. Modeling

the corresponding domain as an entity requires the consideration of migration in order to

be realistic. Naturally, open-population microsimulations need detailed migration data

for this purpose.

After a suitable variant has been determined, the researcher has to define several

simulation scenarios. They should be constructed such that they meet population char-

acteristics that are essential in light of the research questions. A key aspect of mi-

crosimulation is to examine how target variables change under various theoretical social,

economic or policy-related developments. For instance, demographic scenarios or alter-

native policies (e.g. tax-benefit systems) might be relevant for the research context and,

therefore, be integrated into the simulation process.

2.2. Step 2: Data selection & Step 3: Data preparation

After determining research objectives and the model variant, data requirements have to

be specified. The methodological challenges associated with these work stages directly

depend on each other. Therefore, we address these steps jointly.

We introduce some notation and a basic data setting that helps us to illustrate the

relevant aspects. Let U denote a real-world population of |U | = N individuals indexed
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by i = 1, ...,N. The objective is to analyze this population via microsimulation methods.

Thus, in light of the comments from Section 1, it represents the system of interest. Let

Ũ be the base population of |Ũ | = Ñ micro-level units indexed by u = 1, ..., Ñ. It may

be viewed as a digital replica of U that we can project into future periods. Further, let

D ⊂U be a random sample of |D| = n individuals indexed by i = 1, ...,n. Denote pi as

the inclusion probability associated with i ∈U given the sampling design. The sample

represents an exemplary data input for the microsimulation. It can be used to construct

the base population Ũ and to obtain empirical parameters for the projection of Ũ . In

what follows, we elaborate on potential data sources that a researcher may consider as

a base population directly or for the creation of such a population.

Data Type Characteristics Formalization pi
known?

Example(s)

Administrative Data All units of a
population of in-
terest available in
its entirety

i ∈U pi = 1 Register of res-
idents, register
of taxpayers

Census Data Usually person-
and household-
level data

i ∈U pi = 1 Data collected
from a census

Survey Data A random sample
of the units of the
population of in-
terest is available

i ∈ D⊂U pi ∈ (0,1] Survey of units
of interest, e.g.
households,
persons, firms

Synthetic Data A synthetic
population of
interest contain-
ing (partially)
synthetic units

u ∈ Ũ Yes / No Generated
data based
on other data
sources

Big Data Huge, complex or
steadily fast gen-
erated data

i ∈ D⊂U No Remote sens-
ing data or
data collected
using phones

Table 1: Datatypes and their properties

A crucial point for the assessment of data quality is to know about the data produc-

tion process. Since data serves as input for microsimulation models, the data quality

determines also the quality of the microsimulation model. Table 1 provides a generic

overview of exemplary data sources and their associated properties. The most relevant

data sources are administrative data, census data, household, and survey data, as well as

synthetic data (Li and O’Donoghue, 2013). The use of big data sources is not yet estab-

lished in the microsimulation literature, but marks a relevant option for future research

(O’Donoghue and Dekkers, 2018).

We start with administrative and census data. In the best case, these data sets cover

the entire population U and there is no sampling process that has to be anticipated.
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Further, they are rarely subject to measurement errors, such as inaccurate reportings of

sampled individuals. Therefore, they can often be used directly. If the data sets cover

all relevant characteristics in light of the research questions, then the researcher can

use them as base population Ũ for projection. However, if essential characteristics are

missing, then the data sets may be extended artificially via synthetic data generation.

Further, please note that there are also occasions where administrative data does not

cover the entire population, but only a subset of it given the administrative purpose. A

corresponding example would be administrative data on taxation, where only tax-payers

are included. In these cases, issues like coverage problems have to be accounted for in

order to create the base population. For further details, see for instance Smith et al.

(2009).

In the case of survey data, the researcher must be aware of the sampling design

in order to use the data correctly (Dekkers and Cumpston, 2012). Depending on the

application, it is necessary to apply weighting and imputation procedures, provided that

they are not already implemented by the data producer. These steps involve the ad-

justment for possible nonresponse. For unit-nonresponse, the design weights (typically

inverse inclusion probabilities) are altered such that relevant sample totals reproduce

known population totals (Haziza and Beaumont, 2017). This is achieved via calibra-

tion methods, such as the generalized regression estimator (Deville and Särndal, 1992;

Särndal, 2007) and empirical likelihood techniques (Chen and Quin, 1993). For item-

nonresponse, the missing observations are imputed, for instance via multiple imputation

(Schafer and Graham, 2002). Once the data set is adjusted, it can either be directly

used as base population or has to be expanded by means of adding synthetic individuals.

However, often the required data might not be available due to disclosure control,

as the data provider is obligated to delete regional identifiers. In this case, the gen-

eration of synthetic data is an option (Drechsler, 2011). For this, often multiple data

sources (e.g. survey data and known totals) can be combined to construct a synthetic

population based on real-world observations. For instance, the researcher may calcu-

late calibration weights (Deville and Särndal, 1992; Burgard et al., 2019c) for survey

observations such that (synthetic) marginal distributions reproduce known population

totals for a set of relevant characteristics. The synthetic population then consists of

units allocated (with replacement) to spatial regions according to their newly calculated

weight (Williamson, 2013; Tanton et al., 2014; Lovelace, 2016; Rahman and Harding,

2017; Tanton, 2018). Alternatively, a synthetic population can be modeled by esti-

mating distribution or model parameters from survey data and actually reconstruct the

population (Huang and Williamson, 2001; Münnich and Schürle, 2003; Alfons et al.,

2011a, Alfons et al., 2011b). This can avoid cluster effects arising from units that are

repeated frequently within a region. In conclusion, there is a reweighting and an impu-

tation approach to generate synthetic data. For the imputation approach, one considers

to apply editing procedures to avoid implausible variable outcomes (Drechsler, 2011).

After the synthetic population has been generated, it can be used as base population for

projection.

Although not yet established, using big data for microsimulation research is an impor-

tant topic. These data sets are typically very rich in detail and allow to survey complex
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phenomena, such as network structures. As a result, social media data is already used

in humanity fields like sociology (Murthy, 2012). Microsimulations could greatly benefit

from corresponding data in order to improve the modeling of network structures or social

behavior. However, big data sources also impose several methodological challenges, such

as coverage problems or unknown inclusion probabilities. These issues mark a central

subject for future research in the field.

3. Population projection

3.1. Step 4: Design of the microsimulation model

In Section 2.2, we stated the importance of constructing suitable scenarios given the

research questions. However, not only the scenario design is crucial, but also the design

of an overall functional simulation infrastructure. There are different approaches to

ensure that the infrastructure works as desired. Naturally, these approaches depend on

the type and complexity of the microsimulation variant chosen in Step 1. We elaborate

on this aspect hereafter.

Depending on the requirements concerning performance, flexibility, additional fea-

tures and costs, researchers are offered different software solutions to conduct their

microsimulation study. Following Li and O’Donoghue (2013), packages to program mi-

crosimulation models can be categorized according to their development environment,

having pros and cons. General-purpose programming languages (such as C/C++/C#,

Python, or Java) offer high flexibility, but also require high programming skills. General-

purpose statistical or mathematical packages (such as Stata, SAS, or R) might be less

efficient in computing the model, but provide pre-implemented statistical operations that

can be applied for simulation. There are also simulation modeling packages that focus

exclusively on setting up microsimulations, such as EUROMOD (Sutherland and Figari,

2013), Modgen (Spielauer, 2006; Bélanger and Sabourin, 2017), JAMSIM (Mannion et

al., 2012) or LIAM2 (de Menten et al., 2014). These packages are typically less flexi-

ble, but easier to use for applied researchers without advanced knowledge in statistical

programming.

When creating microsimulations, it is recommendable to use a modular structure as

basis for the implementation of population dynamics. Population dynamics are driven by

multiple subprocesses that are usually organized independently. Note that an indepen-

dent organization does not necessarily imply that state transitions within corresponding

subprocesses are stochatistically independent. We will address that aspect later in this

section. The conceptual distinction between these points can be made according to cer-

tain transitions or content groups. O’Donoghue et al. (2009, p. 20) describe modules as

“the components where calculations take place, each with its own parameters, variable

definitions and self-contained structure, with fixed inputs and outputs.”

In a given programming language, the modules may correspond to functions that

require the base population as input. Figure 1 shows a four-step process that takes

place within an exemplary module for discrete-time dynamic microsimulation. In the first

step, the individuals have to be selected regarding their eligibility for a change. This is
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Input Output

1. Selection
• Selection of individuals who are eligible for a change of state
• e.g. fertile women for births

2. Assignment
• Calculation of transition probabilities according to individual 

characteristics
• Application of appropriate alignment methods
• Assignment of the transition probabilities to the individuals

3. Simulation
• Simulation of state changes

4. Adjustment
• Updating of the data
• Consideration of deterministic consequences of state changes

Figure 1: Module structure for a discrete-time dynamic microsimulation

to prevent implausible changes of state and to ensure the consistency of the population.

The potential subpopulation for the event of birth includes, for example, women of

fertile age. In the second step, the transition probabilities are calculated according

to individual combinations of characteristics and linked to the individuals. If external

benchmarks are not reached, calibration methods for an adjustment (so-called alignment

methods) can be applied. Then, the state of the following period is simulated based on

stochastic processes. This part corresponds to the simulation in the actual sense, since

the concrete change of state is conducted. Finally, the population is updated according

to all direct and indirect consequences of the simulated state changes. It should be

noted that the exact structure of a module is individually designed in different models.

Likewise, probabilities or transition matrices can serve as module output (O’Donoghue

et al., 2009).

The modular structure plays a major role, especially in discrete-time dynamic mi-

crosimulations, since the changes of states have to be simulated successively. In continuous-

time dynamic microsimulations, however, state changes cannot be determined indepen-

dently of each other. Therefore, the estimated waiting times in the individual states

could be specified as module output. The state changes are then carried out in an extra

step after the simulation of all waiting times. While the structure of the simulation in

continuous-time variants should not influence the simulation results, it heavily influences

the dynamics in discrete-time models. This is briefly demonstrated hereafter. Let Y and

X be two random events that may represent state changes within the microsimulation

study. There are two different approaches to obtain the joint probability P(Y,X) (Schaich

and Münnich, 2001):

P(Y,X) = P(Y )×P(X |Y ) = P(X)×P(Y |X). (1)

We see that P(Y,X) can be obtained by means of the conditional probability P(X |Y ), but
also via the conditional probability P(Y |X). In general, discrete dynamics do not provide
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an exact point of time when a given transition is realized. Thus, in the case of two

interdependent or competing events, it is necessary to determine which event occurrs

first in light of the simulation context. For instance, if the event of a birth is simulated

prior to the event of a marriage, the probability of marriage can be conditioned on the

event of birth (Burgard et al., 2020). That is to say, the order of the simulation modules

has a direct impact on the simulation outcomes. This motivated van Imhoff and Post

(1998) to investigate three different strategies for organizing the modular structure. The

first strategy is a randomized order of events, which, however, is hardly used in practice.

Another possibility is a two-stage simulation of competing events, whereby the first

stage simulates the occurrence of at least one of the competing events and the second

stage the concrete event. As a third way, the sequence of modules or events of the

microsimulation is considered in the modeling process (van Imhoff and Post, 1998).

For the basic functionality of microsimulations, it is generally not necessary to divide

the population dynamics into different modules. However, the modularization provides

clear practical advantages for the handling and the transparency of the simulation. Mod-

ularization allows individual modules to be easily adapted, exchanged and compared. It

creates a flexible structure that allows the model to be further developed and adapted

for further research questions. Moreover, it also facilitates working on different modules

individually as well as in project teams (Lawson, 2014). In addition to that, modular-

ization allows for the inclusion of module-specific debugging devices (O’Donoghue et

al., 2009). The module can be written such that potential errors are detectable and

precisely displayable. Ideally, the user can be informed about the reason for termination,

otherwise at least about the exact position within the module. Additionally, plausibility

checks within the modules are a useful extension to ensure data consistency. These

checks verify whether the status changes have occurred even in the predefined sub-

population and whether implausible combinations of characteristics occur. Naturally, a

modular structure is implemented as standard in many existing microsimulation tools

such as LIAM2 (O’Donoghue et al., 2009; de Menten et al., 2014).

Nevertheless, using a modularized simulation structure also has some downsides. As

mentioned before, the order of modules directly influences the simulation outcomes.

Thus, the segmentation of population dynamics has to be conducted carefully with

suitable theoretical justification. What is more, there is an ongoing debate to what

extent probability estimation methods that are applied within each of the modules in-

duce systematic errors across modules. For instance, a regression model may produce

independent error terms in a given module. Still, these errors may not be independent

from the error terms of another module, which may cause inferential problems. Hence,

if a modularized structure is implemented, the simulation outcomes have to be carefully

investigated with respect to these issues.

3.2. Step 5: Population dynamics

After the module sequence is defined and the modules are created, the dynamics for the

projection of Ũ have to be established. They mark the underlying processes that drive

the evolution of Ũ over the simulation horizon S. The nature and data requirements for



200 J. P. Burgard et al.: A generic business process model...

the projection depend on the type of microsimulation that is chosen in Step 1. In case

of static microsimulations, only a few selected population characteristics evolve over

time. The projection is often deterministic and can be performed without additional

data sources. Typically, a set of scenarios for the selected variables is created. The base

population evolves through the interaction of the remaining variables with them (Li and

O’Donoghue, 2013).

In case of dynamic microsimulations, the projection is more sophisticated. Since all

population characteristics evolve over time, the initialization of multivariate stochastic

processes for Ũ is necessary. These processes need to resemble all relevant dynamics of

the real population U as closely as possible to allow for genuine simulation outcomes. An

essential concept for this purpose is called state transition, which we briefly explain here-

after. Let Y be a population characteristic with J different realizations within the finite

state space Y = {Y1, ...,YJ}. For instance, if a microsimulation on long-term demand is

conducted Y may correspond to micro-level care dependency and its realizations could

resemble different degrees of care dependency. Based on the theoretical developments

of Burgard et al. (2019b), a state transition is defined as follows:

Definition 1 Let y(s)u be the realized value of Y for a unit u ∈ Ũ in period s ∈ S. A state

transition is the outcome of a stochastic process where y(s+1)
u = Yj and y(s)u = Yk with

Yj,Yk ∈ Y and Yj �= Yk. Its probability is given by π(s+1) jk
u := P(y(s+1)

u = Yj|y(s)u = Yk).

Accordingly, a state transition is a change in the realized value of a population

characteristic for a given unit from one simulation period to the next. Recalling the

long-term care example, a state transition would then correspond to a change of micro-

level care dependency. In light of the previous comments, the probability π(s+1) jk
u must

be determined such that the overall evolution of Ũ is realistic with respect to U . This is

achieved by considering suitable data sources, such as a (panel) survey sample D⊂U . If

a corresponding data set is available, transition probabilities can be quantified based on

statistical models. In the first step, the statistical relation between transition probabilities

and observed auxiliary variable realizations is estimated over all sampled individuals i∈D.

In the next step, π(s+1) jk
u is determined via model prediction by using the realized values

of the auxiliary variables for u ∈ Ũ in the simulation period s+1.

However, the exact methodology for estimation and projection depends on the con-

cept of time that is chosen in Step 1. Recall that we distinguish between discrete-time

and continuous-time dynamic simulations. For discrete-time, the simulation horizon

S := {1, ...,T} is a finite set of periods, such as months within a year. State transitions

can only occur from one period to the next. In this setting, common approaches are

generalized linear (mixed) models for the quantification of odds, such as logit mod-

els (McCullagh and Nelder, 1989; Greene, 2003). For continuous-time, the simulation

horizon S := [1,T ] is a closed interval. State transitions may occur at any given point

within this interval. In that case, estimation and prediction are performed using survival

analysis, for instance via proportional hazard models (Cox, 1972; McCullagh and Nelder,

1989). Further, note that there are also models whose dynamics rely on Markovian pro-

cesses with infinite state spaces, such as random walks for income simulation (Muennig

et al., 2016).
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Another important aspect of population projection is the consistency of simulated

transition rates in Ũ to observed real-world realization frequencies in U . Let

τ(t)k := ∑
i∈U

y(t)ki , y(t)ki =

{
1 if y(t)i = Yk

0 else
(2)

be the absolute frequency of Yk in the real population U for a point of time t related to

the simulation period s+1. Revisiting the long-term care example again, this figure may

correspond to the number of individuals in a population that have a specific degree of care

dependency. A corresponding figure could be known, for instance, from administrative

records. In dynamic microsimulations, it is often the case that

∑
u∈Ũ

∑
j∈Y

π(s+1) jk
u �= τ(t)k. (3)

The formula indicates that the simulated transition dynamics do not reproduce the

empirically observed frequency for Yk properly. This inconsistency may intensify over

subsequent simulation periods and can lead to an implausible evolution of Ũ . The lat-

ter ultimately causes the simulation outcomes to be not reliable for U , which is the

main purpose of microsimulation studies. In order to ensure consistency in this case,

so-called alignment methods are often applied (Li and O’Donoghue, 2014). These are

(algorithmic) procedures that modify the transition probabilities such that they fit ex-

ternal benchmarks. Recently, several methodologies to achieve this have been proposed.

Exemplary approaches are ex-post alignment via logit scaling (Stephensen, 2016) and

parameter alignment via constrained maximum likelihood estimation (Burgard et al.,

2019b).

3.3. Step 6: Performing the simulation

As dynamic microsimulations are based on stochastic processes, new populations are

generated in each simulation run. Especially, if there are many individuals in the base

population, it is not often possible to save them separately for each period and simulation

run. Still, it is necessary to be able to reproduce the simulation results at any time. When

conducting simulation studies, it is common practice to set seeds in order to repeat the

random processes. In the sense of open and reproducible research, it is desirable to

publish the seeds with the simulation code (Kleiber and Zeileis, 2012). In the case of

error messages during the simulation, setting seeds enables the subsequent replication

and analysis of the whole process.

Checking for plausibility and possible errors plays an important role not only within

modules but also during the entire simulation. In order to identify potential causes in a

targeted manner, predefined queries should be implemented at several points during the

simulation process. The focus is on the functionality of the combination and interaction

of different modules.
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4. Output analysis

4.1. Step 7: Analysis of results

A big advantage of microsimulation models is providing information about possible im-

pacts on a population, given the implemented scenarios. These advantages can only be

converted into practical use if the analysis of the produced information is done properly.

Several aspects have to be taken into account. First, the data has to be analyzed to

prevent programming errors or logical errors in the simulation. Second, an uncertainty

analysis should be performed to identify different sources of variation. And finally, the

output of the simulation has to be analyzed concerning the research question. This

includes both, the analysis of the final simulation states but also the processes that lead

to the final results. Fourth, the analysis results have to be visualized. The visualization

helps to understand the output and provides a good basis for the dissemination of the

results.

4.1.1 Programming and logical errors

Even though Step 3 and Step 4 already include several plausibility checks, oftentimes

problems in the coding or setup of the simulation only become apparent after a full

simulation run. Surprising results may stem from non-linear population dynamics or

errors in the code or setup of the simulation. It is therefore of utmost importance to

first investigate the results of the simulation to the extent that outcomes seem sensible

and the inner logic of the data set are met. If this is not the case, it is necessary to

revisit the code and to explore how the results may be explained by the given process.

4.1.2 Uncertainty analysis

One major challenge in microsimulation modeling is the assessment of uncertainty. Typi-

cally, when analysing estimates, confidence intervals are calculated to quantify the uncer-

tainty. Especially in dynamic microsimulations, the degree of complexity is high making

a simple determination of confidence intervals hardly possible (Lappo, 2012). First of all,

the potential sources of uncertainty should be identified. These depend on the type of

modeling. Different types of uncertainty in microsimulation models can be distinguished

(e.g. Lappo, 2015; Godemé et al. 2013, Sharif et al., 2012):

• Monte Carlo error

• Parameter uncertainty

• Structural uncertainty

• Uncertainty from the base population

The Monte Carlo error is a result of the stochastic processes and therefore occurs

especially in case of dynamic microsimulations. However, behavioral changes in static

simulations can also cause Monte Carlo errors. Parameter uncertainty is directly linked to
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the models on which the microsimulation processes are based. If these are estimated on

sample data, they are directly related to sampling uncertainty. Even assumption-based

parameters are associated with, in this case subjective, uncertainty (Sharif et al., 2012).

Structural uncertainty is primarily due to the type of modeling. This can be the type of

estimation of transition probabilities or survival times on the one hand, but also the type

of the entire microsimulation on the other hand. Since many microsimulations use survey

data as base population, the uncertainty of the sampling must be taken into account. In

the case of synthetic data sets, in turn, different sources of uncertainty arise, for example,

from underlying data sources, used methods, parameters and stochastic processes in the

preparation.

For the consideration of sampling uncertainty in static microsimulations through the

application of standard variance estimation techniques, there are already useful examples

(Lappo, 2012, Godemé et al. 2013). In the case of dynamic modeling the estimation of

confidence intervals is much more difficult due to the complexity of the different sources.

Sharif et al. (2012) and Sharif et al. (2017) propose techniques for the estimation of

confidence intervals for the consideration of parameter uncertainty in dynamic disease

microsimulation models. Petrik et al. (2018) estimate parameter uncertainty for an

activity-based microsimulation model.

A possibility for quantifying the influence of various factors on univariate target values

is variance-based sensitivity analysis as described in Burgard and Schmaus (2019). Here,

the focus is not on estimating confidence intervals, but on measuring and comparing

different influencing variables. The influencing variables can be selected variably, but

must be pairwise independent. These factors may encompass all inputs that are to some

extent wake. The goal of the sensitivity analysis is to attribute to the input factors

a certain amount of variation observed in the target variable. For example different

choices of scenarios or different parameter modeling strategies. Thus, sensitivity analyses

are ideally suited for the selection of influential models for the later determination of

confidence intervals. See Saltelli et al. (2008) for a comprehensive study of sensitivity

analysis methods.

4.2. Hypothesis evaluation and result visualization

The hypotheses stated in Step 1 have to be checked. After conducting the microsimu-

lation, it is necessary to evaluate whether the hypothesized outcome is a realistic devel-

opment or not. It is possible to state the probability of the hypothesis to be true given

the simulation evolves as the population will evolve. Of course, this condition is rarely

possible to assume, and ex-ante, impossible to check in most cases. Especially, if the

microsimulation is projecting the population for a long time horizon. The visualization

of the results can considerably help the understanding of the simulation. Besides easing

the simultaneous consideration of the measures used for the analysis it also helps to com-

municate the results to third persons and hence is also necessary for the dissemination

of the results.
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4.3. Step 8: Dissemination

The dissemination stage aims at disclosing knowledge acquired throughout the microsim-

ulation study. To disseminate the study, it must be ensured that planned dissemination

products, such as code, data and project reports are updated. In addition, the products

must be available in such a way that they are comprehensible to outsiders and comply

with legal requirements, such as publication standards.

The main focus of dissemination is to provide all interested parties with open access

to resources related to the microsimulation study while respecting intellectual property

rights. This includes, in particular, the provision of open access to peer-reviewed scien-

tific publications, to research data and archival facilities for research results (European

Commission, 2008). In particular in the case of microsimulation studies, however, open

access to data cannot be granted for reasons of data protection and potential prop-

erty rights to the data. The development of a security concept to guarantee privacy

protection is to make data accessible through a research data center.

Additional dissemination strategies include the presentation of project research at

conferences, organization of workshops and maintenance of a project website providing

information about the project in general, conference contributions and publications re-

lated to the project. A project website also offers the possibility of setting up a mailing

list to keep the interested public up to date. Furthermore, there are also associations such

as the International Microsimulation Association that specifically aim at the dissemina-

tion of knowledge in the area of microsimulation (e.g. IMA, n.d.). For all dissemination

strategies, especially when providing code and data, it is essential to have a contact

person who accepts inquiries and supports users in the case of problems.

4.4. Step 9: Evaluation

The evaluation assesses all steps of the microsimulation study. It can be conducted either

at the end or on an ongoing basis. The evaluation is based on the information gathered

at the various steps and takes the experience from users, contributors and researchers

into account. Continuously collected quality indicators are compiled to assess the quality

of the individual preceding steps of the microsimulation study. Some steps, however,

require specific measures such as the use of questionnaires to obtain information on the

user-friendliness of the microsimulation study or to assess the effectiveness of the chosen

dissemination strategies. As a result of the evaluation, an action plan is agreed upon.

The implementation of the adopted actions will then again be part of the next round of

evaluation (UNECE, 2013).

The complete business process model for conducting microsimulation studies is sum-

marized in Figure 2.

5. Conclusion

Microsimulation methods play a more and more important role in policy support as well

as in economic and social research. Major emphasis by now was laid on developing
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important applications in many different areas. Less attention was put on the entire

statistical production process. This becomes essentially important since the accuracy of

the microsimulation heavily depends on data availability, data use, the core simulation,

as well as the analysis considering all preceding steps.

The present article provided a general view of implementing a statistics business

model that includes the different steps that have to be considered to establish an accurate

microsimulation. The proposed model is based on UNECE (2013) on behalf of the

international statistical community aiming at providing a general procedure that is widely

accepted in the international statistical system. Further, it furnished the implementation

of open and reproducible microsimulations as research and policy tool.
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Conducting a dynamic microsimulation for care research: Data generation, transi-

tion probabilities and sensitivity analysis. In Stochastic Models, Statistics and Their

Applications. A. Steland, E. Rafaj�lowicz and O. Okhrin (eds.) Cham: Springer In-

ternational Publishing, pp. 269–290.

BURGARD, J. P., KRAUSE, J., SCHMAUS, S., (2019b). Estimation of regional tran-

sition probabilities for spatial dynamic microsimulations from survey data lacking

in regional detail. Research Papers in Economics, No. 12/19, Trier University.



STATISTICS IN TRANSITION new series, Special Issue, August 2020 207

BURGARD, J. P., KRAUSE, J., MERKLE, H., MÜNNICH, R., SCHMAUS, S., (2020).
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ABSTRACT

Data on businesses collected by statistical agencies are challenging to protect. Many
businesses have unique characteristics, and distributions of employment, sales, and
profits are highly skewed. Attackers wishing to conduct identification attacks often
have access to much more information than for any individual. As a consequence, most
disclosure avoidance mechanisms fail to strike an acceptable balance between usefulness
and confidentiality protection. Detailed aggregate statistics by geography or detailed
industry classes are rare, public-use microdata on businesses are virtually inexistant, and
access to confidential microdata can be burdensome. Synthetic microdata have been
proposed as a secure mechanism to publish microdata, as part of a broader discussion
of how to provide broader access to such data sets to researchers. In this article, we
document an experiment to create analytically valid synthetic data, using the exact
same model and methods previously employed for the United States, for data from two
different countries: Canada (Longitudinal Employment Analysis Program (LEAP)) and
Germany (Establishment History Panel (BHP)). We assess utility and protection, and
provide an assessment of the feasibility of extending such an approach in a cost-effective
way to other data.

Key words: business data, confidentiality, LBD, LEAP, BHP, synthetic.

1. Introduction

There is growing demand for firm-level data allowing detailed studies of firm dynamics.

Recent examples include Bartelsman et al. (2009), who use cross-country firm-level data

to study average post-entry behavior of young firms. Sedláček et al. (2017) use the

Business Dynamics Statistics (BDS) to show the role of firm size in firm dynamics.

However, such studies are made difficult due to the limited or restricted access to firm-

level data.

Data on businesses collected by statistical agencies are challenging to protect. Many

businesses have unique characteristics, and distributions of employment, sales and profits

are highly skewed. Attackers wishing to conduct identification attacks often have access
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to much more information than for any individual. It is easy to find examples of firms

and establishments that are so dominant in their industry or location that they would

be immediately identified if data that included their survey responses or administratively

collected data were publicly released. Finally, there are also greater financial incentives

to identifying the particulars of some firms and their competitors.

As a consequence, most disclosure avoidance mechanisms fail to strike an acceptable

balance between usefulness and confidentiality protection. Detailed aggregate statistics

by geography or detailed industry classes are rare, public-use microdata on business are

virtually inexistant,5 and access to confidential microdata can be burdensome. It is not

uncommon that access to establishment microdata, if granted at all, is provided through

data enclaves (Research Data Centers), at headquarters of statistical agencies, or some

other limited means, under strict security conditions. These restrictions on data access

reduce the growth of knowledge by increasing the cost to researchers of accessing the

data.

Synthetic microdata have been proposed as a secure mechanism to publish microdata

(Drechsler et al., 2008; Drechsler, 2012; National Research Council, 2007; Jarmin et al.,

2014), based on suggestions and methods first proposed by Rubin (1993) and Little

(1993). Such data are part of a broader discussion of how to provide improved access

to such data sets to researchers (Bender, 2009; Vilhuber, 2013; Abowd et al., 2004;

Abowd et al., 2015).6 For business data, synthetic business microdata were released in

the United States (Kinney et al., 2011b) and in Germany (Drechsler, 2011b) in 2011.

The former data set, called Synthetic Longitudinal Business Database (LBD) (SynLBD),

was released to an easily web-accessible computing environment (Abowd et al., 2010),

and combined with a validation mechanism. By making disclosable synthetic microdata

available through a remotely accessible data server, combined with a validation server,

the SynLBD approach alleviates some of the access restrictions associated with economic

data. The approach is mutually beneficial to both agency and researchers. Researchers

can access public use servers at little or no cost, and can later validate their model-based

inferences on the full confidential microdata. Details about the modeling strategies used

for the SynLBD can be found in Kinney et al. (2011b) and Kinney et al. (2011a).

In this article, we document an experiment to create analytically valid synthetic data,

using the exact same model and methods previously used to create the SynLBD, but

applied to data from two different countries: Canada (Longitudinal Employment Analysis

Program (LEAP)) and Germany (Establishment History Panel (BHP)). We describe all

three countries’ data in Section 2.

In Canada, the Canadian Center for Data Development and Economic Research

(CDER) was created in 2011 to allow Statistics Canada to make better use of its business

data holdings, without compromising security. Secure access to business microdata

for approved analytical research projects is done through a physical facility located in

5See Guzman et al. (2016) and Guzman et al. (2020) for an example of scraped, public-use microdata.
6For a recent overview of some, see Vilhuber et al. (2016b). See Drechsler (2011a) for a review of

the theory and applications of the synthetic data methodology. Other access methods include secure
data enclaves (e.g., research data centers of the U.S. Federal Statistical System, of the German Federal
Employment Agency, others), and remote submission systems. We will comment on the latter in the
conclusion.
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Statistics Canada’s headquarters.

CDER implements many risk mitigation measures to alleviate the security risks spe-

cific to micro-level business data including limits on tabular outputs, centralized vetting,

monitoring of program logs. Access to the data is done through a Statistics Canada

designed interface, in which actual observations cannot be viewed. But the cost of

traveling to Ottawa remains the most significant barrier to access.

The Institute for Employment Research (IAB) in Germany also strictly regulates the

access to its business data. All business data can be accessed exclusively onsite at the

research data center (RDC) and only after the research proposal has been approved by

the Federal Ministry of Labour and Social Affairs. All output is carefully checked by

staff at the RDC and only cleared output can be removed from the RDC.

The experiment described in this paper aims not so much at finding the best synthetic

data method for each file, but rather to assess the effectiveness of using a ‘pre-packaged’

method to cost-effectively generate synthetic data. In particular, while we could have

used newer implementations of methods combined with a pre-defined or automated

model (Nowok et al., 2016; Raab et al., 2018), we chose to use the exact SAS code used

to create the original SynLBD. A brief synopsis of the method, and any adjustments we

made to take into account structural data differences, are described in Section 3.

We verify the analytical validity of the synthetic data files so created along a variety

of measures. First, we show how well average firm characteristics (gross employment,

total payroll) in the synthetic data match those from the original data. We also consider

how well the synthetic data replicates various measures of firm dynamics (entry and exit

rates) and job flows (job creation and destruction rate). Second, we assess whether

measures of economic growth vary between both data sets using dynamic panel data

models. Finally, to assess the analytical validity from a more general perspective, we

compute global validity measures based on the ideas of propensity score matching as

proposed by Woo et al. (2009) and Snoke et al. (2018a).

To assess how protective the newly created synthetic database is, we estimate the

probability that the synthetic first year equals the true first year given the synthetic fist

year.

The rest of the paper is organized as follows. Section 2 describes the different data

sources and summarizes which steps were taken to harmonize the data sets prior to

the actual synthesis. Section 3 provides some background on the synthesis methods,

limitations in the applications, and a discussion of some of the measures, which are used

in Section 4 to evaluate the analytical validity of the generated data sets. Preliminary

results regarding the achieved level of protection are included in Section 5. The paper

concludes with a discussion of the implications of the study for future data synthesis

projects.
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2. Data

In this section, we briefly describe the structure of the three data sources.

2.1. United States: Longitudinal Business Database (LBD)

The LBD (U.S. Census Bureau, 2015) is created from the U.S. Census Bureau’s Business

Register (BR) by creating longitudinal links of establishments using name and address

matching. The database has information on birth, death, location, industry, firm affil-

iation of employer establishments, and ownership by multi-establishment firms, as well

as their employment over time, for nearly all sectors of the economy from 1976 through

2015 (as of this writing). It serves as a key linkage file as well as a research data set

in its own right for numerous research articles, as well as a tabulation input to the

U.S. Census Bureau’s Business Dynamics Statistics (U.S. Census Bureau, 2017, BDS).

Other statistics created from the underlying Business Register include the County Busi-

ness Patterns (U.S. Census Bureau, 2016a, CBP) and the Statistics of U.S. Businesses

(U.S. Census Bureau, 2016b, SBUSB). For a full description, readers should consult

Jarmin et al. (2002). The key variables of interest for this experiment are birth and

death dates, payroll, employment, and the industry coding of the establishment. Kinney

et al. (2014b) explore a possible expansion of the synthesis methods described later to

include location and firm affiliation. Note that information on payroll and employment

does not come from individual-level wage records, as is the case for both the Canadian

and German data sets described below, as well as for the Quarterly Workforce Indicators

(Abowd et al., 2009) derived from the Longitudinal Employer-Household Dynamics (Vil-

huber, 2018, LEHD) in the United States. Thus, methods that connect establishments

based on labor flows (Benedetto et al., 2007; Hethey et al., 2010) are not employed.

We also note that payroll is the cumulative sum of wages paid over the entire calendar

year, whereas employment is measured as of March 12 of each year.

2.2. Canada: Longitudinal Employment Analysis Program (LEAP)

The LEAP (Statistics Canada, 2019b) contains information on annual employment for

each employer business in all sectors of the Canadian economy. It covers incorporated

and unincorporated businesses that issue at least one annual statement of remuneration

paid (T4 slips) in any given calendar year. It excludes self-employed individuals or

partnerships with non-salaried participants.

To construct the LEAP, Statistics Canada uses three sources of information: (1)

T4 administrative data from the Canada Revenue Agency (CRA), (2) data from Statis-

tics Canada’s Business Register (Statistics Canada, 2019c), and (3) data from Statistics

Canada’s Survey of Employment, Payrolls and Hours (SEPH) (Statistics Canada, 2019a).

In general, all employers in Canada provide employees with a T4 slip if they paid employ-

ment income, taxable allowances and benefits, or any other remuneration in any calendar

year. The T4 information is reported to the tax agency, which in turn provides this in-

formation to Statistics Canada. The Business Register is Statistics Canada’s central

repository of baseline information on businesses and institutions operating in Canada. It
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is used as the survey frame for all business related data sets. The objective of the SEPH

is to provide monthly information on the level of earnings, the number of jobs, and hours

worked by detailed industry at the national and provincial levels. To do so, it combines

a census of approximately one million payroll deductions provided by the CRA, and the

Business Payrolls Survey, a sample of 15,000 establishments.

The core LEAP contains four variables (1) a longitudinal Business Register Identifier

(LBRID), (2) an industry classification, (3) payroll and (4) a measure of employment.

The LBRID uniquely identifies each enterprise and is derived from the Business Register.

To avoid “false” deaths and births due to mergers, restructuring or changes in reporting

practices, Statistics Canada uses employment flows. Similar to Benedetto et al. (2007)

and Hethey et al. (2010), the method compares the cluster of workers in each newly

identified enterprise with all the clusters of workers in firms from the previous year. This

comparison yields a new identifier (LBRID) derived from those of the BR. The industry

classification comes from the BR for single-industry firms. If a firm operates in multiple

industries, information on payroll from the SEPH is used to identify the industry in which

the firm pays the highest payroll. Prior to 1991, information on industry was based on

the SIC, but it is currently based on the North American Industrial Classification System

(NAICS). We use the information at the NAICS four-digit (industry group) level. The

firm’s payroll is measured as the sum of all T4s reported to the CRA for the calendar

year. Employment is measured either using Individual Labour Unit (ILU) or Average

Labour Unit (ALU). ALUs are obtained by dividing the payroll by the average annual

earnings in its industry/province/class category computed using the SEPH. ILUs are

a head count of the number of T4 issued by the enterprise, with employees working

for multiple employers split proportionately across firms according to their total annual

payroll earned in each firm.

For the purpose of this experiment, we exclude the public sector (NAICS 61, 62,

and 91), even though it is contained in the database, because it may not be accurately

captured (Statistics Canada, 2019b). Statistics Canada does not publish any statistics

for those sectors.

2.3. Germany: Establishment History Panel (BHP)

The core database for the Establishment History Panel is the German Social Security

Data (GSSD), which is based on the integrated notification procedure for the health,

pension and unemployment insurances, introduced in 1973. Employers report informa-

tion on all their employees. Aggregating this information via an establishment identifier

yields the Establishment History Panel (Bundesagentur für Arbeit, 2013, German ab-

breviation: BHP). We used data from 1975 until 2008, which at the time this project

started was the most current data available for research. Information for the former

Eastern German States is limited to the years 1992-2008.

Due to the purpose and structure of the GSSD, some variables present in the LBD

are not available on the BHP. Firm-level information is not captured, and it is thus

not known whether establishments are part of a multi-establishment employer. In 1999,

reporting requirements were extended to all establishments; prior to that date, only es-
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tablishments that had at least one employee covered by social security on the reference

date June 30 of each year were subject to filing requirements. Payroll and employ-

ment are both based on a reference date of June 30, and are thus consistent point-in-

time measures. Industries are identified according to the WZ 2003 classification system

(Statistisches Bundesamt, 2003) at the five digit level.7 We aggregated the industry

information for this project using the first four digits of the coding system.

2.4. Harmonizing and Preprocessing

In all countries, the underlying data provide annual measures. However, SynLBD

assumes a longitudinal (wide) structure of the data set, with invariant industry (and

location). In all cases, the modal industry is chosen to represent the entity’s industrial

activity. Further adjustments made to the BHP for this project include estimating full-

year payroll, creating time-consistent geographic information, and applying employment

flow methods (Hethey et al., 2010) to adjust for spurious births and deaths in estab-

lishment identifiers. Drechsler et al. (2014b) provide a detailed description of the steps

taken to harmonize the input data.

In both Canada and Germany, we encountered various technical and data-driven lim-

itations. In all countries, data in the first year and last year are occasionally problematic,

and such data were dropped. Both the German and the Canadian data experience some

level of industry coding change, which may affect the classification of some entities.

Furthermore, due to the nature of the underlying data, entities are establishments in

Germany and the US, but employers in Canada.

After the various standardizations and choices made above, the data structure is

intended to be comparable, as summarized in Table 1. The column ”Nature” identifies

the treatment of the variable in the synthesis process SynLBD.

Table 1: Variable descriptions and comparison

Name Type Description US Canada Germany Nature

Entity Identifier identifier Establishment Employer Establishment Created

Industry code Categorical Various across countries SIC3 NAICS4 WZ2003 Unmodified

(3-digit ) (4-digit) (4-digit)

First year Categorical First year entity is observed — firstyear — Synthesized

Last year Categorical Last year entity is observed — lastyear — Synthesized

Year Categorical Year dating of annual variables — year — Derived

Employment Continuous Employment measure Count ALU* Count Synthesized

(March 15) (annual) (June 30)

Payroll Continuous Payroll (annual) Reported Computed Computed, Synthesized

Adjusted

* ALU = Average Labour Unit. See text for additional explanations.

7The WZ 2003 classification system is compliant with the requirements of the Statistical Classifi-
cation of Economic Activities in the European Community (NACE Rev. 1.1), which is based on the
International Standard Industrial Classification (ISIC Rev. 3.1).
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3. Methodology

To create a partially synthetic database with analytic validity from longitudinal establish-

ment data, Kinney et al. (2011a) synthesize the life-span of establishments, as well as

the evolution of their employment, conditional on industry over that synthetic lifespan.

Geography is not synthesized, but is suppressed from the released file (Kinney et al.,

2011a). Applying this to the LBD, Kinney et al. (2011b) created the current version of

the Synthetic LBD, based on the Standard Industrial Classification (SIC) and extending

through 2000. Kinney et al. (2014a) describe efforts to create a new version of the

Synthetic LBD, using a longer time series (through 2010) and newer industry coding

(NAICS), while also adjusting and extending the models for improved analytic validity

and the imputation of additional variables. In this paper, we refer to and re-use the

older methodology, which we will call SynLBD. Our emphasis is on the comparability

of results obtained for a given methodology across the various applications.

The general approach to data synthesis is to generate a joint posterior predictive

distribution of Y |X where Y are variables to be synthesized and X are unsynthesized

variables. The synthetic data are generated by sampling new values from this distribu-

tion. In SynLBD, variables are synthesized in a sequential fashion, with categorical

variables being generally processed first using a variant of Dirichlet-Multinomial models.

Continuous variables are then synthesized using a normal linear regression model with

kernel density-based transformation (Woodcock et al., 2009).8 The synthesis models

are run independently for each industry. SynLBD is implemented in SAS™, which is

frequently used in national statistical offices.

To evaluate whether synthetic data algorithms developed in the U.S. can be adapted

to generate similar synthetic data for other countries, Drechsler et al. (2014a) implement

SynLBD to the German Longitudinal Business Database (GLBD). In this paper, we

extend the analysis from the earlier paper, and extend the application to the Canadian

context (SynLEAP).

3.1. Limitations

In all countries, the synthesis of certain industries failed to complete. In both Canada

and the US, this number is less than 10. In Canada, they account for about 7 percent

of the total number of observations (see Table 13 in the Online Appendix).

In the German case, our experiments were limited to only a handful of industries,

due to a combination of time and software availability factors. The results should still

be considered preliminary. In both countries, as outlined in Section 2, there are subtle

but potentially important differences in the various variable definitions. Industry coding

differs across all three countries, and the level of detail in each of the industry codings

may affect the success and precision of the synthesis.9

8Kinney et al. (2014a) shift to a Classification and Regression Trees (CART) model with Bayesian
bootstrap.

9STATISTICS CANADA et al. (1991), when comparing the 1987 US Standard Industrial Classi-
fication (SIC) to the 1980 Canadian SIC, already pointed out that the degree of specialization, the
organization of production, and the size of the respective markets differed. Thus, the density of estab-
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As noted in Section 2, entities are establishments in Germany and the US, but em-

ployers in Canada. SynLBD should work on any level of entity aggregation (see Kinney

et al. (2014a) for an application to hierarchical firm data with both firm/employer and

establishment level imputation). However, these differences may affect the observed

density of the data within industry-year categories, and therefore the overall compara-

bility.

Finally, due to a feature of SynLBD that we did not fully explore, synthesis of data

in the last year of the data generally was of poor quality. For some industry-country

pairs, this also happened in the first year. We dropped those observations.

3.2. Measuring outcomes

In order to assess the outcomes of the experiment, we inspect analytical validity by

various measures and also evaluate the extent of confidentiality protection. To check

analytical validity, we compare basic univariate time series between the synthetic and

confidential data (employment, entity entry and exit rates, job creation and destruction

rates), and the distribution of entities (firms and establishment, depending on country),

employment, and payroll across time by industry. For a more complex assessment, we

compute a dynamic panel data model of economic (employment) growth on each data

set. We computed, but do not report here the confidence interval overlap measure (CIO)

proposed by Karr et al. (2006) in all these evaluations.10 The CIO is a popular measure

when evaluating the validity for specific analyses. It evaluates how much the confidence

intervals of the original data and the synthetic data overlap. We did not find this measure

to be useful in our context. Most of our analyses are based on millions of records, and

observed confidence intervals were so small that confidence intervals (almost) never

overlap even when the estimates between the original data and the synthetic data are

quite close.

To provide a more comprehensive measure of quality of the synthetic data relative

to the confidential data, we compute the pMSE (propensity score mean-squared error,

Woo et al., 2009; Snoke et al., 2018b; Snoke et al., 2018a): the mean-squared error of

the predicted probabilities (i.e., propensity scores) for those two databases. Specifically,

pMSE is a metric to assess how well we are able to discern the high distributional

similarity between synthetic data and confidential data. We follow Woo et al. (2009)

and Snoke et al. (2018b) to calculate the pMSE, using the following algorithm:

1. Append the n1 rows of the confidential database X to the n2 rows of the synthetic

database Xs to create Xcomb with N = n1 +n2 rows, where both X and Xs are in

the long format.

2. Create a variable Iet denoting membership of an observation for entity e, e =

1, . . . ,E, at time point t, t = 1, . . . ,T , in the component databases, Iet = {1 :
Xcomb

et ∈ Xs}. Iet takes on values of 1 for the synthetic database and 0 for the

confidential database.

lishments within each of the chosen categories is likely to affect the quality of the synthesis.
10The full parameter estimates and the computed CIO are available in our replication materials (Alam

et al., 2020).
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3. Fit the following generalised linear model to predict I

P(Iet = 1) = g−1(β0 +β1Empet +β2Payet +AgeT
etβ3 +λt + γi), (1)

where Empet is log employment of entity e in year t, Payet is log payroll of entity

e in year t, Ageet is a vector of age classes of entity e in year t, λt is a year fixed

effect, γi is an time-invariant industry-specific effect for the industry classification

i of entity e, and g is an appropriate link function (in this case, the logit link).

4. Calculate the predicted probabilities, p̂et .

5. Compute pMSE = 1
N ∑T

t=1 ∑E
e=1( p̂et − c)2, where c = n2/N.

If n1 = n2, pMSE = 0 means every p̂et = 0.5, and the two databases are distributionally

indistinguishable, suggesting high analytical validity. While the number of records in the

synthetic data typically matches the number of records in the original data, i.e., n1 = n2,

this does not necessarily hold in our application. Although the synthesis process ensures

that the total number of entities is the same in both data sets, the years in which the

entities are observed will generally differ between the original data and the synthetic data

and thus the number of records in the long format will not necessarily match between

the two data sets. For this reason we follow Woo et al. (2009) and Snoke et al. (2018a)

and use c = n2/N instead of fixing c at 0.5. Using this more general definition, c will

always be the mean of the predicted propensity scores so that the pMSE measures the

average of the squared deviations from the mean, as intended.

Since the pMSE depends on the number of predictors included in the propensity

score model, Snoke et al. (2018a) derived the expected value and standard deviation for

the pMSE under the null hypothesis (pMSE0) that the synthesis model is correct, i.e.,

it matches the true data generating process (Snoke et al., 2018a, Equation 1):

E[pMSE0] = (k−1)(1− c)2 c
N

and

StDev[pMSE0] =
√

2(k−1)(1− c)2 c
N

where k is the number of synthesized variables used in the propensity model. To measure

the analytical validity of the synthetic data, they suggest looking at the pMSE ratio

pMSEratio =
̂pMSE

E[pMSE0]

and the standardized pMSE

pMSEs =
̂pMSE−E[pMSE0]

StDev[pMSE0]
,

where ̂pMSE is the estimated pMSE based on the data at hand. Under the null hypoth-

esis, the pMSE ratio has an expectation of 1 and the expectation of the standardized
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Figure 1: Gross employment level (upper panels) and total payroll (lower panels) by year.

pMSEs is zero.

4. Analytical validity

In the following figures, the results for the Canadian data are shown in the left panels,

and the German data in the right panels. In all cases, the Canadian data are reported

for the entire private sector, including the manufacturing sector but excluding the public

sector industries (NAICS 61, 62, and 91). German results are for two WZ2003 industries.

4.1. Entity Characteristics

Figure 1 shows a comparison between the synthetic data and the original data for gross

employment level (upper panels) and total payroll (lower panels) by year. While the

general trends are preserved for both data sources, the results for the German synthetic

data resemble the trends from the original data more closely. For the Canadian data

the positive trends over time are generally overestimated. However, in both cases,

levels are mostly overestimated. These patterns are not robust. When considering the

manufacturing sector in Canada (Figure 8 in the Online Appendix), trends are better

matched, but a significant negative bias is present in levels.
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Figure 2: Job creation rates (upper panels) and job destruction rates (lower panels) by
year.

4.2. Dynamics of Job Flows

Key statistics commonly computed from business registers such as the LEAP or the BHP

include job flows over time. Following Davis et al. (1996), job creation is defined as the

sum of all employment gains from expanding firms from year t− 1 to year t including

entry firms. The job destruction rate is defined as the sum of all employment losses from

contracting firms from year t−1 to year t including exiting firms. Figure 2 depicts job

creation rates (upper panels) and destruction rates (lower panels). The general levels

and trends are preserved for both data sources, but the time-series align more closely

for the German data. Even the substantial increase in job creations in 1993, which can

be attributed to the integration of the data from Eastern Germany after reunification,

is remarkably well preserved in the synthetic data. Still, there seems to be a small

but systematic overestimation of job creation and destruction rates in both synthetic

data sources. The substantial deviation in the job destruction rate in the last year of

CanSynLBD is an artefact requiring further investigation.11

11The results for the Canadian manufacturing sector are included in Figure 9 in the Online Appendix,
and are comparable to the results for the entire private sector.
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4.3. Entity Dynamics

To assess how well the synthetic data capture entity dynamics, we also compute entry

and exit rates, i.e. how many new entities appear in the data and how many cease to

exist relative to the population of entities in a specific year.12 Figure 3 shows that those

rates are very well preserved for both data sources.

Only the (delayed) re-unification spike in the entry rates in the German data is not

preserved correctly. The confidential data show a large spike in entry rates in 1993.

In that year, detailed information about Eastern German establishments was integrated

for the first time. However, the synthetic data shows increased entry rates in the two

previous years. We speculate that this occurs due to incomplete data in the confidential

data: Establishments were successively integrated into the data starting in 1991, but

many East German establishments did not report payroll and number of employees in

the first two years. Thus, records existed in the original data, but the establishment size

is reported as missing. Such a combination is not possible in the synthetic data. The

synthesis models are constructed to ensure that whenever an establishment exists, it has

to have a positive number of employees. Since entry rates are computed by looking at

whether the employment information changed from missing to a positive value, most of

the Eastern German establishments only exist from 1993 on-wards in the original data,

but from 1991 in the synthetic data.

The second, smaller spike in the entry rate in the German data occurs in 1999. In

that year, employers were required to report marginally employed workers for the first

time. Some establishments exclusively employ marginally employed workers, and will

thus appear for the first time in the data after 1999. The synthetic data preserves this

pattern.

4.4. Distribution of variables across time and industry

The SynLBD code ensures that the total number of entities that ever exist within the

considered time frame matches exactly between the original data and the synthetic data.

But each entity’s entry and exit date are synthesized, and the total number of entities

at any particular point in time may differ, and with it employment and payroll. To

investigate how well the information is preserved at any given point in time, we compute

the following statistic:

xits = Xits/∑
i

∑
t

Xits, (2)

where i is the index for the industry (aggregated to the two digit level for the Canadian

data), t is the index for the year and s denotes the data source (original or synthetic).

Xits = ∑ j Xits j, j = 1, . . . ,nits is the variable of interest aggregated at the industry level

and nits is the number of entities in industry i at time point t in data source s. To

compute the statistic provided in Equation (2), this number is then divided by the total

of the variable of interest aggregated across all industries and years. Figure 4 plots the

12As described in Section 2, for both countries’ data, corrections based on worker flows have been
applied, correcting for any bias due to legal reconfiguration of economic entities.
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Figure 3: Entry rates (upper panels) and exit rates (lower panels) by year.

results from the original data against the results from the synthetic data for the number

of entities, employment, and payroll. If the information is well preserved, all points

should be close to the 45 degree line.

We find that the share of entities is well preserved for both data sources, but share

of employment and share of payroll vary more in the Canadian data with an upward bias

for the larger shares. It should be noted that the German data shown here and elsewhere

in this paper only contain data from two industries, whereas the Canadian data contains

nearly all available industry codes at the two digit level. Thus, results from Canada are

expected to be more diverse. When only considering the Canadian manufacturing sector

(see Figure 10 in the Online Appendix), less bias is present.

4.5. Modelling strategy

To assess how well the synthetic data perform in a more complex model and in the context

of an analyst’s modelling strategy, we simulate how a macroeconomist (the typical user

of these data) might approach the problem of estimating a model for the evolution of

employment if only the synthetic data are available. The analyst will consider both

the literature and the data to propose a meaningful model. In doing so, a sequence of

models will be proposed, and tests or theory brought to bear on their merits, potentially

rejecting their appropriateness. In doing so, the outcome that the analyst obtains from
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Figure 4: Share of entities (upper panels), share of employment (middle panels), and
share of payroll (lower panels) by year and industry.

following that strategy using the synthetic data should not diverge substantially from

the outcome they would obtain when using the (inaccessible) confidential data. The

specific parameter estimates obtained, and the actual model retained, are not the goal

of this exercise — the focus is on the process.

To do so, our analyst would start by using a base model (typically OLS), and then

let economic and statistical theory suggest more appropriate models. In this case, we

will estimate variants of a dynamic panel data model for the evolution of employment.

For each model, tests can be specified to check whether the model is an appropriate
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Figure 5: Modelling strategy of a hypothetical analyst

fit under a certain hypothesis.13 The outcome of this exercise, illustrated by Figure 5,

allows us to assess whether the synthetic data capture variability in economic growth

due to industry, firm age and payroll — the key variables in the data — and whether

the analyst might reasonable choose the same, or a closely related modelling strategy.

The base model is an OLS specification:

Empet = β0 +θEmpe,t−1 +ηPayet +AgeT
etβ + γi +λt + εet (3)

where Empet is log employment of entity e in year t, Empe,t−1 is its one year lag, Payet

is the logarithm of payroll of entity e in year t, Ageet is a vector of dummy variables

for age of entity e in year t, λt is a year effect, γi is a time-invariant industry-specific

effect for each industry i, and εet is the disturbance term of entity e in year t. As

Empe,t−1 is correlated with γi because Empe,t−1 is itself determined by time-invariant

γi, OLS estimators are biased and inconsistent. To obtain consistent estimates of the

parameters in the model, Arellano et al. (1991) suggest using generalized method of

moments (GMM) estimation methods, as well as associated tests to assess the validity

of the model. We also estimate the model using system GMM methods proposed by

Arellano et al. (1995) and Blundell et al. (1998) (System GMM), as well as a variant

of equation (3) that includes a first-order moving average in the error term εet (System

GMM MA):

Empet = β0 +θEmpe,t−1 +ηPayet +AgeT
etβ +λt +αe + εet + εe,t−1 (4)

where αe is a time-invariant entity effect, which includes any time-invariant industry

effects.

The Sargan test (Hansen, 1982; Arellano et al., 1991; Blundell et al., 2001) is used

to assess the validity of the over-identifying restrictions. We also compute the z-score for

the m2 test for zero autocorrelation in the first-differenced errors of order two (Arellano

et al., 1991).

13We do not describe these models in more detail here, referring the reader to the literature instead,
in particular Arellano et al. (1995) and Blundell et al. (1998).
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An interesting derived effect is to consider the long-run effect of (log) payroll on

(log) employment, or the elasticity of employment with respect to payroll. This can be

estimated as

η� =
η̂

1− θ̂
.

It is important that this model is close, but not identical to the model used to

synthesize the data. In SynLBD, Empet is synthesized as f (Empe,t−1,Xet) (where Xet

does not contain Payet), and Payet = f (Paye,t−1,Empet ,Xet) (Kinney et al., 2011b, pg.

366). Thus, the model we chose is purposefully not (completely) congenial with the

synthesis model, but the synthesis process of the SynLBD should preserve sufficient

serial correlation in the data to be able to estimate these models.

We estimate each model and test statistics separately on confidential and synthetic

data for the private sector (and for Canada, for the manufacturing sector). Detailed esti-

mation results are reported in the Online Appendix. Here we focus on the two regression

coefficients of major interest: θ and η , the coefficients for lagged employment and pay-

roll, as well as the elasticity η�. Figure 6 plots the bias in the synthetic coefficients,

i.e., θsynth− θcon f and ηsynth−ηcon f , for all four models. While the detailed results in

the Online Appendix confirm that all regression coefficients still have the same sign, all

estimates plotted in Figure 6 show substantial bias in all models in all datasets (the OLS

model for the German data being the only exception). Still, the computed elasticity η�

has very little bias in most models.

Figure 6: Bias in estimates of coefficients on pay and lagged employment
Note: For details on the estimated coefficients, see the Online Appendix.

However, we observe a striking pattern: The biases of the two regression coefficients

are always symmetric, i.e. the sum of the biases of θsynth and ηsynth is close to zero in

all models (and mostly cancel out in the computation of η�). This may simply be a

feature of the modeling strategy pointed out earlier, which generates serial correlation

with a slightly different structure. Another possible explanation could be that the model

is poorly identified because of multicollinearity generating a ridge for the estimated

coefficients. The estimated coefficients would be highly unstable in this case even in the

original data and thus it would not be surprising to find substantial differences between

the coefficients from the original data and the coefficients from the synthetic data.

Better understanding this phenomenon will be an interesting area of future research.

While the bias in coefficients is quite consistent across countries and models, speci-



228 M. J. Alam et al.: Applying data synthesis for longitudinal business data...

Table 2: m2 and Sargan tests by country

Canada Germany
Model Test Confidential Synthetic Confidential Synthetic

GMM m2 -14.5 -27.54 -2.51 -4.13
Sargan test 69000 15000 3600 2000

System GMM m2 -11.43 -41.6 19.49 -8.83
Sargan test 77000 18000 4500 2800

System GMM MA m2 8.2 -40.03 19.03 -11.69
Sargan test 28000 17000 3100 2500

Note: The Sargan test (Blundell et al., 2001; Arellano et al., 1991) is used to assess the validity
of the over-identifying restrictions. The z-score for the m2 tests for zero autocorrelation in the
first-differenced errors of order two (Arellano et al., 1991). See text for additional information.

fication tests such as the m2 test for autocorrelation and the Sargan test paint a slightly

less consistent picture. Table 2 shows the two tests for each of the models estimated by

country, synthetic status, and model. The Sargan test rejects the null in both countries

and for all models, consistently for confidential and synthetic data. But the m2 test is

of opposite signs for half of the comparisons.

4.6. pMSE

To compute the pMSE, we estimate Equation (1) using logit models. The estimated

pMSE is 0.0121 for the Canadian data (0.0041 for the manufacturing sector) and 0.0013

for the German data (see Table 3). While these numbers may seem small, the pMSE
ratio and the standardized pMSE are large, indicating that the null hypothesis that

the synthetic data and the original data stem from the same data generating process

should be rejected. The expected pMSE is quite sensitive to sample size N. Even small

differences between the original and synthetic data will lead to large values for this test

statistic. In both countries, the confidential data files are quite large (about 2 million

cases for Germany and the manufacturing sector in Canada and about 34.5 million cases

for the full Canadian data sets). In practice, therefore, it is quite likely to reject the null

of equivalence given this test’s very high power.

Table 3: pMSE by sector and country

Country Sector pMSE pMSE ratio standardized pMSE

Canada Manufacturing 0.0041 656.88 4908.17
Canada Private 0.0121 10957.61 135525.77
Germany Universe 0.0013 725.21 2896.85
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5. Confidentiality protection

To assess the risk of disclosure, we use a measure proposed by Kinney et al. (2011b):

For each industry, we estimate the fraction of entities for which the synthetic birth year

equals the true birth year, conditional on the synthetic birth year, and interpret it as a

probability. Tables 14 and 15 in the Online Appendix show the minimum, maximum, and

mean of these probabilities, by year. Figure 7 shows the maximum and average values

across time, for each country.14 The figure shows that these probabilities are quite low

except for the first year. Entry rates in the first year are much larger than in any other

year due to censoring. It is therefore quite likely that the (left-censored) entry year of

the synthetic record matches that of the (left-censored) original record if the synthetic

entry year is the first year observed in the data. A somewhat more muted version of this

effect can be seen for Germany in the years 1991 and 1992, when the lower panel of

Figure 7 shows another spike. These are the years in which data from Eastern Germany

were added to the database successively, leading to new sets of (left-censored) entities.

With the exception of the first year in the data, the average rate of concordance

between synthetic and observed birth year of an establishment in the Canadian data is

below 5%, and the maximum is never above 50%. The German data reflect results from

a smaller set of industries, and while the average concordance is higher (never above

10%), the maximum is never above 6% other than during the noted entry spikes. This

suggests that the synthetic lifespan of any given entity is highly unlikely to be matched

to its confidential real lifespan. This is generally considered to be a high degree of

confidentiality.

14The Canadian manufacturing sector is not shown. In the German case, we only use two industries,
but we show the average of the two, rather than the values for both industries, to maintain comparability
with the Canadian plot.
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Figure 7: Average and maximum likelihood that synthetic birthyear matches actual
birthyear

Note: Plot shows fraction of entities by industry for which the synthetic
birth year equals the true birth year, conditional on the synthetic birth
year. Plot has been rescaled to be relative to the first year observed in
the data.

6. Conclusion

In this paper, we presented results from two projects that evaluated whether the code

developed to synthesize the U.S. LBD can easily be adapted to create synthetic versions

of similar data from Canada and Germany. We considered both univariate time-series

comparisons as well as model-based comparisons of coefficients and model fit. In general,

utility evaluations show significant differences between each country’s synthetic and

confidential data. Frequently-used measures such as confidence interval overlap and

pMSE suggest that the synthetic data are an unreliable image of the confidential data.

Less formal comparisons of specification test scores suggest that the synthetic data do

not reliably lead to the same modeling decisions.

Interestingly, the utility of the German synthetic data was higher than the utility of

the Canadian data in almost all dimensions evaluated. At this point we can only speculate

about potential reasons. The most important difference between the two data sources is

that the German data comprises only a handful of industries while almost all industries

have been included in the Canadian evaluation. Given that the industries included in

the German data were rather large, and synthesis models are run independently for each

industry, it might have been easier to preserve the industry level statistics for the German

data. We cannot exclude the possibility that the structure of the German data aligns

more closely with the LBD and thus the synthesis models tuned on the LBD data provide

better results on the (adjusted) BHP than on the LEAP. We note that both the LBD
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and the BHP are establishment-level data sets, whereas the LEAP is an employer-level

data set.

We emphasize that adjustments to the original synthesis code were explicitly limited

to ensuring that the code runs on the new input data. The validity of the synthetic

data could possibly be improved by tuning the synthesis models to the particularities

of the data at hand, such as the non-standard dynamics introduced into the German

data by reunification. However, the aim of this project was to illustrate that the high

investments necessary for developing the synthesis code for the LBD offered additional

payoffs as the re-use of the code substantially reduced the amount of work required

to generate decent synthetic data products for other business data. One of the major

criticisms of the synthetic data approach has been that investments necessary to develop

useful synthesizers are substantial. This project illustrated that substantial gains can be

achieved when exploiting knowledge from previous projects. With the advent of tailor-

made software such as the synthpop package in R (Nowok et al., 2016), the investments

for generating useful synthetic data might be further reduced in the future.

However, even without fine-tuning or customization of models, the current synthetic

data have, in fact, proven useful. De facto, many deployments of synthetic data, includ-

ing the Synthetic LBD in the US, have been used for model preparation by researchers in

a public or lower-security environment, with subsequent remote submission of prepared

code for validation against the confidential data. When viewed through the lens of such

a validation system, the synthetic data prepared here would seem to have reasonable

utility. While time series dynamics are not the same, they are broadly similar. Models

converged in similar fashions, and while coefficients were strictly different, they were

broadly similar and plausible. Specification tests did not lead to the same conclusions,

but they also did not collapse or yield meaningless conclusions. Thus, we believe that

the synthetic data, despite being different, have the potential to be a useful tool for

analysts to prepare models without direct access to the confidential data. Vilhuber et al.

(2016a) and Vilhuber (2019) come to a similar conclusion when evaluating usage of the

synthetic data sets available through the Synthetic Data Server (Abowd et al., 2010),

including the Synthetic LBD. A more thorough evaluation would need to explicitly mea-

sure the investment in synthetic data generation, the cost of setting up a validation

structure, and the number of studies enabled through such a setup. We note that such

an evaluation is non-trivial: the counter-factual in many circumstances is that no ac-

cess is allowed to sensitive business microdata, or that access occurs through a secure

research data system that is also costly to maintain. This study has contributed to such

a future evaluation by showing that plausible results can be achieved with relatively low

up-front investments.

The use of synthetic data sets to broaden access to confidential microdata is likely

to increase in the near future, with increasing concerns by statistical agencies regarding

the disclosure risks of releasing microdata. The resulting reduction in access to scientific

microdata is overwhelmingly seen as problematic. Broadly “plausible” if not analytically

valid synthetic data sets such as those described in this paper, combined with scalable

remote submission systems that integrate modern disclosure avoidance mechanisms, may

be a feasible mitigation strategy.
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ABSTRACT

Poverty mapping that displays spatial distribution of various poverty indices is most
useful to policymakers and researchers when they are disaggregated into small ge-
ographic units, such as cities, municipalities or other administrative partitions of a
country. Typically, national household surveys that contain welfare variables such as
income and expenditures provide limited or no data for small areas. It is well-known
that while direct survey-weighted estimates are quite reliable for national or large geo-
graphical areas they are unreliable for small geographic areas. If the objective is to find
areas with extreme poverty, these direct estimates will often select small areas due to
the high variability in the estimates. Empirical best prediction and Bayesian methods
have been proposed to improve on the direct point estimates. These estimates are,
however, not appropriate for different inferential purposes. For example, for identi-
fying areas with extreme poverty, these estimates would often select areas with large
sample sizes. In this paper, using real life data, we illustrate how appropriate Bayesian
methodology can be developed to address different inferential problems.

Key words: Bayesian model, cross-validation, hierarchical models, Monte Carlo simu-
lations

1. Introduction

Eradication of poverty, one of the greatest challenges facing humanity, has been the

central tool to guide various public policy efforts in many countries. According to the

United Nations 3: “Extreme poverty rates have fallen by more than half since 1990. While

this is a remarkable achievement, one-in-five people in developing regions still live on less

than $1.90 a day. Millions more make little more than this daily amount and are at risk

of slipping back into extreme”. On September 25, 2015, the United Nations adopted the

2030 Agenda for Sustainable Development with 17 new Sustainable Development Goals

(SDGs), beginning with a historical pledge to end poverty in all forms and dimensions

by 2030 everywhere permanently.4 In order to achieve these goals, basic resources and

services need to be more accessible to people living in vulnerable situations. Moreover,

support for communities affected by conflict and climate related disasters needs to be

raised.
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National estimate of an indicator usually hides important differences among different

regions or areas with respect to that indicator. In almost all countries, these differences

exist and can often be substantial. The smaller the geographic regions for which in-

dicators are available, the greater the effectiveness of interventions. Indeed this allows

to reduce transfers to the non-poor and minimizes the risk that a poor person will be

missed by the program. Ravallion (1994) found that Indian and Indonesian states or

provinces are too heterogeneous for targeting to be effective. This underlines the need

for production of estimates of indicators for small areas that are relatively homogenous.

It is now widely accepted that direct estimates of poverty based on household sur-

vey data are unreliable. There are now several papers available in the literature that

attempt to improve on the direct estimates by borrowing strength from multiple rele-

vant databases. Hierarchical models that combine information from different databases

are commonly used to achieve the goal because such models not only provide improved

point estimates but also incorporate different sources of variabilities. These models can

be implemented using a synthetic approach (e.g., Elbers et al. 2003), empirical best

prediction approach (Fay and Herriot 1979; Franco and Bell 2015; Bell et al. 2016;

Molina and Rao 2010; Casas-Cordero et al. 2016), and Bayesian approach (Molina et

al. 2014). See Jiang and Lahiri (2006), Pfeffermann (2013) and Rao and Molina (2015)

for a review of different small area estimation techniques.

Empirical best prediction and hierarchical Bayesian methods (also shrinkage meth-

ods) have been employed in numerous settings, including studies of cancer incidence in

Scotland (Clayton and Kaldor 1987), cancer mortality in France (Mollie and Richard-

son 1991), stomach and bladder cancer mortality in Missouri cities (Tsutukawa et al.

1985), toxoplasmosis incidence in EI Salvador (Efron and Morris 1975), infant mortal-

ity in New Zealand (Marshall 1991), mortality rates for chronic obstructive pulmonary

disease (Nandram et al. 2000), poverty research (Molina and Rao 2010; Molina et al.

2014; Bell et al. 2016; Casas-Cordero et al. 2016). The basic approach in all these

applications is the same: a prior distribution of rates is posited and is combined with

the observed rates to calculate the posterior, or stabilized, rates.

All the papers cited in the previous paragraph deal with the point estimation and

the associated measure of uncertainty. However, in many cases, there could be different

inferential goals where point estimates, whether empirical best prediction estimates or

posterior means, though they can provide a solution, are not efficient. For example, one

inferential goal could be to flag a geographical area (e.g., municipality) for which the

true poverty measure of interest exceeds a pre-specified standard. The point estimates

can certainly flag such areas but do not provide any reasonable uncertainty measure to

assess the quality of such action. It is not clear how to propose such a measure for

a method based on direct estimates. For the method based on posterior mean, one

can perhaps propose a normal approximation using the posterior mean and posterior

standard deviation to approximate the posterior probability of the true poverty measure

exceeding the pre-specified standard. In some cases, quality of such approximation could

be questionable. One can have a more complex inferential goal. For example, we may be

interested in identifying the worst geographical area with respect to the poverty measure.

In this case, the use of direct estimates for identification can be misleading when the
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sample sizes vary across the geographic units. The regions with small sample sizes will

tend to have both high and low poverty indices merely because they have the largest

variability. The method based on posterior means is not good either since it tends to

identify areas with more samples; see Gelman and Price (1999). Moreover, in either case

there does not seem to be a clear way to produce a reasonable quality measure.

Gelman and Price (1999), Morris and Christiansen (1996), Langford and Lewis

(1998), Jones and Spigelhalter (2011) discussed various inferential problems other than

the point estimation. For example, Morris and Christiansen (1996) outlined inferential

procedures for identifying areas with extreme indicator. Our approach is similar to theirs

but applied for different complex parameters and used much more complex hierarchical

model that is appropriate for survey data.

We would like to stress that our proposed approach for solving different inferential

problems is fundamentally different from the constrained empirical hierarchical Bayesian

(Louis 1984; Ghosh 1992; Lahiri 1990) and the triple-goal (Shen and Louis, 1998)

approaches where the goal is to produce one set of estimates for different purposes. In

contrast, we propose to use the same synthetic data matrix generated from the posterior

predictive distribution for different inferential purposes. Other than this fundamental

difference, our approach has a straightforward natural way to produce appropriate quality

measures. In poverty research, Molina et al. (2014) suggested an interesting approach

for estimating different poverty indices by generating a synthetic population from a

posterior predictive density. However, they restricted themselves to point estimates and

their associated uncertainty measures and did not discuss how one would solve a variety

of statistical inferences.

We outline a general approach to deal with different inferential goals and illustrate

our methodology using the data used by the Chilean government for their small area

poverty mapping system. Section 2 describes the Chilean data, the hierarchical model, a

general poverty index, inferential approach for achieving various goals and data analysis.

In Section 3, we provide some concluding remarks and a direction for future research.

2. Illustration of the proposed methodology using Chilean poverty
data

There has been a consistent downward trend in the official poverty rate estimates,

which are the usual national survey-weighted direct estimates, in Chile since the early

90’s. While this national trend is encouraging, there is an erratic time series trend in

the direct estimates for small comunas (municipalities) - the smallest territorial entity in

Chile. Moreover, for a handful of extremely small comunas, survey estimates of poverty

rates are unavailable for some or all time points simply because the survey design, which

traditionally focuses on obtaining precise estimates for the nation and large geographical

areas, excludes these comunas for some or all of the time points. In any case, direct

survey estimates of poverty rates typically do not meet the desired precision for small

comunas and thus the assessment of implemented policies is not straightforward at

the comuna level. In order to successfully monitor trends, identify influential factors,
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develop effective public policies and eradicate poverty at the comuna level, there is a

growing need to improve on the methodology for estimating poverty rates at this level of

geography. In this section, we use the Chilean case to illustrate our Bayesian approach

to answer a variety of research questions.

2.1. Data used in the Analysis

To illustrate our Bayesian approach, we use a household survey data as the pri-

mary source of information and comuna level summary statistics obtained from different

administrative data sources as supplementary sources of information. We now provide

a brief description of the primary and supplementary databases. Further details can be

obtained from Casas-Cordero et al. (2016).

2.1.1 The Primary Data Source: The CASEN 2009 Data

The Ministry of Social Development estimates the official poverty rates using the

National Socioeconomic Characterization Survey, commonly referred to as the CASEN.

The Ministry has been conducting CASEN since 1987 every two or three years. The

CASEN is a household survey collecting a variety of information of Chilean households

and persons, including information about income, work, health, subsidies, housing and

others. The Ministry calculates poverty rate estimates at national, regional and munic-

ipality (comuna) levels. The Ministry is the authority specified by the Chilean law to

deliver poverty estimates for all the 345 comunas in Chile. These estimates are used,

along with other variables, to allocate public funding to municipalities.

In a joint effort by the Ministry and United Nations Development Programme (UNDP),

a Small Area Estimation (SAE) official system was developed for estimating poverty rates

at comuna level using the CASEN 2009 survey. The Chilean method is based on an em-

pirical Bayesian method using an area level Fay-Herriot Model (Fay and Herriot 1979)

to combine the CASEN survey data with a number of administrative databases. The

SAE system provides point estimates and parametric bootstrap confidence intervals (see,

e.g., Chatterjee et al. 2008; Li and Lahiri 2010) for the Chilean comunas.

The CASEN 2009 used a stratified multistage complex sample of approximately

75,000 housing units from 4,156 sample areas. The entire Chile was divided into a

large number of sections (Primary Stage Units or PSUs). The PSUs were then grouped

into strata on the basis of two geographic characteristics: comuna and urban/rural

classification. Overall, there were 602 strata in the CASEN 2009 survey and multiple

PSUs were sampled per stratum. The probability of selection for each PSU in a stratum

was proportional to the number of housing units in the (most recently updated) 2002

Census file.

Prior to the second stage of sampling, listers were sent to the sampled PSUs to

update the count of housing units. This procedure was implemented in both urban and

rural areas. In the second stage of sampling, a sample of housing units was selected

within the sampled PSUs. The probability of selection for each housing unit (Secondary

Stage Unit or SSU) is the same within each PSU. On the average, 16-22 housing units
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were selected within each PSU by implementing a procedure that used a random start

and a systematic interval to select the units to be included in the sample.

2.1.2 Administrative Data at the Comuna Level

Casas-Cordero et al. (2016) carried out an extensive task to identify a set of

auxiliary variables derived from different administrative records of different agencies. In

this paper, we use the same set of comuna level auxiliary variables for illustrating our

approach. For completeness, we list them below:

(1) Average wage of workers who are not self-employed,

(2) Average of the poverty rates from CASEN 2000, 2003, and 2006,

(3) Percentage of population in rural areas,

(4) Percentage of illiterate population,

(5) Percentage of population attending school.

Like in Casas-Cordero et al. (2016), we also use arcsine square-root transformation for all

the auxiliary variables except the first one, for which we use logarithmic transformation.

We note that our approach is general and can use a different set of auxiliary variables

that may be deemed appropriate in the future.

2.2. The Foster-Greer-Thorbecke (FGT) poverty indices

Currently, the Chilean government publishes headcount ratios or poverty rates for

the nation and its comunas. To present our approach in a general setting, we consider

a general class of poverty indices commonly referred to as the FGT indices, after the

names of the three authors of the paper by Foster et al. (1984). To describe the FGT

index, we first introduce the following notations:

Nc: total number of households in comuna c,

Uc: number of urbanicity statuses for comuna c; since for urbanicity status, we use

urban and rural statuses only, Uc is either 1 or 2 for a given comuna,

ku: fixed poverty line for urban-rural classification u (u = 1 and u = 2 for urban and

rural, respectively),

Mcu: total number of PSUs in the universe for urban-rural classification u of comuna

c,

Ncup: total number of households in the universe of the PSU p belonging to the urban-

rural classification u of comuna c,

ycuph: per-capita income of household h (that is, total income of the household divided

by the number of household members) in PSU p, urban-rural classification u, and
comuna c.
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In our context, the class of FGT indices for comuna c is given by

Qc;α =
1

Nc

Uc

∑
u=1

Mcu

∑
p=1

Ncup

∑
h=1

gα(ycuph),

where

gα(ycuph) =

(
ku− ycuph

ku

)α
I(ycuph < ku), α is a “sensitivity” parameter (α = 0,1,2

corresponding to poverty ratio, poverty gap, and poverty severity, respectively).

2.3. Hierarchical Model

A hierarchical model could be effective in capturing different salient features of

the CASEN survey data and in linking comuna level auxiliary variables derived from

different administrative records. We consider the following working hierarchical model

to illustrate our general approach for inference. We call the model a working model

because we recognize that it is possible to improve on it in the future. But this model

will suffice to illustrate the central theme of the paper, i.e., how to carry out a particular

inferential procedure given a hierarchical model.

Let Tcuph = T (ycuph) be a given transformation on the study variable ycuph. For the

application of this paper, we consider T (ycuph) = ln(ycuph+1). We consider the following

hierarchical model for the sampled units:

Level 1: Tcuph|θcup,σT
ind∼ N

(
θcup,σ2

T
)
,

Level 2: θcup|μcu,σθ
ind∼ N

(
μcu,σ2

θ
)
,

Level 3: μcu|βu,σμ
ind∼ N

(
xT

c βu,σ2
μ
)
,

where xc is a vector of comuna level known fixed auxiliary variables; θcup and μcu are

random effects; βu,σ2
T ,σ2

θ and σ2
μ are unknown hyperparameters.

We follow the recommendation of Gelman (2015) in assuming weakly informative

priors for the hyperparameters. For example, we assume independent N(0,1) prior for

all regression coefficients and independent half normal prior for the standard deviations.

2.4. Inferential Approach

We first note that the inference on Qc,α is equivalent to that of

Qc;α =
1

Nc

Uc

∑
u=1

Mcu

∑
p=1

Ncup

∑
h=1

gα
(
T−1(Tcuph)

)
,

where T is a monotonic function (e.g., logarithm). Under full specification of the model

for the finite population, one can make inferences about Qc;α in a standard way. However,

full specification of model for the unobserved units of the finite population seems to be a

challenging task. To this end, appealing to the law of large numbers, we first approximate
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Qc;α by Q̃P
c;α , where

Q̃P
c;α =

1
Nc

Uc

∑
u=1

Mcu

∑
p=1

Ncup

∑
h=1

E

{
gα

(
T−1(Tcuph)

) |θcup,σT
}
.

This is reasonable under Level 1 of the hierarchical model (even without the normality

assumption) since Nc is typically large. We then propose the following approximation to

Q̃P
c;α .

Q̃c;α ≡ Q̃c;α(θc,σT ) =
Uc

∑
u=1

mcu

∑
p=1

ncup

∑
h=1

wcuphE
{

gα
(
T−1(Tcuph)

) |θcup,σT
}
, (1)

where

wcuph is the survey weight for the household h in the PSU p within urbanicity u of

comuna c,

θc = colu,pθcup; a
Uc

∑
u=1

mcu×1 column vector (we follow the notation of Prasad and Rao

1990),

gα
(
T−1(Tcuph)

)
=

{
ku−

(
T−1(Tcuph)

)
ku

}α

I
(
Tcuph ≤ lu

)
,

lu = ln(ku +1), the poverty line of the urbanicity u in the transformed scale.

The weights are scaled within each comuna so that the sum of the weights for all

households equals 1. In the last approximation, we assume that the scaled survey weight

wcuph represents proportion of units in the finite population (including the unit cuph) of
comuna c that are similar to the unit cuph.

The calculations of (1) under the model described in Section 2.3 can be done through

the following formula:

For α = 0,

E

{
g0(

(
T−1(Tcuph)

) |θcup,σ2
T
}
=

∫ lu−θcup

σT

−
θcup

σT

φ(z|θcup,σ2
T )dz

= Φ
( lu−θcup

σT

)
−Φ

(
− θcup

σT

)
,

where φ and Φ are the density function and the distribution function of the standard

normal distribution, respectively.
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For α = 1,

E

{
g1(T−1(Tcuph))|θcup,σ2

T
}

= E

{(
exp(lu)− exp(Tcuph)

ku

)
I
(
Tcuph ≤ lu

)}

=
1
ku

∫ lu−θcup

σT

−
θcup

σT

(exp(lu)− exp(σT z+θcup))φ(z|θcup,σ2
T )dz

=
exp(lu)

ku

[
Φ
( lu−θcup

σT

)
−Φ

(
− θcup

σT

)]

−
exp

(
θcup +

σ2
T
2

)
ku

[
Φ
( lu−θcup−σ2

T
σT

)
−Φ

(
− θcup +σ2

T
σT

)]
,

where we use the fact that
∫ b

a
exp(σz)φ(z)dz = exp

(
σ2

2

)[
Φ(b−σ)−Φ(a−σ)

]
to

obtain the last equation.

For α = 2,

E

{
g2(T−1(Tcuph))|θcup,σ2

T
}

= E

{(
exp(lu)− exp(Tcuph)

ku

)2

I
(
Tcuph ≤ lu

)}

=
1
k2

u

∫ lu−θcup

σT

−
θcup

σT

(exp(lu)− exp(σT z+θcup))
2 φ(z|θcup,σ2

T )dz

=
exp(2lu)

k2
u

[
Φ
( lu−θcup

σT

)
−Φ

(
− θcup

σT

)]

+
exp(2θcup +2σ2

T )

k2
u

[
Φ
( lu−θcup−2σ2

T
σT

)
−Φ

(
− θcup +2σ2

T
σT

)]

−2
exp(lu +θ +

σ2
T
2 )

k2
u

[
Φ
( lu−θcup−σ2

T
σT

)
−Φ

(
− θcup +σ2

T
σT

)]
.

In order to carry out a variety of inferential problems about Q̃c;α for a given α, we

use the Monte Carlo Markov Chain (MCMC). The procedures are described below.

Let C be the number of comunas covered by the model and R be the number of

MCMC samples after burn-in. Let θc;r and σT ;r denote the rth MCMC draw of θc and

σT , respectively (r = 1, . . . ,R). We define the C×R, matrix Q̃s
α = (Q̃s

(c,r);α), where the

(c,r) entry is defined as

Q̃s
(c,r);α ≡ Q̃s

c;α(θc;r,σT ;r).
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This matrix Q̃s
α provides samples generated from the posterior distribution of {Q̃c,α , c =

1, . . . ,C} and so is adequate for solving a variety of inferential problems in a Bayesian

way. We now elaborate on the following three different inferential problems:

(1) Point estimation of an indicator of interest and the associated measure of uncer-

tainty: This is the focus of current poverty mapping research in both classical and

Bayesian approaches. Under the squared error loss function, the Bayes estimate

of Qc;α for comuna c and the associated measure of uncertainty are the posterior

mean and posterior standard deviation of Q̃c;α ≡ Q̃c;α(θc,σT ), respectively. These

can be approximated by the average and standard deviation over the columns of

Q̃s
α , respectively, for the row c, which corresponds to comuna c.

(2) Identification of comunas that are not in conformity with a given standard of a

poverty indicator: In this inferential problem, the goal is to flag a comuna for

which the true poverty indicator (e.g., poverty rate) exceeds a pre-specified stan-

dard, say a. In this case, point estimates, whether direct estimates or posterior

means, do not give any idea about the quality of flagging a comuna not meeting

the given standard. A reasonable Bayesian solution for this inferential problem is

to flag comuna c for not meeting the given standard if the posterior probability

P(Q̃c;α > a|data) is greater than a specified cutoff, say 0.5. This posterior prob-

ability for comuna c can be easily approximated by the proportion of columns of

Q̃s
c;α exceeding the threshold for row c. If the posterior distribution of Q̃c;α is

approximately normal, then one can alternatively use the posterior mean and pos-

terior standard deviation to approximate the posterior probability. However, such

an approximation may not perform well in many situations.

(3) Identification of the worst (best) comuna, i.e., the comuna with the maximum

(minimum) value of the poverty indicator: A common solution is to identify the

comuna with the maximum (minimum) point estimate of the indicator. Evidently,

the use of direct point estimates would be quite misleading since such a method

may identify a small comuna as being the worst (best) in terms of the indicator,

even though it is not, simply because of high variability in the direct estimates. The

Bayesian point estimates (posterior means) are definitely better than the direct

estimates as they have generally less variability. However, the use of posterior

means alone does not provide any quality measure associated with the identification

of the worst (best) comuna. Even the use of posterior means along with posterior

standard deviations does not help either as posterior standard deviations relate

to the individual areas. A reasonable Bayesian solution in this case would be to

compare the posterior probabilities P(Q̃c;α ≥ Q̃k;α ∀k|data) for different comunas

and select the worst (best) comuna for which this posterior probability is the

maximum (minimum). Thus, along with the identification of the worst (best)

comuna, we also obtain these posterior probabilities suggesting a quality of the

identification of worst (best) comuna. We can use Q̃s
α matrix to approximate these

posterior probabilities. For row c and column r of Q̃s
α corresponding to comuna c

and MCMC replicate r, respectively, we can create a binary variable indicating if
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the comuna is the worst (best) among all comunas. The posterior probability for

this comuna P(Q̃c;α ≥ Q̃k;α ∀k|data) can then be approximated by the average of

these binary observations over R columns.

2.5. Numerical Results

As mentioned in the introduction, a number of researchers focused on the problem

of estimation and its measure on uncertainty. While our general approach can address

this problem, we choose to illustrate the general Bayesian approach for the relatively

understudied inferential problems related to the identification of areas with extreme

poverty (e.g., the second and the third inferential problems mentioned in Section 2.4).

The data analysis presented in this section is based on the hierarchical model stated in

Section 2.3 implemented on CASEN 2009 data for a given region containing 54 comunas

and comuna level auxiliary variables listed in Section 2.1 We illustrate our methodology

for poverty rates (α = 0) and poverty gaps (α = 1), two important poverty measures in

the FGT class of poverty indices. After 10,000 burn-in, we generate 54×10000 matrix

Q̃s
c;α for α = 0 (corresponding to poverty rate index) and α = 1 (poverty gap index).

We checked the convergence of MCMC convergence using the potential scale reduction

factor introduced by Gelman and Rubin (1992).

Numerical results are shown in Tables 1-4. We carry out the data analysis using

WinBugs-R interface. Table 1 addresses the second inferential goal, i.e., flagging the

comunas that do not meet certain pre-specified standard for poverty rate. Table 2 is

similar to Table 1 except that this is for the poverty gap measure. We use three different

standards based on three different multipliers (1.10,1.25 and 1.50) of the regional direct
estimate of the respective measure. These standards are for illustration only and our

approach can use any other standards that are deemed reasonable. We need a cutoff

for these posterior probabilities in order to flag comunas that do not meet the given

standard. To illustrate our approach, we use 0.5 as the cutoff. In other words, a comuna

is deemed out of the range with respect to the pre-specified standard if the posterior

probability is more than 0.5. Comunas 33 and 13 do not meet all three standards for

both poverty rate and poverty gap measures. Other comunas meet the more liberal

standard (1.5 times the regional poverty measure) with respect to both poverty rate and

poverty gap measures. In contrast, when the standard is very conservative (1.1 times

the regional poverty measure) all the comunas are not in conformity with the given

standard. For a moderate standard (1.25 times the regional poverty measure), comunas

33, 13, 22, 18, 2, 6, 45, 16, 30 do not satisfy the standard in terms of poverty rate

measure. The comunas 21, 5, 17 and 15 are added to the list when we consider the

poverty gap measure. The standard and the cut-off to be used are subjective, but the

Bayesian approach with different standard and cutoff combinations should give policy

makers some useful guidance in making certain policy decisions. In order to save space

in Table 1 (Table 2), we report results for the 29 out of 54 comunas in the region

with highest posterior probabilities of poverty rate (poverty gap) exceeding the most

conservative threshold.
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Table 1: The posterior probabilities that poverty rate for a comuna exceeds three

different thresholds; Qr,0 is direct estimate of regional poverty rate. The table presents

results for the 29 comunas (out of 54 comunas in the region) with the highest

P(Q̃c;0 > 1.10Qr,0|data)

Comuna P(Q̃c;0 > 1.10Qr,0|data) P(Q̃c;0 > 1.25Qr,0|data) P(Q̃c;0 > 1.50Qr,0|data)

33 1.0000 0.9995 0.6172

13 1.0000 0.9988 0.5636

22 0.9952 0.7962 0.0314

18 0.9904 0.6996 0.0100

2 0.9834 0.4939 0.0005

6 0.9809 0.5331 0.0006

45 0.9786 0.5755 0.0032

16 0.9721 0.5157 0.0015

30 0.9662 0.5086 0.0024

21 0.9362 0.3925 0.0013

5 0.9356 0.3878 0.0010

17 0.9258 0.3840 0.0012

15 0.9185 0.3643 0.0015

25 0.8822 0.2524 0.0002

43 0.8755 0.2266 0.0000

38 0.8612 0.2209 0.0003

27 0.8466 0.2139 0.0002

26 0.8425 0.3259 0.0022

51 0.8365 0.2941 0.0009

24 0.7835 0.1216 0.0000

29 0.7111 0.0995 0.0000

28 0.7030 0.1085 0.0000

31 0.6771 0.0700 0.0000

35 0.6694 0.1018 0.0000

36 0.6404 0.0731 0.0000

41 0.6142 0.0591 0.0001

37 0.6041 0.0775 0.0000

7 0.5705 0.0386 0.0000

47 0.5179 0.0417 0.0000
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Table 2: Posterior probabilities that poverty gap for a given comuna exceeds three

different thresholds; Qr,1 is direct estimate of regional poverty gap. The table presents

results for the 29 comunas (out of 54 comunas in the region) with the highest

P(Q̃c;1 > 1.10Qr,1|data) values.

Comuna P(Q̃c;1 > 1.10Qr,1|data) P(Q̃c;1 > 1.25Qr,1|data) P(Q̃c;1 > 1.50Qr,1|data)

33 1.0000 0.9998 0.9266

13 1.0000 0.9994 0.9060

22 0.9966 0.9143 0.2635

18 0.9918 0.8327 0.1195

2 0.9893 0.7516 0.0395

45 0.9827 0.7577 0.0781

6 0.9824 0.7174 0.0300

16 0.9792 0.7189 0.0490

30 0.9693 0.6764 0.0489

21 0.9467 0.5871 0.0320

5 0.9420 0.5656 0.0240

17 0.9339 0.5592 0.0292

15 0.9333 0.5631 0.0337

38 0.9001 0.4329 0.0081

25 0.8923 0.4203 0.0079

43 0.8802 0.3812 0.0070

26 0.8751 0.5310 0.0657

27 0.8745 0.3970 0.0104

51 0.8540 0.4497 0.0305

24 0.8223 0.2674 0.0018

29 0.7700 0.2401 0.0026

28 0.7441 0.2390 0.0026

31 0.7321 0.1848 0.0005

35 0.6924 0.2091 0.0026

36 0.6671 0.1631 0.0006

37 0.6399 0.1772 0.0021

7 0.6376 0.1243 0.0002

41 0.6355 0.1365 0.0003

47 0.5586 0.1095 0.0003
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Table 3 displays approximations (by MCMC) to the posterior probabilities of a co-

muna being the worst (Prob.Max) in terms of both poverty rate and poverty gap mea-

sures. According to the Prob.Max criterion, comuna 33 stands out as the worst comuna

in terms of both poverty rate and poverty gap measures. Table 4 displays approxima-

tions (by MCMC) to the posterior probabilities of a comuna being the best (Prob.Min) in

terms of both poverty rate and poverty gap measures. According to Prob.Min criterion,

comuna 8 emerges as the best comuna in terms of both poverty rate and poverty gap

measures. These probabilities are also giving us a good sense of confidence we can place

on our decision, which is not possible with poverty rate and poverty gap estimates alone.

Tables 3 and 4 do not report results for comunas with negligible posterior probabilities.

Table 3: Posterior probability that poverty rate or poverty gap for a given comuna is the

maximum (Prob.Max). The table does not include comunas with negligible posterior

probabilities.

Comuna Prob.Max

Poverty Rate Poverty Gap

33 0.5126 0.5246

13 0.4496 0.4301

22 0.0169 0.0215

18 0.0051 0.0044

45 0.0025 0.0031

17 0.0021 0.0021

26 0.0021 0.0042

30 0.0017 0.0017

21 0.0013 0.0016

15 0.0010 0.0011

16 0.0009 0.0012

51 0.0008 0.0009

6 0.0007 0.0006

5 0.0006 0.0006

2 0.0005 0.0009

27 0.0005 0.0004

38 0.0005 0.0006

25 0.0003 0.0001

35 0.0001 0.0002

41 0.0001 0.0000

43 0.0001 0.0000

28 0.0000 0.0001
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Table 4: Posterior probability that poverty rate or poverty gap for a given comuna is

the minimum (Prob.Min). The table does not include comunas with negligible posterior

probabilities.

Comuna Prob.Min

Poverty Rate Poverty Gap

8 0.5310 0.5161

1 0.3929 0.3945

42 0.0240 0.0268

48 0.0186 0.0237

12 0.0121 0.0139

4 0.0075 0.0089

34 0.0057 0.0079

3 0.0052 0.0047

14 0.0009 0.0011

10 0.0009 0.0005

23 0.0008 0.0012

44 0.0002 0.0004

46 0.0001 0.0002

40 0.0001 0.0001

3. Concluding Remarks

We point out inappropriateness of using point estimates for all inferential purposes

and propose a general Bayesian approach to solve different inferential problems in the

context of poverty mapping. The proposed approach provides not only an action relevant

to the inferential problem but also a way to assess the quality of such action. To make

the methodology user-friendly one can store the Qs
α matrix of size C×R, where C is the

number of comunas and R is the number of MCMC replications. This way the users do

not need to know how to generate this matrix, which requires knowledge of advanced

Bayesian computing. Once the user has access to this generated matrix, he/she can

easily carry out a variety of statistical analysis such as the ones presented in the paper

with greater ease. While we illustrate the approach for the FGT poverty indices, the

approach is general and can deal with other important indices such as the ones given

in sustainable development goals. We have taken one working model to illustrate the

approach, but the approach is general and can be applied to other models that are

deemed appropriate in other projects.
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